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Abstract

Disclaimer: Samples in this paper may be001
harmful and cause discomfort!002

Patronizing and Condescending Language003
(PCL) is a form of harmful communication di-004
rected at vulnerable communities. This type of005
language exacerbates conflicts and confronta-006
tions among Internet communities and detri-007
mentally impacts relatively marginalized com-008
munities. Traditional pre-trained models ex-009
hibit poor detection performance due to the010
implicit emotional characteristics in the PCL011
domain, such as hypocrisy and false sympathy.012
With the rapid development of the Large Lan-013
guage Model (LLM), there is a growing oppor-014
tunity to utilize extensive emotional semantic015
features of LLM for sentiment analysis tasks.016
In this paper, we introduce a comprehensive017
instruction-tuning framework PclGPT, a new018
benchmark LLM designed explicitly for Patron-019
izing and Condescending Language. We de-020
sign the instruction dataset PCL-SFT and build021
PclGPT-EN/CN by supervised fine-tuning to fa-022
cilitate cross-language emotion detection. The023
findings demonstrate that our framework sur-024
pass all advanced pre-trained models in classifi-025
cation tasks, including widely employed LLM026
models like GPT-3.5 and GPT-4. Simultane-027
ously, we confirm PclGPT’s substantial capa-028
bility to detect implicit emotions through fine-029
grained emotion analysis and fuzzy sample ex-030
periments. Our model establishes a crucial ba-031
sis for further research in PCL and other im-032
plicit sentiment analyses.033

1 Introduction034

Patronizing and Condescending Language (PCL) is035

a type of toxic speech that specifically targets vul-036

nerable groups. As an important but underexplored037

branch of toxic speech, timely detection of PCL is038

an essential means of protecting vulnerable groups039

from further exclusion and inequality. Compared to040
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traditional tasks such as hate speech, emotional ex- 041

pressions are more subtle and implicit in PCL tasks 042

(e.g., "Poor kids! Will somebody help them?"). Al- 043

though this seemingly sympathetic statement does 044

not contain any offensive words against children, it 045

clearly shows a condescending and discriminatory 046

attitude toward them. It demonstrates an implied 047

disrespect for vulnerable groups and has detrimen- 048

tal implications for the individual being sympa- 049

thized with. Therefore, further exploration of PCL 050

will have a positive effect on the study of subtle im- 051

plicit emotions. Conventional supervised models 052

encounter numerous obstacles in this domain, such 053

as the scarcity of annotated data of superior qual- 054

ity, the complexity of resolving contextually PCL 055

emotions, and the unpredictability surrounding the 056

foundation for subjective assessments. 057

The emergence of the Large Language Model 058

(LLM) has opened up new possibilities for this do- 059

main. More world knowledge and a more diverse 060

pre-training corpus make it perform well in various 061

general tasks. Unfortunately, there is insufficient 062

guidance for pre-training knowledge, resulting in 063

its inability to explore its scale effect in specific 064

emotional fields (including PCL tasks). The emer- 065

gence of prompt engineering has alleviated this 066

problem to a certain extent. However, its lengthy 067

template and redundancy limit the efficiency of 068

LLM. Related LLM research focuses solely on En- 069

glish, and there is a lack of verification work on 070

cross-language detection performance. 071

To address the above challenges, we concentrate 072

on three main issues: (1) How to effectively design 073

high-quality instruction datasets for subsequent in- 074

struction tuning, and compensate for the scarcity 075

of high-quality training data in this domain? (2) 076

How can we build an effective model and migrate 077

the model to perform cross-language tasks, such 078

as Chinese PCL tasks? (3) Patronizing and Conde- 079

scending Language is primarily filled with implicit 080

emotions, how can the LLM be guided to improve 081
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understanding of those sentiments?082

To solve the above problems, we introduce083

a comprehensive instruction-tuning framework084

PclGPT for sentiment detection and train our model085

to explore the LLM’s understanding of implicit086

emotions. In our study, we specifically devise the087

PCL-SFT instruction dataset by employing the in-088

struction data paradigm to impose additional con-089

straints on both input and output. Subsequently, we090

develop PclGPT-EN/CN through instruction tun-091

ing training, this is the first known type of LLM092

specifically designed to detect Patronizing and Con-093

descending Language. We further conduct detailed094

and comprehensive experiments in two key areas:095

fine-grained emotion classification and the incorpo-096

ration of implicit fuzzy emotion. Through these ex-097

periments, we substantiate the model’s proficiency098

in detecting the implicit emotional nuances within099

PCL. Our PclGPT framework, coupled with the100

associated research, represents a substantial con-101

tribution, paving the way for advancements in the102

field of implicit sentiment detection. The main con-103

tributions of this paper are summarized as follows:104

(1) We construct the first instruction datasets105

PCL-SFT in detecting Patronizing and Condescend-106

ing Language and further optimize the instruction107

rules and data quality.108

(2) Based on PCL-SFT, we introduce a com-109

prehensive instruction-tuning framework PclGPT.110

We first construct PclGPT-EN by using only a111

small amount of fine-tuning data. Our model sur-112

passes all advanced pre-trained models in classifi-113

cation tasks. We then extend our experiment to the114

Chinese domain and construct PclGPT-CN, which115

achieve the same leading results, proving the multi-116

lingual transfer capability of our framework.117

(3) We demonstrate the value of instruction fine-118

tuning for implicit emotion detection through fine-119

grained emotion category detection and adding120

samples with semantic fuzziness.121

2 related works122

2.1 PCL Detection Tasks123

PCL detection tasks can date back to the work of124

(Ng, 2007), the author introduced a discriminative125

definition of condescending language, pointing out126

that such speech often arises within an imbalanced127

power dynamic between different groups, and the128

expression of superior attitudes and discourse on129

mercy can institutionalize discrimination. (Wong130

et al., 2014) noted that condescending speech is fre-131

quently unconscious, propelled by good intentions, 132

and articulated using embellished language.(Xu, 133

2022) identified that these unjust treatments of vul- 134

nerable groups can exacerbate societal exclusion 135

and inequality, compelling users to exit commu- 136

nities or reduce online participation (Parekh and 137

Patel, 2017). One of the key factors for progress 138

in this area is access to high-quality datasets an- 139

notated by experts.(Wang and Potts, 2019) intro- 140

duced the TalkDown dataset, focusing on PCL 141

in social media, while (Pérez-Almendros et al., 142

2020) presented the "Don’t Patronize Me!" (DPM) 143

dataset, concentrating on how vulnerable groups 144

are portrayed in news reports.(Wang et al., 2023) 145

proposed the pioneering Chinese Condescending 146

Hierarchical Dataset (CCPC).In the realm of de- 147

tection, transformer-based models are extensively 148

employed for sentiment analysis tasks. For in- 149

stance,(Pérez-Almendros et al., 2022; Xu, 2022) 150

utilized a modified BERT network for PCL de- 151

tection tasks, and Lu (Lu et al., 2022) introduced 152

adversarial training to enhance the model’s capabil- 153

ities. While these methodologies represent ground- 154

breaking efforts in detecting PCL, their limitations 155

persist due to insufficient pre-training information, 156

resulting in an incomplete understanding of im- 157

plicit emotions. 158

2.2 Domain Fine-tuning LLM 159

Recently, the emergence of Large Language Mod- 160

els like GPT-3.5(Yang et al., 2023) and GPT-4 161

(OpenAI, 2023) has led to changes in the entire 162

field of general generated text. However, they are 163

not fully adapted to specific domain tasks. Mean- 164

while, neither GPT-3.5 nor GPT4 is open-source, 165

which has led to fine-tuning work on open-source 166

LLMs with smaller parameters. Instruction tuning 167

plays a crucial role in shaping LLM’s intelligent 168

capabilities (Ouyang et al., 2022; Taori et al., 2023; 169

Chiang et al., 2023). By fine-tuning specific in- 170

struction datasets, performance on domain-specific 171

tasks can be significantly improved and aligned 172

with user goals. LLama(Touvron et al., 2023), Vi- 173

cuna(Chiang et al., 2023), and ChatGLM (Zeng 174

et al., 2022) are all base models that can be used 175

for instruction tuning. At present, the models with 176

instruction tuning and human preference tuning are 177

widely used in the fields of medicine, finance, and 178

law (Singhal et al., 2023; Wu et al., 2023; Cui et al., 179

2023). 180

In the field of sentiment detection,(Zhang et al., 181
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Figure 1: An illustration of the overall PclGPT framework, which encompasses the construction of sentiment
instruction datasets and the process of supervised fine-tuning.

2023) introduced instruction tuning to classify emo-182

tions in the financial domain; (Nguyen et al., 2023)183

detected hatred and aggressive emotions by fine-184

tuning LLM. At present, however, there is currently185

no instruction tuning method applied to LLMs for186

tasks related to implicit emotion analysis, such as187

Patronizing and Condescending Language. The188

current difficulties include the lack of corpus and189

the fuzziness of implicit emotional judgment. Thus,190

proposing a relatively unified fine-tuning paradigm191

is challenging. Furthermore, effective field re-192

search on languages other than English (such as193

Chinese) is scarce, and this is detrimental to cross-194

linguistic exploration of sentiment analysis.195

As a result, we propose the PclGPT instruction-196

tuning framework. Our approach is founded on197

the most popular open-source large language mod-198

els, such as LLaMA2-7B and ChatGLM3-6B. We199

fine-tune the model using the PCL-SFT instruc-200

tion dataset and validate its ability to detect im-201

plicit emotions in experiments on fine-grained PCL202

emotion classification and adding fuzzy emotion203

samples.204

3 PclGPT205

Our objective is to elevate the performance of the206

LLM in targeted implicit emotion classification207

tasks, such as PCL detection, through the creation208

of an instruction-tuned large language model. The209

overall framework of our approach is illustrated in 210

Figure 1. The instruction template we construct 211

uses a combination of descriptions and sentiment 212

instructions to better reflect the implicit semantic 213

features of PCL, then we use instruction tuning 214

to mine the model’s ability to discriminate fuzzy 215

emotions. 216

3.1 Sentiment Instruction Data Format 217

To better guide LLM, we split the instruction into 218

two parts: PCL description instruction and Senti- 219

ment instructions, as shown in Figure 1. 220

• PCL description instruction. Since PCL is a 221

very subjective emotion category, first we need 222

a complete description of the concept of PCL 223

to guide the model to respond in a standardized 224

format. The description includes the definition 225

and target groups. This part of the content is 226

fixed (e.g., PCL is a discriminatory and implicitly 227

toxic speech...primarily directed towards vulnera- 228

ble groups such as the elderly and women...). 229

• Sentiment instructions. Next, we focus on the 230

significant influence of the intensity of emotional 231

tone on implicit emotions in the process of instruc- 232

tion tuning. Incorporating the emotional intensity 233

labels from the original data, we construct the emo- 234

tional instructions with a description of the emo- 235

tional intensity of the input text. The format is 236

specified as (e.g., The emotional intensity of this 237
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sentence is mild/moderate/severe because...).238

• Combination. We combine these two parts and239

randomly select run instructions from a set of 10240

manually created instructions as our input while241

taking the labels of our original data as the output.242

3.2 Instruction Tuning243

Instruction tuning utilizes a set of formatted244

examples in natural language to optimize a245

pre-trained LLM (Wei et al., 2021). This approach246

closely aligns with supervised fine-tuning. Initially,247

we utilize the available English and Chinese248

datasets to create instructional data to provide249

supervision signals. Subsequently, we employ the250

instruction tuning technique to train on the English251

LLaMA-7B base and the Chinese ChatGLM-6B252

base separately. The training process employs253

Qlora fine-tuning, with each model trained using254

sequence-to-sequence loss. We compare the255

performance of our model on the test set against256

advanced pre-trained models. Our approach257

aims to enhance the precision of identifying258

condescending emotions and offer guidance for259

detecting subtle implicit emotions.260

261

• LLaMA-2-7B(Touvron et al., 2023) is one of262

the most advanced English open-source LLM at263

present. It introduces some optimization measures,264

including pre-normalization, SwiGLU activation265

function, and rotation position embedding (RoPE).266

267

• ChatGLM3-6B(Du et al., 2022) is an open-268

source conversational language model that sup-269

ports Chinese and English bilingualism, based on270

the General Language Model (GLM) architecture.271

ChatGLM-6B has been deeply optimized for Chi-272

nese question and answer and dialogue, making its273

performance in the Chinese field more outstand-274

ing.275

3.3 Implicit Emotion Detection for PCL276

Inspired by (Zhang et al., 2023), to evaluate277

PclGPT’s impact on implicit emotions, we test the278

model on fine-grained emotion classification tasks279

and compare the results of the model when adding280

fuzzy implicit PCL examples to the data.281

• Fine-grained sentiment analysis. Fine-grained282

sentiment analysis plays an important role in un-283

derstanding implicit emotions(Tang et al., 2019).284

Multi-dimensional emotion labels can comprehen-285

sively reflect the characteristics of PCL and can286

observe which category our fine-tuned model has287

a more significant effect in discriminating more 288

intuitively. The CCPC dataset has more detailed 289

multi-label annotations for each text that is judged 290

to be condescending (specifically, it is labeled as 291

one or more categories of "Unbalanced Power Re- 292

lations", "Spectator", "Prejudice Impression", "Ap- 293

peal", and "Elicit Compassion". Therefore, we use 294

CCPC for example and further Split the dataset into 295

five subsets for comparative testing. 296

• Add samples with semantic fuzziness. We con- 297

duct additional experiments to assess the detection 298

capabilities of our fine-tuned model for implicit 299

emotions. As a subjective emotion, the ambigu- 300

ous part of PCL’s semantic information is often 301

labeled as intermediate samples during the anno- 302

tation process. These intermediate samples have 303

more implicit emotions and possess marginal con- 304

descending attributes, they will hinder the model’s 305

ability to effectively distinguish positive samples. 306

We conduct experiments on the datasets in three 307

situations: without any intermediate samples, with 308

a limited number of intermediate samples, and with 309

all intermediate samples included. 310

4 PCL-SFT Dataset 311

4.1 Supervised Fine-tuning 312

SFT Datasets. We first sorted out all the Chinese 313

and English datasets currently available in the PCL 314

field, as shown in Table 1: 315

Lan. Dataset Source Scale

EN
DPM News on Web 10469
TD Reddit 68355

CN CCPC Weibo,Zhihu 15500

Table 1: Datasets used for instruction tuning. The En-
glish parts are used for PclGPT-EN and the Chinese
corpus is used for PclGPT-CN.

• Don’t Patronize Me Corpus(DPM).(Pérez- 316

Almendros et al., 2020) contains 10,469 En- 317

glish paragraphs about potentially vulnerable 318

groups, extracted from the News on the Web 319

(NoW). They are selected from general news 320

reports and labeled hierarchically with numer- 321

ical labels from 0 to 4, with 0 and 1 being 322

labeled as non-PCL and 2, 3, and 4 as PCL. 323

• TalkDown(TD)(Wang and Potts, 2019). It is 324

a Reddit community data containing 66K En- 325
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Model Don’t Patronize Me Talk Down
P R F1 P R F1

BERT 74.41.1 76.90.7 75.51.0 59.40.1 59.20.3 58.80.8
RoBERTa 74.62.2 79.02.2 76.30.6 64.90.2 63.02.0 59.71.4
RoBERTaL 77.90.2 79.51.9 78.61.0 66.61.7 62.00.1 59.20.8

GPT-3.5 50.81.2 52.32.4 51.60.7 59.21.2 58.11.4 56.70.3
GPT-4 51.51.2 57.50.8 54.30.7 60.80.2 60.30.4 60.50.4

LLaMA-7B 50.91.3 52.62.5 51.41.2 49.90.8 49.90.4 49.70.4
PclGPT (Ours) 78.10.6 79.80.8 78.91.6 66.00.3 65.60.6 65.30.6

Table 2: Test results of PclGPT and other models on two English datasets. RoBERTaL is RoBERTa-Large.

glish comment/reply pairs. The collected in-326

formation comes from disadvantaged groups327

from 2006-2018. One of the replies addressed328

the span of a specific quote in the comment329

and contained a word associated with being330

condescending. The final pair will be marked331

as one of three categories: PCL, non-PCL,332

and not sure. We classify the uncertainty as333

non-PCL.334

• CCPC(Wang et al., 2023). It contains corpus335

collected from Chinese social platforms for336

disadvantaged groups. The dataset now has337

more than 15k two-level structured annota-338

tions. Each sample in the first level has one of339

two labels: PCL, or non-PCL. At the second340

level, condescending remarks will be further341

labeled with one or more of five categories:342

"Unbalanced Power Relations", "Spectator",343

"Prejudice Impression", "Appeal", and "Elicit344

Compassion".345

Parameter Value
Lr 2e-2
Pre Seq Len 128
Training epochs 5
Max Source Len 512
Max Target Len 128
GPUs V100*4(32G)

Table 3: Instruction tuning basic parameters.

Fine-tune details. For LLaMA2-7B and346

ChatGLM3-6B, we perform instruction tuning on347

four V100 GPUs using our PCL-SFT instruction348

dataset. We employ Qlora to accomplish this proce-349

dure and guarantee the consistency of the pertinent350

training parameters in both Chinese and English.351

We conduct 5 epochs of tuning and utilized the352

AdamW optimizer with a learning rate of 2e-2.353

Model CCPC
P R F1

BERT 62.50.2 61.60.7 62.00.5
BERT-Multi. 67.11.7 67.00.9 67.01.2
BERT-CN 68.60.3 69.00.5 68.80.5
BERT-CN-wwm 67.90.7 68.70.1 68.30.2

GPT-3.5 53.12.2 54.21.0 51.22.3
GPT-4 55.40.3 56.30.8 55.70.7

Chatglm-6B 51.90.2 50.21.5 45.21.3
PclGPT (Ours) 68.70.2 72.51.1 69.80.4

Table 4: Test results of PclGPT and other models on
Chinese corpus. BERT-Multi. is multi-language BERT.
BERT-CN-wwm is the model using incorporates whole-
word masking.

During the training process, we exclusively employ 354

sequence-to-sequence loss for training and map 355

the final generated output to sentiment labels. We 356

set the maximum input text length to 512 tokens 357

to maintain efficiency. Important parameters are 358

recorded in Table 3. 359

5 Result and Analysis 360

To evaluate the ability of our model, we conduct 361

sentiment binary classification tasks on two sets 362

of test data: one in English and the other in Chi- 363

nese. We compare the performance of our PclGPT 364

with a wide range of advanced models. For pre- 365

training models, we use Bert and the advanced 366

variant Roberta. For large language models, we 367

called GPT-3.5 and GPT-4 through the API inter- 368

face, while using open-source LLMs for direct few- 369

shot testing, such as LLaMA and ChatGLM. To 370

further verify the ability of PclGPT to detect im- 371

plicit condescending emotion, we carry out detailed 372

tests from two aspects of fine-grained classification 373

and adding fuzzy samples. The main performance 374

metrics of our model include precision, recall, and 375
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Figure 2: Fine-grained testing across five subcategories of PCL detection:"Unbalanced Power Relations"(Unb.),
"Spectators", "Prejudice Impression"(Prejudice), "Appeal", and "Elicit Compassion"(Compassion).

F1 score. The F1 score represents the harmonic376

mean of precision and recall. We use the macroF1377

value in our experiments.378

5.1 Overall Performance379

Table 2 compares the performance of our PclGPT-380

EN model on the English test set, while Table 4381

displays the results of the PclGPT-CN model on the382

Chinese test set. The experimental results demon-383

strate that our PclGPT framework outperforms in384

both English and Chinese domains. PclGPT’s de-385

tection capability on the English dataset TalkDown386

has improved by over 6 percentage points com-387

pared with BERT models, while the detection abil-388

ity for the Chinese dataset CCPC has increased389

by almost 1 percent. The average performance390

improvement in detection reaches a notable 17 per-391

cent when comparing GPT-3.5 and GPT-4.0 mod-392

els. This implies that even though the current GPT393

series models have wider pre-training parameters,394

they still face difficulties in identifying implicit395

emotions and lack efficient guidance. Notably,396

our fine-tuned model consistently outperforms base397

LLMs such as LLaMA and ChatGLM, showcas-398

ing the effectiveness of instruction fine-tuning. In399

the subsequent sections, we will examine our ex-400

perimental findings, with a particular emphasis on401

Fine-grained condescending testing, the addition402

of semantic ambiguity samples, and case analysis403

in PCL detection.404

5.2 Fine-grained PCL Detection405

The test results are shown in Figure 2. It is observed406

that the effects of GPT and fine-tuned base models407

are generally low. These models lack guidance sim-408

ilar to the BERT, and it is difficult to detect PCL409

Model S-None S-Few S-All
BERT 67.1(0) 67.2(+0.1) 67.1(-0.6)

ChatGLM 48.1(0) 48.8(+0.7) 48.3(-0.5)
GPT-3.5 64.3(0) 61.3(-3.0) 52.4(-8.9)
GPT-4.0 65.5(0) 63.2(-2.3) 54.5(-8.7)
PclGPT 67.7(0) 71.5(+3.8) 72.8(+1.3)

Table 5: The test results of each model after gradually
adding fuzzy samples. The percentage in parentheses
indicates the change after addition compared with before
addition.

remarks only through prompt engineering. Our 410

model achieves state-of-the-art(SOTA) results in 411

each subtask category. Looking further at the sub- 412

categories, for "Appeal" and "Compassion", the 413

comdescending emotions they contain are the most 414

hidden, and they mostly appear as "false positive" 415

samples. For this type of text, PclGPT has the 416

most obvious improvement effect. This shows that 417

PclGPT can effectively detect implicit speech. 418

5.3 Add Samples with Semantic Fuzziness 419

Identifying fuzzy samples, which encompass com- 420

plex and implicit emotions, is a crucial objective 421

in subjective sentiment analysis. The test results 422

are displayed in Tabel 5. It is evident that when 423

the number of fuzzy intermediate examples in- 424

creases, both the BERT model and the GPT base- 425

line model experience a decrease in performance. 426

Notably, GPT-3.5 and GPT-4 decline over 8 per- 427

centage points, suggesting that they inadequately 428

capture the condescending emotional traits of these 429

fuzzy cases. Our PclGPT is the only model that 430

can effectively detect these fuzzy samples in the 431

S-Few and S-All datasets, which shows that the 432
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Exp. Original Text BERT LLaMA2GPT4.0 PclGPT
True
Label

1
These poor families face double-digit

inflation this year thanks to food ,
electricity and transport hikes.

True False False True True

2
For some of these male prostitutes, the ’

clients ’ they picked up on this corner were
their only means of survival.

True False True True True

3

The fighting raged among the flames:
Dazed, starving Jerusalemites wandered
lost and distressed through the burning

portals.

False False False True True

4
News <h> Bahamas Gov’t denies profiling

Haitian migrants
False True False True False

Table 6: Sample analysis for PclGPT-EN, the samples were selected from the different sub-categories of PCL.

instruction-tuned model can detect implicit and433

fuzzy emotions.434

5.4 case study for PclGPT-EN435

We selected samples of different categories from436

the test results of the two languages and carried out437

case tests. The results are detailed in Table 6 and438

Table 7. Regarding the English section, we con-439

duct a comparative analysis with BERT, LLaMA2,440

GPT4.0, and PclGPT.441

• exp.1 is selected from the "Unbalanced Power442

Relations" category. This sentence reflects443

the different identities of the speaking group444

through the description of poor families and445

has a discriminatory tendency. GPT4.0 lack446

the ability to detect descriptive text. BERT447

and PclGPT successfully identified the text as448

PCL.449

• exp.2 is selected from the "Prejudice Impres-450

sion" category. This sentence has an un-451

changeable stereotype of the "male prostitute"452

group, and the text is the most discriminatory.453

Except for the LLaMA model, all other mod-454

els successfully identified the text as PCL.455

• exp.3 is selected from the "Elicit Compassion"456

category. Sympathetic sentences, such as the457

rhetoric about Jerusalemites in this sentence,458

often hide the semantics of PCL, it is a sample459

with semantic fuzziness. BERT and GPT4.0460

exhibit subpar performance in detecting inter- 461

mediate blur examples, whereas PclGPT still 462

demonstrates detection capability by correctly 463

identifying the sample as a True label. 464

• exp.4 is derived from news reports, which pro- 465

vide an unbiased standpoint, however, PclGPT 466

made an erroneous assessment. This could be 467

attributed to PclGPT’s heightened sensitivity 468

towards implicit emotions. 469

5.5 case study for PclGPT-CN 470

For the Chinese part, we compare several types of 471

Chinese detection models: BERT-Chinese, Chat- 472

GLM3, GPT4.0, and PclGPT for sample analysis. 473

• exp.1 is taken from the "Unbalanced Power 474

Relations" category. The speaker distin- 475

guishes himself from the elderly group in the 476

nursing home, and then expresses his con- 477

tempt for this group. Except for ChatGLM, 478

all models have detected correct results. 479

• exp.2 is taken from the "Prejudice Impression" 480

category. The speaker shows the stereotype 481

that single-parent children are difficult to get 482

along with, cannot conceal his contempt for 483

single-parent children, and has a strong con- 484

descending mood. All models are correct. 485

• exp.3 is derived from the "Elicit Compas- 486

sion" category. The speaker conveys empathy 487

towards the migrant workers by employing 488
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Exp. Original Text BERT
Chat-

GLM3
GPT4.0 PclGPT

True
Label

1

老人既然都送了养老院了，平时肯定是没
人管的。 True False True True True

Since the elderly have been placed in a
nursing home, they are undoubtedly left

unattended most of the time.

2
单亲的小孩大概率很难相处。

True True True True TrueChildren from single-parent families often
face difficulties in getting along with others.

3

农民工挣钱不容易的，确保工资该发就发
吧。

False False False True True
Making a living as a migrant worker is no
easy task, let’s make sure they receive their

rightful wages.

3

脱离群众越来越远讲话越来越轻。
False True True False FalseGrowing increasingly distant from the masses,

the speeches become more detached.

Table 7: Sample analysis for PclGPT-CN.

modal particles. The tone is extremely subtle.489

Only PclGPT possesses the ability to detect490

and accurately identify this implicit PCL into-491

nation.492

• exp.4 is not a PCL statement. The speaker is493

a member of the masses, and the statement494

is not directed at vulnerable groups. PclGPT495

and BERT can effectively identify this group496

relationship.497

In summary, our PclGPT has greatly enhanced its498

capacity to detect PCL, particularly in the sympa-499

thy subcategory, surpassing other models. This500

demonstrates that PclGPT has immense potential501

in implicit emotion detection tasks.502

6 Conclusion503

In this paper, we propose an implicit emotion detec-504

tion framework for Patronizing and Condescending505

Language (PCL) by leveraging the world knowl-506

edge and reasoning capabilities of LLM. We con-507

struct the first PCL sentiment instruction dataset508

PCL-SFT. Based on PCL-SFT, we introduce a com-509

prehensive instruction-tuning framework PclGPT.510

The experimental results of our model exceeded511

all existing methods, proving the effectiveness of512

instruction tuning. We also showcase the efficacy513

of PclGPT for implicit emotion detection by accu- 514

rately detecting emotions within specific categories 515

and evaluating the inclusion of fuzzy samples. The 516

task has great potential, especially for specific im- 517

plicit sentiments such as "Elicit Compassion" with 518

significant performance improvements. Our study 519

paves the way for future research on the detection 520

of PCL and other implicit toxic emotions using 521

LLM. At the same time, our research results prove 522

the effectiveness of cross-language research and 523

provide strong support for the protection of vulner- 524

able groups in Chinese and English communities. 525

7 Limitation 526

PCL is an implicit and subjective classification of 527

toxic speech. Since the current relevant research 528

is very limited, we need more linguistic founda- 529

tions to improve the standardized definition of this 530

type of speech. Our current research is still de- 531

ficient in examining instances of "false positive" 532

occurrences, such as insincere acts of kindness in 533

speech and disingenuous praise towards marginal- 534

ized communities. Meanwhile, the presence of con- 535

descending emotions can be strongly influenced by 536

the speaker’s tone and the use of modal particles. 537

These necessitate us to amalgamate our efforts with 538

sarcasm detection to a greater extent. 539
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