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Abstract

Training Large Language Models (LLMs) is prohibitively expensive, creating a
critical scaling gap where insights from small-scale experiments often fail to trans-
fer to resource-intensive production systems, thereby hindering efficient innovation.
To bridge this, we introduce Farseer, a novel and refined scaling law offering
enhanced predictive accuracy across scales. By systematically constructing a
model loss surface L(N,D), Farseer achieves a significantly better fit to empirical
data than prior laws (e.g., Chinchilla’s law). Our methodology yields accurate,
robust, and highly generalizable predictions, demonstrating excellent extrapolation
capabilities, outperforming Chinchilla’s law, whose extrapolation error is 433%
higher. This allows for the reliable evaluation of competing training strategies
across all (N,D) settings, enabling conclusions from small-scale ablation studies
to be confidently extrapolated to predict large-scale performance. Furthermore,
Farseer provides new insights into optimal compute allocation, better reflecting
the nuanced demands of modern LLM training. To validate our approach, we
trained an extensive suite of approximately 1,000 LLMs across diverse scales and
configurations, consuming roughly 3 million NVIDIA H100 GPU hours. To foster
further research, we are comprehensively open-sourcing all code, data, results 3,
all training logs4, all models used in scaling law fitting 5.
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Figure 1: Farseer beats Chichilla [20]. (a) Average relative error (BPC) vs. model size N for
Farseer (red) and Chinchilla (blue). Chinchilla, lacking high-order cross terms, fits only near the
central N and its error diverges as model size grows. In contrast, Farseer’s error is 232% lower
within the fitted range and remains stable across the full N range. (b) Chinchilla’s rule of
thumb (D/N ≈ 20) is valid only at moderate budgets (C ≈ 1020−1021), but it underestimates the
requirements for larger scale regimes. In contrast, our analysis predicts a steadily increasing optimal
D/N , which is consistent with the actual training configurations used in recent large language models
(e.g., Llama 3.1 [16], Qwen3 [45], etc.).

1 Introduction

Recent remarkable progress in Large Language Models (LLMs) such as GPT-3 [6], GPT-4 [2], and
Llama [39] is largely attributed to scaling laws, notably proposed by Kaplan et al. [22]. These
laws demonstrate that model performance, typically measured by loss L, exhibits a predictable
improvement trend as model parameters (N ) and training data (D) increase. This relationship follows
power-law dynamics expressed as:

L(N,D) =

[(
Nc

N

)αN
αD

+
Dc

D

]αD

, (1)
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Figure 2: Empirical BPC values (Ground Truth) are
plotted alongside fits from Farseer and Chinchilla
for a fixed model size of N = 6B. Farseer yields
predictions that lie almost exactly on the ground
truth curve, whereas Chinchilla’s fit exhibits sys-
tematic under- and over-estimations, particularly at
small and large D.

Subsequently, DeepMind’s Chinchilla [20] pro-
posed optimal compute-scaling strategies and
a revised scaling law:

L(N,D) ≈ A

Nα
+

B

Dβ
+ E. (2)

where all parameters other than N and D are
fitted. While valuable, Chinchilla’s formulation
has limitations in modeling the interplay be-
tween model size and data scaling. Specifically,
we argue that its term B

Dβ , which describes how
loss improves with data D, uses constant pa-
rameters B and β. This implies that a rate of
improvement with data is uniform across all
model sizes N , thereby lacking adequate mod-
eling of N ’s influence on data scaling dynamics.
Consequently, Chinchilla’s law tends to capture
an average data scaling behavior across the N
values used for fitting. As a result, it performs
best for models near the midpoint of this range,
but less accurately at the extremes of N , as
shown in Fig. 1 (a). This characteristic inherently limits its extrapolation capabilities, especially for
model sizes significantly different from its calibration set, making cost-effective prediction across
arbitrary (N,D) surfaces a persistent challenge.
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These limitations in accurately predicting performance with existing scaling laws underscore a
broader difficulty: the very exploration of superior scaling laws is severely hampered by a significant
scaling gap. The immense computational cost of state-of-the-art LLM training (often > 1025 FLOPs)
means insights from affordable, small-scale experiments frequently fail to transfer to production
scales. This “scaling gap” refers to the phenomenon where conclusions drawn from small-scale
experiments do not consistently hold when scaling up to larger models. A more accurate scaling law
can mitigate this by providing more reliable predictions, making small-scale exploratory experiments
more valuable (see Appendix E for an example).

To bridge this gap, we introduce Farseer, a refined scaling law (Eq. 3) and an experimental method-
ology developed from training over 1,000 LLMs. Farseer employs Differential Piecewise and
Multi-round Iterative fitting to model the loss surface L(N,D):

L(N,D) = ea3·Nγ+b3 + ea2·Nβ+b2 ·D−ea1·Nα+b1 (3)

where all parameters other than N and D are fitted. Our key contributions are:

• Refined scaling law. We propose Farseer (Eq. 3), providing a significantly more accurate
fit to empirical LLM data (Fig. 1 (a) and 2) through a novel fitting approach where data
scaling effects are explicitly N -dependent.

• Superior extrapolation. Farseer enables reliable large-scale performance prediction from
tractable small-scale experiments, effectively bridging the scaling gap.

• Improved compute guidance. Our analysis yields new, data-driven insights for optimal
D/N allocation in modern LLM training, diverging from simpler heuristics (Fig. 1 (b)).

• Comprehensive open-sourcing. We release all models, data from ∼1,000 trained LLMs,
detailed logs, and the Farseer code to foster further research.

2 Preliminaries

2.1 General Loss Formulation

Our Farseer method systematically samples L(N,D) via small-scale experiments (smaller N,D)
and applies a mathematical scaling formulation to predict performance at significantly larger scales.
This enables robust assessment of a training strategy’s scaling potential.

For clarity, we decompose the loss L(N,D) as:

L(N,D) = E + LN (N) + LD(D) + LND(N,D) (4)

where E is a constant term, LN (N) is the model-size-dependent loss component, LD(D) is the
data-size-dependent loss component, and LND(N,D) represents the interaction effect between N
and D. Farseer focuses on determining the functional forms and parameters of LN (N), LD(D) and
LND(N,D) using only small-scale experimental data.

2.2 Basic Settings

We train approximately 1,000 models with a standard language modeling objective [41, 11, 31]. The
training data comprises a mix of web text, mathematical content, and code. This data is processed
using a Byte Pair Encoding (BPE) [14] tokenizer with a vocabulary size of 65,536. We evaluated two
distinct data mixtures following [39, 25], with specific component weightings detailed in Appendix B.

Our model architecture design follows the Llama [39, 16] design, using the AdamW optimizer [29]
with β values of [0.9, 0.95], an epsilon of 10−8, a weight decay of 0.1, and a gradient clipping
norm of 1.0. We set the parameters N and D for these models using a geometric progression with
a common ratio of

√
2, and specific details can be found in the Appendix F. A visualization of the

experimental (N,D) grid is provided in Fig. 7 (blue circles). Our learning rate schedule includes a
linear warmup for the first 2,000 steps, followed by cosine decay to 1× 10−5 for the remainder of
training. The model uses a fixed sequence length of 2,048 tokens. Ultimately, we define model size
N by excluding embedding layer parameters (see Appendix G for details). Further elaboration on the
metric computations, and considerations for optimal hyperparameter settings [25], including model
aspect ratios, can be found in Appendix A.
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Figure 3: Log-Log analysis of the differential BPC terms ∆DL and ∆NL as univariate functions
of D and N , respectively: (a) ∆DL vs. D at fixed N (R2 = 0.9807); (b) ∆DL vs. N at fixed D
(R2 = 0.7457); (c) ∆NL vs. D at fixed N (R2 = 0.8484); (d) ∆NL vs. N at fixed D ( R2 = 0.8733).
The high R2 in (a) (0.9807) demonstrates a consistent power-law relationship between ∆DL and
D, so we adopt this form in our main analysis. The R2 value is the average across all fitted lines.
As detailed in Appendix I, the associated terms A(N) and B̂(N) further offer improved numerical
behavior.

For evaluation, we utilize a high-quality, specially constructed validation set containing 30 million
tokens. This dataset is entirely separate from our training data, ensuring that all validation samples are
unseen. It comprises a diverse mix of web pages, books, and academic papers, rigorously filtered to
be more distilled and of higher quality than the training corpus. Instead of validation loss, we employ
Bits Per Character (BPC) as our primary evaluation metric to measure the model’s compression
efficiency on this validation set. Further details are provided in Appendix D.

3 Methodology

This section summarizes our Differential Piecewise Fitting methodology for the performance
surface L(N,D) = LD(D) + LND(N,D) + E + LN (N). Section 3.1 presents a differential
analysis establishing the necessity of the interaction term LND(N,D). Section 3.2 details the
modeling of the combined data-dependent terms LD(D) + LND(N,D) (Stages 1 & 2), guided by
empirical observations to a power-law form in D. Appendix C provides the full algorithm. Finally,
Section 3.3 describes fitting the model-dependent term E +LN (N) (Stage 3). The overall procedure
yields a fitted scaling law: L(N,D) ≈ fB(N ; θ∗B)D

−fA(N ;θ∗
A) + fLN

(N ; θ∗LN
).

3.1 Differential Analysis for the Existence of Higher-Order Interaction Term LND(N,D)

To understand the contributions of the terms in Eq. (4), we employ a differential technique. We
compute finite differences of the loss L(N,D):

• ∆DL(N,D) = L(N,D)−L(N,λD), this difference primarily reflects changes in the data-
dependent terms: ∆DL(N,D) ≈ [LD(D)− LD(λD)] + [LND(N,D)− LND(N,λD)].
This operation cancels E and LN (N).

• ∆NL(N,D) = L(N,D) − L(λN,D). Similarly, this difference highlights changes in
model-size dependent terms: ∆NL(N,D) ≈ [LN (N) − LN (λN)] + [LND(N,D) −
LND(N,λD)]. This cancels E and LD(D).

Empirical analysis of these differential terms, as shown in Fig. 3, compellingly demonstrates the
necessity of a non-degenerate interaction term LND(N,D):

• ∆DL(N,D) exhibits systematic dependence on both N and D (Fig. 3 (a) and (b)).

• ∆NL(N,D) similarly depends systematically on both N and D (Fig. 3 (c) and (d)).

4



This dual dependence confirms that LND(N,D) cannot be simplified to depend only on N or only
on D, nor can it be additively separated. This motivates a fitting approach that can capture such
coupled interactions.

3.2 Functional Form for Data-Dependent Term LD(D) + LND(N,D)

This section details the fitting of the data-dependent terms LD(D) + LND(N,D), guided by the
differential analysis in Sec. 3.1, with the goal of deriving parametric forms for the functions fA
and fB in Eq. 5. The insights from the differential analysis in Section 3.1 guide the modeling of
the data-dependent terms LD(D) + LND(N,D). Specifically, the behavior of ∆DL(N,D) when
plotted against D on log-log axes (Fig. 3 (a)) reveals a consistent and striking linear trend across
various model sizes N . This indicates a robust power-law relationship for ∆DL(N,D) with respect
to D.

This empirical power-law behavior of the difference term ∆DL(N,D) strongly motivates modeling
the integrated data-dependent loss component, LD(D) + LND(N,D), using a power law in D. We
therefore propose that this component can be approximated as:

LD(D)+LND(N,D) = B(N)D−A(N) + εR(N,D) = fB(N ; θB)D
−fA(N ;θA) + εR(N,D) (5)

The functions A(N) = fA(N ; θA) and B(N) = fB(N ; θB) capture the model-size dependencies of
the exponent and coefficient, respectively. Where, εR(N,D) is a stochastic term jointly dependent
on N and D that aggregates two sources of variability: the experimental measurement noise inherent
to each (N,D) setting and the residual error arising from the fit of the parametric model.

Stage 1: Initial estimation. For each unique model size N , we first compute the observed quantity
of loss difference, it also can be approximated as:

RN (D) = L(N,D)− L(N,λD) ≈ B(N)(1− λ−A(N))D−A(N) = R̃N (D), (6)

where λ =
√
2 in experiments. And R̃N (D) is predict value of RN (D) which is projected to log-log

space for linear regression:

log(R̃N (D)) = log(B̂N )−AN ∗ log(D), (7)

where BN = B̂N/(1 − λ−AN ). Using Normal Equation [15] for minimizing the error of the loss
differences of each N , respectively, as ℓR,N =

∑
D(RN (D)− R̃N (D))2.

Consequently, for each model size N we obtain a discrete pair of parameters-the exponent AN and
the coefficient B̂N -which constitute the the best linear fit for that particular model size. Collecting
these pairs yields the arrays {AN} and {BN}.
Stage 2: Parameterization and Iterative Refinement. Building on the discrete estimates {AN , BN}
obtained in Stage 1, we now seek continuous functions fA(N ; θA) and fB(N ; θB) that simultaneously
(i) admit a compact analytical form and (ii) minimize the global error of the loss differences ℓR =∑

N (ℓR,N ).

Let G = {g(1), g(2), . . .} denote a small dictionary of simple, monotone transformations (identity,
logarithm, and power functions were found sufficient in practice). For every ordered quadruple
(gi, gj , gk, gm) ∈ G4 we perform the coordinate projection

gi
(
AN

)
= a1 gj(N) + b1 + εA,N , gk

(
BN

)
= a2 gm(N) + b2 + εB,N , (8)

where the coefficients (a1, b1) and (a2, b2) are obtained via the least squares method, yielding best
estimates.

For every candidate transform pair we compute the projection-space residual sums of squares
ℓA =

∑
N ε2A,N and ℓB =

∑
N ε2B,N . The transform quadruple that minimizes ℓA + ℓB is selected.

As results, gi, gk is log function and gj , gm is a power-law function, minimized the residuals, implying
that both fA and fB follow a stretched-exponential form:

fA(N ; θA) = exp
(
a1N

α + b1
)
, (9)

fB(N ; θB) = exp
(
a2N

β + b2
)
. (10)

5



109

N

0.25

0.30

0.35

0.40

A(
N)

 V
al

ue

Actual A(N)
Predicted A(N)

109

N

0

200

400

600

800

1000

B(
N)

 V
al

ue

Actual B(N)
Predicted B(N)

(a) Actual A(N) vs Predicted A(N) (b) Actual B(N) vs Predicted B(N)

Figure 4: Fits of the terms A(N) (the data scaling exponent) and B(N) (the data scaling coefficient)
using stretched exponential functions. Blue dots denote actual values derived from discrete fits, while
orange crosses denote predictions from the continuous functions. The close alignment demonstrates
the accuracy of the stretched exponential parameterization across a wide range of model sizes N .

First, we determine initial parameters for fB(N ; θB) by fitting the function log(BN ) = a2N
β + b2

to the discrete data points {(N,BN )} obtained in Stage 1. This provides an initial estimate for
the parameter set θB = (a2, b2, β). An analogous procedure is performed for fA(N ; θA) and its
corresponding parameters.

Subsequently, we refine the exponents α and β using an iterative refinement strategy: (i) holding β
fixed, we update α to minimize the global residual error ℓR; (ii) holding the new α fixed, we update
β according to the same criterion. This process is repeated until convergence, which empirically
takes only 1-2 iterations. Implementation details, as well as a systematic comparison of alternative
functional families and their empirical errors, are provided in Appendix C. Fig 4 illustrates the quality
of the resulting fits for fA(N) and fB(N) using these stretched exponential forms.

3.3 Functional Form for Model-Dependent Residual E + LN (N)

By construction, E + LN (N) = L(N,D)− (LD(D) + LND(N,D)), where L(N,D) is directly
obtained from experimental data whereas the exact form of LD(D) + LND(N,D) is not experi-
mentally accessible. Hence E + LN (N) cannot be directly observed. It can, however, be accessed
indirectly through

O(N,D) ≜ L(N,D)−B(N)D−A(N) = E + LN (N)− εR(N,D), (11)

where εR(N,D) is the residual defined in Section 3.2. Grouping by model size N and averaging
over D yields

G(N) ≜ Avg
D

[
O(N,D)

]
= E + LN (N)−Avg

D

[
εR(N,D)

]
. (12)

The difference

G(N)−O(N,D) = εR(N,D)−Avg
D

[
εR(N,D)

]
(13)

serves as a diagnostic of the accuracy of the approximation B(N)D−A(N) to LD(D)+LND(N,D).
If the fit B(N)D−A(N) accurately approximates LD(D) + LND(N,D), the residual variable
εR(N,D) should behave like white noise with respect to N and D. As shown in Fig. 5 (b), this
quantity is distributed as nearly Gaussian white noise across all N , with its amplitude shrinking from
2 × 10−3 to 4 × 10−4 as N increases. Given that G(N) > 0.21, these fluctuations are negligible.
From Fig. 5 (a), we conclude: (a) the power-law model B(N)D−A(N) provides a sufficiently accurate
approximation to LD(D) + LND(N,D); (b) the observable G(N) is therefore a reliable estimate of
E + LN (N).

Fitting E + LN (N). We now model G(N) ≈ fLN
(N ; θLN

) by repeating the transformation-fit-
selection procedure of Section 3.2. For each pair gi, gj ∈ G we regress gi

(
G(N)

)
= a3 gj(N) + b3

via the normal equation and choose the transform pair that minimizes the residual sum of squares
The optimal form identified was a logarithmic transformation for gi and a power-law transformation
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Figure 5: Predicted vs. actual values for the model-dependent residual term G(N) ≈ E + LN (N).
(a) Comparison of actual G(N) values (blue dots) and the fitted prediction exp(a3N

γ + b3) (orange
crosses) over model size N . (b) Residuals O(N,D) − G(N) versus N , colored by data size D,
confirming negligible variance across D and validating G(N) as a reliable estimator for E+LN (N).
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Figure 6: Robustness and data distribution generalizability of Farseer. (a) Relative error on excluded
6.4 B models as a function of the largest model size used in fitting, assessing robustness to fitting data
volume. (b) Relative error on excluded 3.2 B models trained with an English-Chinese data recipe,
demonstrating structural generalizability to different data mixes. Circle size and adjacent numbers
indicate the number of model-size points used for fitting in each case.

gj(N) = Nγ for gj . The optimal exponent γ is identified via a grid search minimizing the fitting
error, leading to a stretched-exponential form

E + LN (N) ≃ G(N) ≈ exp
(
a3 N

γ + b3
)
. (14)

Fig. 5 (a) shows that this fit attains a relative error of only 0.09%. Given the negligible estimation
error of G(N) in approximating E + LN (N), we have thus completed a robust modeling and fitting
of the model-dependent residual. Combining these stages yields the fully specified scaling law in
Eq. 3, with all functional forms and parameters fixed. Further details, ablation studies, and noise
analyses are provided in Appendix C.

4 Farseer’s Properties: Robustness, Generalization, and Extrapolation

This section evaluates key properties of Farseer: its robustness to fitting data amount, its gen-
eralization across different training data recipes, and its extrapolation ability beyond the fitting
range.

4.1 Robustness to Fitting Data

We measure how prediction accuracy changes with data size to assess Farseer’s robustness, parameter
stability, and prediction consistency as more model-size points become available. Specifically, we
fit Farseer using subsets of models with progressively increasing upper bounds on model size N .
For each fitting process based on a subset, we consistently measure the relative error on the 6.4
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B models, which is deliberately excluded from all fitting subsets. As illustrated in Fig 6 (a), the
predicted relative error on the excluded 6.4 B models decreases significantly as more data points are
included in the fit. When fitting only models up to 1.9 B parameters, the relative error is 6.01× 10−3;
expanding the fit to include models up to 5.4 B reduces it to only 5.87× 10−4. Crucially, the relative
error decreases nearly monotonically as additional model-size points are incorporated. This trend
highlights Farseer’s accuracy and robustness to fitting-data volume, yielding reliable predictions with
limited data and predictable gains as more data are added.

4.2 Data Distribution Generalization

To investigate the generalizability of Farseer, we evaluate it on a different training data setup. All
prior experiments used the Baseline data recipe, specified in Appendix B. Fig 6 (b) extends this
analysis to evaluate Farseer using data from models trained with the English-Chinese (EN-ZH) recipe
(also detailed in Appendix B), which represents a dramatically different bilingual data mix. Similar
to the robustness analysis, as the fitting data increases, the relative error on deliberately excluded
3.2 B models trained with the EN-ZH recipe steadily converges and stays consistently low, reaching
7.60×10−4 at the final point. This shows that Farseer captures key scaling trends and delivers reliable
predictions even under a dramatically altered bilingual data mix. This result underscores Farseer’s
structural generalizability across diverse training-data compositions and suggests its applicability
to models trained on varied datasets. As an illustration, a detailed surface comparison of different
English-Chinese data mixture ratios is provided in Appendix E.

4.3 Extrapolation Capabilities

25.1 B

Figure 7: Extrapolation of Farseer. Blue circles
represent the grid of (N,D) employed to fit. Red
stars denote validation points beyond that distribu-
tion, including a 25.1 B model, larger dataset sizes,
and off-grid combinations. Annotated percentages
give the relative errors of each extrapolated point.

To quantify the extrapolative capacity of
Farseer, we fit its parameters on a

√
2-spaced

sampling grid of small model sizes and dataset
sizes, then predict BPC values for substan-
tially larger and off-grid combinations. Fig. 7
presents six such extrapolation targets (red
stars) that situate well outside the calibration
region (blue circles). Most notably, the 25.1 B
model extends the evaluation domain beyond
the largest calibrated scale by more than an
order of magnitude. Despite this, Farseer’s pre-
diction for this model exhibits a relative error
of merely 0.47 %. The remaining validation
points selected to assess extrapolation at both
increased dataset sizes and off-grid (N,D) con-
figurations demonstrate similarly low relative
errors, ranging from 0.26 % to 0.72 %. Across
these extrapolation targets, Farseer’s average
relative error is just 0.50 %, whereas the
Chinchilla scaling law exhibits an average
relative error of 2.68 %, a 433 % increase.
These consistently low errors demonstrate that Farseer accurately captures the smooth functional
dependence of BPC on both model and dataset scale. In particular, the highly accurate extrapolation
at the 25.1 B model provides compelling evidence that Farseer generalizes robustly to previously
unfitted scales, thereby serving as a reliable instrument to forecast the performance under yet larger
computational budgets.

4.4 Formula and Monotonicity

As formulated in Eq. (3) and derived via our fitting method, Farseer possesses intrinsic mathematical
properties that align with the theoretical expectations for loss functions in machine learning. This
section details the fitted formula and its fundamental property of monotonicity.

Formula. The specific fitted law for Farseer is given by:

L(N,D) = e−0.021·N0.169−0.091 + e88.01·N
−0.1−6.287 ·D−e−0.124·N0.123+0.424

(15)

8



Monotonicity. A fundamental expectation is that model performance should improve (i.e., loss
should decrease) with more resources. Farseer inherently satisfies this: L(N,D) is monotonically
decreasing with respect to both increasing N and D. This behavior is a direct consequence of its
functional form and the parameter constraints imposed by our fitting procedure. A detailed analysis
of the partial derivatives confirming this monotonicity is provided in Appendix I.

5 Comparative Analysis of Farseer and Chinchilla

We compare our proposed scaling law Farseer against the widely recognized Chinchilla [20] in
Eq. (2). This comparison highlights the advantages of our approach in terms of predictive accuracy,
extrapolation, and guidance on optimal resource allocation.

5.1 Formula Comparison: Predictive Power

We compared the predictive power of Chinchilla and Farseer using our comprehensive dataset
(Appendix B). Standard non-linear regression was used for fitting both, and Chinchilla was also
evaluated with our multi-round iterative method (Appendix H). As shown in Fig. 1 (a) and Fig. 2,
Farseer’s predicted BPC aligns remarkably closely with empirical values across various N and D.
Conversely, Chinchilla fit systematically deviates, underestimating at low Dand overestimating at
high D. This superior fit underscores Farseer’s higher expressive capacity, enabled by its A(N) and
B(N) that capture decay rates specific to each model size, unlike Chinchilla’s single average trend.

5.2 Property Comparison: Robustness and Extrapolation

To assess the robustness and extrapolation, we examine the generalization beyond the training domain
in two scenarios (see Fig. 8), plotting relative error as the upper bound on model size N used for
fitting increases. As shown in Fig. 8 (a), with model size fixed at 6.4 B parameters, we vary N from
1.9× 109 to 5.4× 109 and observe that Farseer formula yields both lower average relative error and
smaller error variance than the Chinchilla fit, indicating enhanced robustness to changes in the fitting
range. Fig. 8 (b) considers a fixed model size of 25.1 B, which is far beyond the fitting range. As
N increases, Farseer’s relative error shows a clear downward trend and reaches a low level, while
Chinchilla’s error remains persistently high. These results collectively demonstrate that Farseer
not only offers greater robustness within the fitting range but also generalizes more reliably when
extrapolating to larger model scales.
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(a) Robustness at fixed N = 6.4B (b) Extrapolation at fixed N = 25.1B

Figure 8: Farseer vs Chinchilla at robustness and extrapolation. The x-axis is “Largest model size
used in fitting”. (a) For 6.4 B models, Farseer shows lower and steadier errors as N upper bound
increases. (b) For 25.1 B model, far beyond the fitting range, Farseer achieves a clear error reduction
as N increases, while Chinchilla stays large.

5.3 Application Comparison: Optimal Computing Resource Allocation

Efficient training requires balancing model size N and dataset size D, typically reflected in the optimal
D/N ratio. we compare the practical guidance offered by Farseer and Chinchilla on optimal compute
allocation during training, where the total budget is taken as C = 6ND [22, 20]. Fig. 1 (b) presents
the optimal D/N ratio predicted by both Farseer and Chinchilla as a instrument of the total compute
budget C. Chinchilla, suggesting an optimal D/N ratio around 20 (typically 10-30), is primarily
derived from and applicable to training at moderate compute budgets corresponding to smaller model
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sizes. This constant ratio provides inaccurate guidance for larger scale. In contrast, Farseer predicts a
steadily increasing optimal D/N ratio as the compute budget (and consequently, the optimal model
size) grows. This predicted trend aligns remarkably well with the actual training configurations
adopted for recent state-of-the-art large language models (e.g., Qwen [46, 45], Llama [39, 40, 16]),
indicating that Farseer offers more accurate and relevant guidance for optimizing resource allocation
in current and future large-scale model training.

6 Related Work

Training LLMs necessitates optimizing compute allocation via scaling laws. The discovery and
application of these laws have provided the confidence to invest massive compute resources, knowing
they can be predictably converted into model capability [22]. OpenAI’s foundational work established
a power-law relationship between cross-entropy loss and model/data scale (Eq. 1), advocating for
training large models on moderate data with early stopping. However, this assumes oversimplified
dynamics and fixed hyperparameters, limiting extrapolation reliability.

DeepMind’s Chinchilla [20] refined this by proposing proportional scaling of model and data size
based on an updated methodology (Eq. 2), empirically demonstrating improved efficiency. Under
the same compute budget as Gopher [32], Chinchilla adopts a smaller model paired with more
training data, yielding substantial gains on downstream tasks. Nevertheless, recent work [4] has
raised concerns about the reproducibility of Chinchilla’s findings and demonstrated that optimal
token-to-parameter ratios are sensitive to data quality, suggesting current scaling laws are valuable
heuristics but require calibration and lack universal applicability.

The landscape of scaling law research is rapidly evolving beyond classical formulations, exploring
multifaceted avenues for enhanced efficiency and generalization. Recent empirical work includes
deriving observational scaling laws from existing models to unify performance patterns and explain
emergent phenomena [33, 3, 18, 42], while other studies apply scaling principles to improve data
curation, e.g., by strategically filtering datasets [27, 26, 35, 30, 48, 13]. Theoretical inquiries are
concurrently advancing our comprehension of core mechanisms: some demonstrate how sophisti-
cated feature learning can potentially double scaling rates for intricate functions [5], while others
establish direct connections between generalization error exponents and data manifold dimensional-
ity [18]. Furthermore, the purview of scaling laws now extends significantly beyond pre-training,
with investigations into their implications for inference dynamics [43, 44, 24, 43, 34], parameter and
communication efficiency [1, 8], and downstream task [21, 9, 44, 19, 36, 10, 12, 37, 38, 28, 23].

7 Limitations

This study has several limitations. First, our empirical validation is primarily based on Llama-style
decoder-only Transformers. While the core methodology may be generalizable, its applicability to
other architectures, such as Mixture-of-Experts (MoE), requires further investigation. Second, our
largest validated model has 25.1B parameters. Extrapolating to trillion-parameter models remains an
open question, constrained by computational resources and the engineering complexities of large-
scale parallel training. Third, in line with other work in this area, our scaling law is empirically derived
and lacks a first-principles theoretical justification. We have open-sourced our data to encourage
community efforts on this front. Finally, this work focuses on pre-training loss (BPC); extending
scaling laws to predict downstream task performance is a complex but important direction for future
work. A more detailed discussion of limitations is available in Appendix J.

8 Conclusion

We propose Farseer, a refined scaling law and methodology for Large Language Models. By
accurately modeling the loss surface L(N,D) through a novel fitting approach, Farseer provides
significantly better empirical fit and superior extrapolation capabilities compared to prior scaling
laws like Chinchilla’s. This work enables reliable prediction of large-scale model performance from
tractable small-scale experiments, bridging the critical scaling gap and facilitating more efficient
evaluation of training strategies and compute allocation. Validated on a large corpus of trained models,
Farseer offers valuable insights for LLM development.
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made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
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much the results can be expected to generalize to other settings.
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are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Please see Appendix.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
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• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
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implications would be.
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• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility
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to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
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the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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authors are welcome to describe the particular way they provide for reproducibility.
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: Please see Section 2.2.
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• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Please see Section 4.
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• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Please see Section 1.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Justification: Please see Section 1.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Please see Appendix.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
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generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Please see Abstract.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing or research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
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Justification: Editing (e.g., grammar, spelling, word choice)
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for
what should or should not be described.
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A General Loss Function Metric Formulas

To systematically evaluate and predict the scalability of various LLM training approaches, we
introduce a general loss formulation expressed as a loss surface L(N,D). This surface captures the
model’s performance metrics (BPC), as a function of model size (N ) and training data size (D). The
loss surface L(N,D) is implicitly conditioned on a fixed underlying training strategy, serving as a
foundational tool for scalability analysis.

To formalize our analysis, we define a specific Large Language Model (LLM) instance as M ≜ (A, N).
Here, A denotes a LLM family, characterizing models that share common architectural features or
design principles, such as Transformer decoder-only architectures with fixed aspect ratios. Given a
parameter count N , a deterministic LLM instance M is realized from the family A.

The performance of an LLM instance, determined through a specific training regimen and measured
by metrics, depends on intrinsic model properties (e.g., N ) and various training-related factors. We
formalize this aggregate performance metric L as a function:

L(A,D, N,D,LR,BS, δ) (16)

where:

• A: The LLM family.
• D: The dataset or data distribution used for training.
• N : The parameter count of the model instance.
• D: A measure of the training data scale (e.g., number of tokens).
• LR,BS: The learning rate and batch size used during training.
• δ: A term encapsulating other influential hyperparameters or training specifics, such as

optimizer type, regularization strategies, or training duration.

Furthermore, in studying the Scaling Law, we assume that other hyperparameters (e.g., learning rate,
batch size) are set to appropriate values that prevent the model training from deviating excessively
or performing too poorly, or they follow scale-aware heuristics [47, 25]. Under this assumption,
performance L becomes primarily a function of N and D, and our central objective is to precisely
characterize the loss surface L(N,D) for a given model family A and data recipe D.

As established in 2.1, our primary objective is to accurately characterize and predict the loss surface
L(N,D), which describes how performance scales with model size (N ) and data size (D) for a
specific model family A and data recipe D. However, the overall performance metric L, as indicated
by our general formulation (Eq. (16)), is also sensitive to factors such as learning rate (lr), batch size
(bs), and specific architectural choices within the family A.

To ensure a stable and deterministic relationship between the primary variables (N,D) and the
performance L, thereby enhancing the robustness and accuracy of subsequent scaling law fitting, it
is crucial to control for or standardize these additional sources of variation. This typically involves
preliminary experiments and adherence to fixed protocols.

In this study, we utilize a fixed data recipe D (details on its construction and characteristics are
deferred to table 1). Consequently, the main efforts in controlling variability focus on standardizing
the following two categories of factors:

1. Optimization Hyperparameters: Primarily the learning rate (lr) and batch size (bs),
which are set to suitable values (potentially following scale-aware schedules or determined
through preliminary sweeps) to ensure model training does not deviate significantly or
exhibit markedly poor performance.

2. Architectural Hyperparameters: The specific configuration defining the LLM family A
(e.g., layer counts, hidden dimensions relative to N , activation functions) must be consis-
tently defined or scaled according to precise rules.

By carefully controlling these factors, we ensure that for a given experimental setup defined by A
and D and the chosen hyperparameter protocols, each (N,D) pair maps to a well-defined expected
performance value L. This satisfies a fundamental prerequisite for reliably fitting the loss surface
L(N,D) and accurately assessing scaling behavior.
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A.1 Standardizing Hyperparameter Settings

We first address the influence of training hyperparameters, primarily learning rate (lr) and batch
size (bs), on performance L. Prior work [25] and our preliminary investigations confirm their
significant impact. Crucially, for a given model scale (N ) and data size (D), while one might pursue
strictly optimal hyperparameters (lropt(N,D), bsopt(N,D)), our actual requirement is for appropriate
hyperparameters. These are settings that ensure the model training does not deviate excessively or
perform markedly poorly, rather than needing to be strictly optimal. Furthermore, the performance
landscape L is often relatively flat near regions of good hyperparameter choices.

This flatness implies that using such appropriate hyperparameters yields stable and sufficiently good
results, effectively mitigating performance fluctuations due to minor hyperparameter variations,
without the need to pinpoint strict optima. Since the goal of scaling law research is to understand
model potential under competent, rather than necessarily strictly optimized, training conditions,
we operate by selecting hyperparameters—primarily determined by N and D for a fixed model
family A and data recipe D—that ensure they are adequate for effective training and do not cause
the model to perform substantially worse than it otherwise could. This allows us to simplify the loss
function, treating L primarily as a function of N and D by implicitly using these chosen, appropriate
hyperparameters (denoted lrappr, bsappr):

LA,D(N,D, lr, bs) ≈ LA,D(N,D, lrappr, bsappr) ≡ LA,D(N,D)

In practice, we leverage methods like the Step Law [25] to help select suitable lr and bs values for
our experiments, applying these standardized settings consistently across different (N,D) points to
ensure model performance is not significantly hindered by hyperparameter selection.

A.2 Defining an Architecturally Standardized LLM Family

The concept of an LLM family provides a robust framework for systematic analysis and comparison.
In a broad sense, a family can encompass models sharing a common set of training methods, data
processing pipelines, or fundamental architectural paradigms. The core idea is that each distinct
family is hypothesized to follow its own unique scaling law. By first defining a family and then
empirically determining its scaling behavior, we can create a principled basis for comparing the
efficiency and potential of different approaches—for instance, to see which family scales more
effectively with increased compute or data.

We define an LLM family such that, given a parameter budget N , one can uniquely determine every
architectural detail of the model: including, for example, the aspect ratio, the FFN ratio, the type
of attention mechanism (multi-head attention or group-query attention), whether the network is
pre-norm or post-norm, the activation function used in the FFN, the head dimension/number of heads,
and whether a mixture-of-experts (MoE) architecture is employed.

With this definition, models of different sizes within the same LLM family share the same scaling-
law characteristics. Consequently, once an LLM family A and a data recipe D are fixed, they
uniquely determine a loss surface LA,D(N,D). Under the same data distribution, two different LLM
families yield two distinct surfaces—LA1,D(N,D) and LA2,D(N,D)—which allows us to compare
how architectural choices affect scaling behaviour. Similarly, for a fixed LLM family trained on
different data distributions, the respective surfaces LA,D1

(N,D) and LA,D2
(N,D) reveal how data

characteristics influence the scaling law.

Example. Even within a fixed architecture—for instance, a LLaMA-style dense LLM (pre-norm +
MHA)—variations in model shape can still impact performance. We take two critical structural ratios
as examples that govern model shape and are known to influence performance and computational
efficiency:

• Aspect Ratio: The ratio of model width to depth (dmodel / Number of Layers).

• FFN Ratio: The ratio of the feed-forward network’s intermediate size to the hidden dimen-
sion (dffn/dmodel).

We conducted controlled experiments to study the independent effects of these ratios on perfor-
mance L, holding either total parameters or estimated computational cost approximately constant. As
shown in Fig. 9, our results consistently indicate that performance exhibits a relatively flat optimum
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with respect to both aspect ratio and FFN ratio across different experimental constraints. Motivated
by the patterns observed in Fig. 9, all experiments in this paper therefore fix both the aspect ratio
and the FFN ratio. The concrete values we adopt lie in the sub-optimal plateau region identified in
the figure. This example illustrates that when using FARSEER to define a custom LLM family A,
one must not only keep the architectural blueprint unchanged, but also hold model-shape-related
hyperparameters fixed. These configuration variables need not be globally optimal, but they must
remain constant as N varies.
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Figure 9: Validation BPC (see appendix D) under a fixed parameter N versus (a) FFN ratio (interme-
diate size / hidden dimension) and (b) aspect ratio (hidden dimension / layer count). Blue circles: no
embeddings; orange squares: with embeddings. Dashed lines mark min BPC (green), +0.5% (orange)
and +1% (purple). Both curves exhibit a broad, flat optimum.

B Distribution of the Training Dataset

This appendix details the composition of the data recipes used for training our models. Each recipe
represents a specific mix of datasets, weighted to target distinct capabilities. All prior experiments
utilized the Baseline data recipe. Furthermore, to evaluate Farseer under a dramatically different
bilingual data mix, experiments were also conducted using data from models trained with the
English-Chinese (EN-ZH) recipe. The table below specifies the percentage weights of the constituent
datasets for these two primary recipes.

Table 1: Distribution of dataset weights (in percent) across various training strategies. Each
strategy targets a distinct capability: baseline performance, enhanced coding and mathematical
reasoning, or English-Chinese bilingual proficiency.

Dataset Baseline EN-ZH

web-data-en 79.53 44.99
web-data-cn – 34.52
code-the-stack 4.62 4.63
web-data-math – –
book-non-novel-en 4.35 4.35
paper 3.38 3.38
wikipedia-mtlg 3.24 3.25
stackexchange 2.21 2.22
wikipedia-en 1.69 1.69
book-novel-en 0.83 0.83
wikipedia-cn 0.13 0.13
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C Ablation Study of Fitting Methods

C.1 Algorithm Workflow: Differential Piecewise Fitting

The Differential Piecewise Fitting procedure, detailed in Algorithm 2, systematically models data
L(N,D). Many steps in this procedure involve fitting functional forms, for example, to model
how parameters AN and BN depend on N . Algorithm 1 describes a general method, Optimal
Transformation Selection, for choosing appropriate data transformations (e.g., logarithmic, power-
law) from a dictionary G to linearize relationships and subsequently fit parameters. The overall
Differential Piecewise Fitting procedure, as implemented in Algorithm 2 using specific stretched-
exponential forms, comprises three main stages:

1. Stage 1: Initial Estimation of AN and BN : For each model size N , the parameters AN

and BN of the data-dependent term B(N)D−A(N) are estimated by analyzing the finite
difference ∆DL(N,D), following the specific regression steps detailed in Algorithm 2.

2. Stage 2: Parameterization and Iterative Refinement of fA(N ; θA) and fB(N ; θB):
Continuous functions fA(N ; θA) and fB(N ; θB) are derived by fitting the discrete {AN}
and {BN} estimates. While Algorithm 2 specifies particular functional forms (stretched-
exponentials), the underlying task of selecting optimal transformations and fitting parameters
is generally addressed by the methodology in Algorithm 1. This stage also includes iterative
refinement of power-law exponents (e.g., α, β) as specified in Algorithm 2.

3. Stage 3: Fitting the Model-Dependent Residual E + LN (N): The residual term E +
LN (N) is estimated (typically by averaging L(N,D)−B(N ; θ∗B)D

−A(N ;θ∗
A) over D to get

G(N)) and modeled as fLN
(N ; θLN

). Similar to Stage 2, Algorithm 2 employs a specific
stretched-exponential functional form for fLN

(N), and the transformation selection and
fitting process to determine its parameters can be understood in the general context of the
methods presented in Algorithm 1.

Algorithm 1: Optimal Transformation Selection for Y = f(X)

Input: Discrete data points (Xk, Yk) for k = 1, . . . ,M .
Input: Dictionary of candidate transformation functions G = {g(1), g(2), . . . }.
// Each g ∈ G is a function, e.g., identity, logarithm.
Output: Optimal transformations g∗Y , g

∗
X ∈ G.

Output: Coefficients (a∗, b∗) for the linear model g∗Y (Yk) ≈ a∗g∗X(Xk) + b∗.
Output: Minimum residual sum of squares ℓmin.

1 Initialize ℓmin ←∞
2 Initialize g∗Y ← null, g∗X ← null, a∗ ← null, b∗ ← null, p∗ ← null
3 forall gY ∈ G do
4 forall gX ∈ G do

// Define Y ′
k = gY (Yk). Define X ′

k = gX(Xk).
5 Perform linear regression: Y ′

k = acandX
′
k + bcand

6 Calculate current residual sum of squares ℓcurrent ←
∑

k(Y
′
k − (acandX

′
k + bcand))

2

7 if ℓcurrent < ℓmin then
8 ℓmin ← ℓcurrent
9 (g∗Y , g

∗
X)← (gY , gX)

10 (a∗, b∗)← (acand, bcand)

11 return g∗Y , g
∗
X , (a∗, b∗), ℓmin
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Algorithm 2: Differential Piecewise Fitting (with Stretched-Exponential Forms)
Input: Loss Data points L(N,D), scale factor λ.
Output: Parameters θ∗A = (a∗1, b

∗
1, α

∗), θ∗B = (a∗2, b
∗
2, β

∗), θ∗LN
= (a∗3, b

∗
3, γ

∗).

Output: Final fit L(N,D) ≈ exp(a∗2N
β∗

+ b∗2)D
− exp(a∗

1N
α∗

+b∗1) + exp(a∗3N
γ∗

+ b∗3).

// Stage 1: Initial estimation of discrete AN , BN

1 foreach model size N do
2 Compute RN (D)← L(N,D)− L(N,λD)

// From text: RN (D) ≈ B̂ND−AN

3 Estimate AN , B̂N via linear fit on
4 log(RN (D)) = log(B̂N )−AN log(D)

// Linear fit parameters can be found using the Normal Equation.

5 BN ← B̂N/(1− λ−AN )

6 Collect discrete sets {AN} and {BN}
// Stage 2: Parameterization and Iterative Refinement of fA(N ; θA) and fB(N ; θB)

// Assumed forms: fA(N ; θA) = exp(a1N
α + b1), fB(N ; θB) = exp(a2N

β + b2).

7 Fit log(BN ) = a2N
β + b2 to {(N,BN )} to find initial a2, b2, β

// Similarly, for each β, (a2, b2) are found via linear regression (e.g., Normal

Equation) minimizing
∑

N (log(BN )− (a2N
β + b2))

2.

// Iterative refinement of exponents α, β

8 Let R̃N (D; θA, θB) = fB(N ; θB)(1− λ−fA(N ;θA))D−fA(N ;θA)

9 Let global residual error ℓR =
∑

N

∑
D(RN (D)− R̃N (D; θA, θB))

2

10 repeat
11 Fix β, a2, b2. Update α (and re-estimate a1, b1) to minimize ℓR

// This involves finding α (e.g., via grid search). For each candidate α, (a1, b1)
are re-calculated by fitting log(AN ) = a1N

α + b1. The set (α, a1, b1) that
minimizes the global residual ℓR is chosen.

12 Fix updated α, a1, b1. Update β (and re-estimate a2, b2) to minimize ℓR
// Similarly, this involves finding β. For each candidate β, (a2, b2) are

re-calculated by fitting log(BN ) = a2N
β + b2. The set (β, a2, b2) that minimizes

the global residual ℓR is chosen.

13 until convergence (e.g., 1-2 iterations or small change in ℓR)
14 Obtain refined parameters θ∗A = (a∗1, b

∗
1, α

∗) and θ∗B = (a∗2, b
∗
2, β

∗) from the best fit

// Stage 3: Fit model-dependent residual E + LN (N)
// Assumed form: fLN (N ; θLN ) = exp(a3N

γ + b3).

15 Compute O(N,D)← L(N,D)− fB(N ; θ∗B)D
−fA(N ;θ∗

A)

16 G(N)← AvgD[O(N,D)]
17 Fit log(G(N)) = a3N

γ + b3 to {(N,G(N))} to find a3, b3, γ
// This involves finding γ (e.g., grid search); for each γ, (a3, b3) are found via

linear regression (e.g., Normal Equation) minimizing
∑

N (log(G(N))− (a3N
γ + b3))

2.
18 Obtain final parameters θ∗LN

= (a∗3, b
∗
3, γ

∗)

// Final fitted Scaling Law
19 The final scaling law is:
20

L(N,D) ≈ exp(a∗2N
β∗

+ b∗2)D
− exp(a∗

1N
α∗

+b∗1) + exp(a∗3N
γ∗

+ b∗3)

return θ∗A, θ
∗
B , θ

∗
LN

C.2 Core Insight: Power-Law Scaling with Data Size (D)

The entire methodology hinges on a key empirical observation: the finite difference of the loss with
respect to data size, ∆DL(N,D) = L(N,λD)− L(N,D), exhibits a robust power-law relationship
with D when plotted on log-log axes. This is illustrated in Figures 12, 13, and14, which shows a
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striking linear trend for ∆DL(N,D) vs. D across various model sizes N . The left panel shows the
power-law fit on a log-log scale, while the right panel shows the relative residuals of the fit, which are
small and randomly distributed, indicating a good fit. This observation is consistent across all studied
ranges of model size N , achieving a high average R2 value of 0.9807.

This observation, ∆DL(N,D) ∝ D−A(N), constitutes the central empirical insight derived directly
from the data analysis concerning the functional form of the data-dependent loss components LD(D)+
LND(N,D). This insight allows us to approximate LD(D)+LND(N,D) ≈ B(N)D−A(N), where
A(N) and B(N) capture model-size dependencies. The cancellation of E and LN (N) terms
in ∆DL(N,D) simplifies the analysis, focusing it on data-dependent effects. This power-law
relationship is pivotal, as all subsequent fitting stages for A(N), B(N), and consequently LN (N),
build upon this initial characterization.

To establish the most reliable functional forms for the components of the loss L(N,D), we analyzed
various differential perspectives. The general form of the loss is L(N,D) = LD(D)+LND(N,D)+
E + LN (N). We consider two primary types of finite differences:

• ∆DL(N,D) = L(N,D) − L(N,λD) ≈ [LD(D) − LD(λD)] + [LND(N,D) −
LND(N,λD)]

• ∆NL(N,D) = L(N,D) − L(λN,D) ≈ [LN (N) − LN (λN)] + [LND(N,D) −
LND(N,λD)]

Each of these differences can be analyzed as a function of N (with D fixed) or D (with N fixed),
potentially revealing power-law relationships. This gives four primary perspectives to model the
interaction term LND(N,D) and its associated main effects:

1. ∆DL(N,D) vs. D (for fixed N ): Leads to fitting B̂D(N)D−AD(N). The terms AD(N)

and B̂D(N) are coefficients and exponents that depend on N .

2. ∆DL(N,D) vs. N (for fixed D): Leads to fitting ÊN (D)N−CN (D). Here, ÊN (D) and
CN (D) are coefficients and exponents that depend on D.

3. ∆NL(N,D) vs. D (for fixed N ): Leads to fitting ĜD(N)D−FD(N). Here, ĜD(N) and
FD(N) are coefficients and exponents that depend on N .

4. ∆NL(N,D) vs. N (for fixed D): Leads to fitting ÎN (D)N−HN (D). Here, ÎN (D) and
HN (D) are coefficients and exponents that depend on D.

Figures 10 and 11 illustrate the behavior of the coefficient and exponent functions derived from these
four perspectives.
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Figure 10: Log-Log projections of the coefficient functions derived from four differential loss
perspectives: (a) B̂(N) in ∆DL = B̂(N)D−A(N) vs. N ; (b) Ê(D) in ∆DL = Ê(D)N−C(D)

vs. D; (c) Ĝ(N) in ∆NL = Ĝ(N)D−F (N) vs. N ; (d) Î(D) in ∆NL = Î(D)N−H(D) vs. D.
Perspective (a), B(N) vs. N , exhibits the most consistent and regular scaling, motivating its use in
the primary analysis.

As indicated in Figure 10(a), the coefficient B(N) (derived from ∆DL(N,D) vs. D) displays an ex-
ceptionally tight and consistent scaling with N . Similarly, Figure 11(a) shows that the corresponding
exponent A(N) varies smoothly and predictably over a wide range of N . This regularity and stability
are significantly more pronounced than those observed for analogous coefficient and exponent terms
derived from the other three perspectives (Figures 10(b-d) and 11(b-d)).

The superior numerical behavior and clearer trends of A(N) and B(N) obtained from the
∆DL(N,D) vs. D analysis (corroborated by the high R2 in Figure 3(a)) strongly justify prior-
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Figure 11: Log-Log projections of the exponent functions derived from four differential loss perspec-
tives: (a) A(N) in ∆DL = B̂(N)D−A(N) vs. N ; (b) C(D) in ∆DL = Ê(D)N−C(D) vs. D; (c)
F (N) in ∆NL = Ĝ(N)D−F (N) vs. N ; (d) H(D) in ∆NL = Î(D)N−H(D) vs. D. Perspective
(a), A(N) vs. N , exhibits the most stable trend, reinforcing the choice of modeling ∆DL as a
function of D.

itizing this specific differential view. Thus, we adopt the form ∆DL(N,D) ≈ B(N)D−A(N) as the
basis for modeling the data-dependent terms.
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C.3 Functional Form Selection for A(N) and B(N)

Once the discrete sets of parameters {AN} and {BN} are obtained for each model size N
(Stage 1), continuous functions fA(N ; θA) and fB(N ; θB) are determined (Stage 2). This se-
lection is guided by a systematic search over a dictionary of simple, monotone transformations
G = {identity, logarithm, power functions}.
For every ordered quadruple of transformations (gi, gj , gk, gm) ∈ G4, we perform coordinate projec-
tions:

gi(AN ) = a1 gj(N) + b1 + εA,N (17)
gk(BN ) = a2 gm(N) + b2 + εB,N (18)

The coefficients (a1, b1) and (a2, b2) are found via least squares for each combination. The transform
quadruple (g∗i , g

∗
j , g

∗
k, g

∗
m) that minimizes the sum of projection-space residual sums of squares,

ℓA + ℓB =
∑

N ε2A,N +
∑

N ε2B,N , is selected.

As stated in Section 3.2, empirical results indicated that applying a logarithmic transformation to
AN and BN , and a power-law transformation to N , yielded the best fit. That is, g∗i (AN ) = log(AN ),
g∗j (N) = Nα, g∗k(BN ) = log(BN ), and g∗m(N) = Nβ . These choices lead to the stretched-
exponential forms:

fA(N ; θA) = exp(a1N
α + b1) (19)

fB(N ; θB) = exp(a2N
β + b2) (20)

The exponents α and β are subsequently refined via an iterative strategy to minimize the global error
of the loss differences ℓR =

∑
N

∑
D(RN (D)− R̃N (D))2.

A wide range of functional form combinations from G4 was evaluated. Table 2 presents a comparison
of the top-performing candidates, thereby illustrating the types of transformations considered and
highlighting the combination that empirically minimized the ℓA + ℓB error.

Table 2: Summary of the functional form selection strategy for A(N) and B(N) using the transforma-
tion dictionary G. The combination (gi = log, gj = power, gk = log, gm = power) was empirically
found to minimize ℓA + ℓB , leading to stretched-exponential forms.

gi(AN ) gj(N) gk(BN ) gm(N) Functional Form Type Relative ℓA + ℓB

Identity Power Identity Power Power-law + Power-law 0.1322
Log Power Log Power Stretched Exp + Stretched Exp 0.1125
Log Power Identity Power Stretched Exp + Power-law 0.1148

Identity Power Log Power Power-law + Stretched Exp 0.1306

The quality of fit using these stretched exponential forms is demonstrated in Figure 4 in the main
paper.

C.4 Functional Form Selection for Model-Dependent Residual E + LN (N)

After fitting LD(D) + LND(N,D) ≈ fB(N ; θ∗B)D
−fA(N ;θ∗

A), the model-dependent residual
term E + LN (N) is estimated. This is done by first computing O(N,D) = L(N,D) −
fB(N ; θ∗B)D

−fA(N ;θ∗
A) and then averaging over D to get G(N) = AvgD[O(N,D)] ≈ E+LN (N).

The functional form for fLN
(N ; θLN

) (which models G(N), absorbing E as a constant within the fit)
is determined by repeating a similar transformation-fit-selection procedure as for A(N) and B(N).
For each pair of transformations (gp, gq) ∈ G2, we regress:

gp(G(N)) = a3 gq(N) + b3 + εU,N (21)

The pair (g∗p , g
∗
q ) that minimizes the residual sum of squares ℓU =

∑
N ε2U,N is chosen.

As detailed in Section 3.3, the optimal transformations identified were a logarithmic transformation
for G(N) (g∗p(G(N)) = log(G(N))) and a power-law transformation for N (g∗q (N) = Nγ). This
selection results in a stretched-exponential form for E + LN (N):

E + LN (N) ≃ G(N) ≈ exp(a3N
γ + b3) (22)
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Figure 12: Example of the power-law relationship between the finite difference of the loss, denoted
here as Minus_L_diff , and the data size D for model sizes (N ) from 201228288 to 676012032. (a)
The left panel log-log plot shows a clear linear trend, indicative of a power law. (b) The right panel
relative residuals of the fit are shown as a function of D, demonstrating the quality of the power-law
approximation.
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Figure 13: Example of the power-law relationship between the finite difference of the loss, denoted
here as Minus_L_diff , and the data size D for model sizes (N ) from 798470400 to 2697992704.
(a) The left panel log-log plot shows a clear linear trend, indicative of a power law. (b) The right panel
relative residuals of the fit are shown as a function of D, demonstrating the quality of the power-law
approximation.
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Figure 14: Example of the power-law relationship between the finite difference of the loss, denoted
here as Minus_L_diff , and the data size D for model sizes (N ) from 3184435200 to 6369572352.
(a) The left panel log-log plot shows a clear linear trend, indicative of a power law. (b) The right panel
relative residuals of the fit are shown as a function of D, demonstrating the quality of the power-law
approximation.
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The exponent γ is identified via a grid search minimizing the fitting error.

Table 3 summarizes this selection process, illustrating the types of transformations explored and
highlighting the empirically optimal choice. The "Minimized Error" column refers to the ℓU criterion.

Table 3: Summary of the functional form selection strategy for G(N) ≈ E + LN (N) using the
transformation dictionary G. The combination (gp = log, gq = power) was empirically found to
minimize ℓU , leading to a stretched-exponential form.

gp(G(N)) gq(N) Resulting Functional Form Type Relative ℓU

Identity Power Power-law 0.0083
Log Power Stretched Exponential 0.0011

D Validation Set and Compression Rate Metrics

D.1 Validation Set

A validation set must be based on the following principles: (1) Unseen integrity: All validation
samples are rigorously excluded from the training data of any model. (2) Bias-free composition: Strict
prohibition of model-generated or model-processed content to prevent overfitting towards specific
model families. (3) Diversity: Ensuring coverage in various fields through extensive collection and
random sampling protocols. (4) High quality: Validation samples must maintain strict syntactic
correctness and logical integrity to avoid distortion of measurements. We construct a specialized
English validation set comprising web pages, books, and academic papers, with each data category
containing approximately 10 million tokens. The web data originated from SERP (Search Engine
Results Page) pages crawled via Google searches targeting Wikipedia entities. Book data was digitized
from newly published textbooks through our proprietary PDF parser pipeline, while academic papers
are sourced from arXiv publications after 2024. This composite dataset is systematically organized
into 55 distinct domains spanning culture, arts, history, entertainment, and other fields. For each
data category, we implemented a rigorous filtering pipeline: preliminary data pruning including
removal of books/papers with character lengths <2,000 and webpages scoring below 0.6 via our defect
detection model, domain-stratified downsampling, and GPT-4o-based quality scoring with subsequent
selection of top-ranked samples. Through the multi-stage refinement process, we ultimately develop
a high-quality validation set containing 30 million tokens.

D.2 Compression Rate Metrics

We adopt bits per character (BPC) as the quantitative metric for evaluating LLM compression
efficiency. BPC measures the cross-entropy between the model’s predicted distribution and the
true character distribution. Crucially, when the predicted distribution aligns perfectly with the
true distribution, this cross-entropy formulation becomes mathematically equivalent to lossless
compression. This equivalence establishes BPC as a theoretically grounded metric for quantifying
how effectively LLMs compress given text in our validation set. Formally, BPC is defined as:

BPC =

N∑
i=1

log

(
1

pi

)
· 1

M
=

1

N

N∑
i=1

(− log(pi))︸ ︷︷ ︸
train loss

·N
M

= R1 ·R2 = R
(23)

where M , N denote corpus size and vocabulary size, respectively. R1, the first term of the BPC
formula, captures model compression through next-token prediction loss, which is equivalent to the
training loss upon first exposure. R2, the second term of the BPC formula, represents vocabulary
compression rate. It is worth noting that due to differences in vocabulary size, cross-family model
comparisons need to consider R1 ·R2, while analysis within the same family can focus solely on R1.

E Point, Line, and Surface Comparison

One of the key applications of Farseer is to enable systematic comparison across different set-
tings—such as alternative model architectures or pre-training data mixtures—using only modest
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Figure 15: Farseer’s normalized 3D surface of relative BPC difference between datasets with 85%
and 50% English proportions. The translucent pink plane marks ∆ = 0: above it, the 50%-English
configuration outperforms; below it, the 85%-English configuration outperforms. Green squares show
small-scale experiments at individual (N,D) points, and the yellow dashed curve connects several
such points—conclusions from these point/line comparisons do not hold at larger scales.

computational resources. By fitting two Farseer curves on relatively small-scale experiments, we
obtain predicted loss surfaces L(N,D) that faithfully capture performance across the full (N,D)
plane for each setting. This gives rise to a comprehensive surface comparison that subsumes and
extends traditional point and line analyses: a point comparison highlights performance at individual
(N,D) coordinates; a line comparison reveals trends along fixed N or D slices; and the surface
comparison synthesizes these insights into a continuous two-dimensional map of relative behavior.

To illustrate, we apply this to two pre-training mixtures with 85% versus 50% English data (balanced
by Chinese for the remainder). We sample a modest grid of model sizes N and English token counts
D, fit Farseer to each subset, and compute the normalized relative BPC difference

∆ =
BPC85% − BPC50%

BPC50%
.

Fig. 15 shows the 3D surface of ∆ over log10 N and log10 D, with the zero plane marking parity
between the two mixtures. Regions above the plane indicate that the 50% English mixture yields
lower error, while regions below favor the 85% mixture. Green squares denote individual point
comparison experiments at specific (N,D) coordinates, and the yellow line connects several such
points for a line comparison. Although these smaller scale analyses can suggest one mixture is better,
the surface comparison reveals how those conclusions can reverse at larger scales. Farseer’s exhibits
power for low-cost, high-fidelity extrapolation across any two training recipes or model designs.

F Model Parameter Configuration Table

Our model configurations are built upon the architectural principles of the LLama [39, 40], scaling
depth, width, and attention mechanisms in a systematic grid to explore performance across a broad
spectrum of model sizes. Table 4 provides an overview of the 21 distinct configurations (Model 1
through Model 21) used to fit the Farseer with Baseline training data in Tab. B. Each model (from
the most compact Model 1 to the most expansive Model 21) was trained on an exceptionally large
and diverse corpus, ensuring robust generalization and comprehensive coverage of the underlying
physical phenomena:

• Parameter scale: The second column N reports the number of trainable parameters outside
of the embedding layers, ranging from 2.01× 108 up to 6.37× 109. This systematic scaling
of model size enables us to rigorously examine how parameter count N influences the
behavior captured by Farseer for modeling scaling laws.

35



Table 4: Model configurations used in the Farseer study with Baseline data recipe, detailing architec-
tural and training dataset properties across 21 systematically scaled transformer models.

Model N Dcount Drange dmodel dff Nhead Nlayer Nwith_emb

1 201228288 17 [1.41× 109, 3.62× 1011] 1024 2728 16 16 335446016
2 239005312 18 [1.19× 109, 4.31× 1011] 1088 2856 17 17 381611648
3 284207616 18 [1.00× 109, 3.62× 1011] 1152 3032 18 18 435202560
4 336994944 18 [1.19× 109, 4.31× 1011] 1216 3240 19 19 496378496
5 397772800 17 [1.41× 109, 3.62× 1011] 1280 3472 20 20 565544960
6 476931840 18 [1.19× 109, 4.31× 1011] 1344 3584 21 22 653092608
7 568468736 18 [1.00× 109, 3.62× 1011] 1472 3888 23 22 761406720
8 676012032 18 [1.19× 109, 4.31× 1011] 1536 4064 24 24 877338624
9 798470400 18 [1.41× 109, 5.12× 1011] 1600 4264 25 26 1008185600
10 956354688 18 [1.19× 109, 4.31× 1011] 1728 4528 27 27 1182847104
11 1125938688 18 [1.00× 109, 3.62× 1011] 1792 4832 28 29 1360819712
12 1338278400 18 [1.19× 109, 4.31× 1011] 1920 5184 30 30 1589936640
13 1608122368 17 [1.41× 109, 3.62× 1011] 2048 5448 32 32 1876557824
14 1911894528 17 [1.19× 109, 3.04× 1011] 2176 5712 34 34 2197107200
15 2273495040 14 [1.41× 109, 1.81× 1011] 2304 6064 36 36 2575484928
16 2697992704 15 [1.68× 109, 2.15× 1011] 2432 6488 38 38 3016759808
17 3184435200 13 [2.00× 109, 1.28× 1011] 2560 6952 40 40 3519979520
18 3816352512 13 [2.38× 109, 1.52× 1011] 2752 7336 43 42 4177062656
19 4504118400 12 [2.00× 109, 9.05× 1010] 2880 7744 45 45 4881605760
20 5354047488 11 [3.36× 109, 1.08× 1011] 3072 8264 48 47 5756700672
21 6369572352 11 [2.00× 109, 9.05× 1010] 3328 9136 52 47 6805779968

• Data coverage: Column Dcount indicates the number of distinct data subsets incorporated
into each model’s training process. The corresponding column Drange (expressed in sci-
entific notation) reports the minimum and maximum token counts used for training each
model. Across all models, the training corpus spans roughly 1.00 × 109 to 5.12 × 1011

tokens, highlighting the substantial scale and heterogeneity of the data leveraged to capture
Farseer’s complex D scaling behavior.

• Architectural details: Following the LLama design [39, 40], each configuration specifies
the transformer hidden dimension dmodel, feed-forward sublayer size dff , number of atten-
tion heads Nhead, number of transformer layers Nlayer, and total embedding parameters
Nwith_emb. This structured sweep follows common design principles established by existing
models, helping ensure that Farseer’s results remain compatible and comparable with prior
scaling studies.

• Data-rich training: By combining extensive token budgets with carefully designed models,
we ensure that even our largest architectures remain data-saturated, avoiding under-fitting
in any scale regime. This abundance of training examples is critical for capturing the
multi-scale interactions inherent in the Farseer phenomena.

This systematic sweep of model scales, grounded in widely adopted architectural designs and
supported by substantial and diverse training data, provides a consistent and robust foundation for
analyzing the scaling behavior captured by Farseer.

Additionally, Section 4.2 investigates the impact of different dataset compositions on Farseer. Under
the EN-ZH configuration in Tab. B, we conducted experiments using the model settings presented
in Table 5 to demonstrate the data generalization capabilities of Farseer, with settings analogous to
those described above.
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Table 5: Model configurations used in the Farseer study with EN-ZH data recipe, detailing architec-
tural and training dataset properties across 9 systematically scaled transformer models.

Model N Dcount Drange dmodel dff Nhead Nlayer Nwith_emb

1 201228288 13 [2.00× 109, 1.28× 1011] 1024 2728 16 16 335446016
2 284207616 13 [2.00× 109, 1.28× 1011] 1152 3032 18 18 435202560
3 397772800 13 [2.00× 109, 1.28× 1011] 1280 3472 20 20 565544960
4 585641088 13 [2.00× 109, 1.28× 1011] 1472 3888 22 23 778579072
5 778000000 13 [2.00× 109, 1.28× 1011] 1600 4264 26 25 987715200
6 1099958272 13 [2.00× 109, 1.28× 1011] 1792 4832 29 28 1334839296
7 1608122368 13 [2.00× 109, 1.28× 1011] 2048 5448 32 32 1876557824
8 2273495040 13 [2.00× 109, 1.28× 1011] 2304 6064 36 36 2575484928
9 3184435200 13 [2.00× 109, 1.28× 1011] 2560 6952 40 40 3519979520

G Consideration of Parameters with Embedding Layers

A persistent question in the formulation and analysis of scaling laws for language models revolves
around the inclusion of embedding layer parameters when defining the total model size, denoted as
N . This is not a trivial accounting detail, as the embedding layer can constitute a significant fraction
of a model’s parameters, particularly for models with large vocabularies. Different perspectives on
this issue have been adopted in seminal works. For instance, the scaling laws proposed by OpenAI
often focused on non-embedding parameters, whereas the Chinchilla scaling laws by DeepMind
typically accounted for the total number of parameters, including embeddings. This divergence in
methodology highlights an underlying uncertainty regarding the effective contribution of embedding
parameters to model capacity as characterized by scaling laws.

To investigate this ambiguity and determine a more empirically grounded approach, we conducted a
targeted ablation study. The study aimed to directly compare the predictive power of scaling laws
fitted using two distinct definitions of N : one that includes the parameters of the embedding layer
and another that excludes them. We fitted separate scaling law functions to our experimental data
under these two conditions.

The findings, as illustrated in Fig 16. In the vicinity of the data points used for fitting the scaling
laws, both formulations – N with and without embedding parameters – yield comparable predictions,
exhibiting good local fits. However, a crucial distinction emerges when extrapolating to model
sizes significantly larger than those in the fitting set. We validated the fitted laws at a 25.1 billion
parameter scale (denoted as Nval = 25.1B). At this larger validation point, the discrepancy between
the two an N with embedding layers scaled law, the error in prediction increased substantially to
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Figure 16: Scaling law extrapolation with and without counting embedding parameters in model
size N . While both versions fit the training range well, only the formulation excluding embeddings
extrapolates accurately to Nval = 25.1B. This indicates that embedding parameters may not scale
with model capacity in the same way as transformer parameters, and excluding them yield more
predictive scaling laws.
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0.029. In contrast, the scaling law derived using N exclusive of embedding parameters demonstrated
significantly better extrapolation, with an error more than four times smaller than its counterpart.

This ablation study provides compelling evidence that, from the perspective of achieving robust
and generalizable scaling laws, it is preferable to exclude embedding layer parameters from the
calculation of N . The improved extrapolation accuracy observed when omitting these parameters
suggests that they may not contribute to the model’s scalable capacity in the same manner as the core
"compute" parameters of the transformer architecture. This finding has important implications for
accurately predicting the performance of much larger models and for optimally allocating parameter
budgets in future language model development.

H Non-linear End-to-End Fitting

To ensure a robust and equitable comparison of the predictive capabilities of the Farseer and Chinchilla
scaling laws, we meticulously evaluated two fitting methodologies for both. This appendix details the
procedures undertaken and the rationale behind the specific fitting choices reported in the main text.

Initially, our Differential Piecewise Fitting method (as detailed in Section 3 and Appendix C) was
applied to both the Farseer and Chinchilla formulations using our comprehensive dataset (Appendix B).
This allowed for a direct comparison of the models when subjected to the same fitting paradigm.

Subsequently, we also employed standard end-to-end non-linear regression for both models, mirroring
the conventional approach used for Chinchilla. For the Farseer model, this process was particularly
intensive due to its more complex functional form. To thoroughly explore the parameter space
and mitigate issues with local minima, we conducted an extensive search involving over 30,000
optimization runs, each initiated with different prior-informed parameter initialization.
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Figure 17: (a) Chinchilla performs slightly better with standard regression, while Farseer shows a
significant gain from piecewise fitting. (b) For the Farseer, differential piecewise fitting reduces the
extrapolation error by an order of magnitude.

Our evaluations revealed distinct behaviors for the two models under these fitting regimes. For the
Chinchilla model, the standard non-linear regression yielded a marginally better fit compared to our
method, as illustrated by Fig 17.

In contrast, the Farseer model exhibited significantly different results. Due to its inherent complexity,
the standard non-linear regression approach struggled to converge to an optimal global solution, even
with the extensive initialization strategy. The resulting fit produced errors approximately an order of
magnitude (10 times) higher than those achieved with our method. The superior performance of the
Differential Piecewise Fitting method for Farseer suggests that its piecewise or iterative refinement
is better suited to navigate the intricate loss landscape of our formulation, indirectly validating the
structural accuracy of the Farseer model itself.
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Given these findings, and to ensure each model was represented by its most effective and accurately
fitted version, the comparisons presented in the main body of this paper are based on:

The Chinchilla model fitted using standard non-linear regression. The Farseer model fitted using our
Differential Piecewise Fitting method. This approach allows for a fair comparison by leveraging the
fitting technique that best captures the predictive power of each respective scaling law according to
our empirical evaluations.

I Analysis of Formula Properties

As defined by the fitted form

L(N,D) = e−0.021·N0.169−0.091 + e88.01·N
−0.1−6.287 ·D−e−0.124·N0.123+0.424

(24)

Fig. 18 exhibited the trend of BPC L(N,D) with model size N and data size D. Farseer exhibits
a fundamental property: it strictly decreases with both N and D. This guarantees that additional
compute or data never degrades performance. This feature makes Farseer both intuitively and
formally well-behaved as a large-scale scaling law.

Starting from the general form in Eq. (4) and other mentioned definitions, we group terms as

L(N,D) = LN (N) +B(N)D−A(N),

with

LN (N) = e−0.021·N0.169−0.091, B(N) = e88.01·N
−0.1−6.287, A(N) = e−0.124·N0.123+0.424.

Each of these terms is strictly positive for all admissible values of N and D.

1. Partial derivative w.r.t. D.

Differentiating with respect to D, we obtain:

∂L

∂D
=

∂

∂D

[
LN (N) +B(N)D−A(N)

]
= −A(N)B(N)D−A(N)−1.

This expression is strictly negative since all multiplicative components—A(N), B(N), and
D−A(N)−1—are positive for admissible values of N and D. Consequently, the loss L(N,D)
monotonically decreases with increasing data size D, aligning with the intuitive expectation that
more data improves generalization. This behavior is visualized in Fig. 19, which shows the surface of
∂L/∂D over a wide range of (logN, logD).

2. Partial derivative w.r.t. N .

By the product and chain rules,

∂L

∂N
= L′

N (N) +B′(N)D−A(N) +B(N)
d

dN

(
D−A(N)

)
.

Because the analytical form of ∂L/∂N is prohibitively complex, we resort to numerical verification
to determine its sign. As illustrated in Fig. 20, the numerically computed ∂L/∂N remains negative
across the entire range of N . Therefore, L is confirmed to decrease monotonically as N increases.
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Figure 18: Visualization of L(N,D) as a function of model size N and data size D.
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Figure 19: Visualization of ∂L/∂D as a function of model size N and data size D, showing a
consistently negative gradient across the domain.
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Figure 20: Visualization of ∂L/∂N over varying N and D, also showing a consistently negative
gradient across the domain.

J Discussion and Future Work

Through a rigorous experimental design, a massive number of experiments, and extensive experimen-
tal data collected over 18 months of experimentation and analysis, we have discovered a law that is
more fundamental than the Chinchilla law, which we name the Farseer. On one hand, we believe
this paper opens up a new field with a vast amount of potential work, such as deeper explorations of
the Law based on Farseer, or comprehensive comparisons of various model architectures and data
methodologies using Farseer. On the other hand, Farseer has some limitations. We will now delve
into a detailed discussion of these two aspects.

Computational power limitations. Due to computational constraints, our evaluations have been
restricted to Llama-style, decoder-only Transformers. Different model architecture paradigm’s distinct
coupling and optimization dynamics may alter the scaling coefficients and predictive accuracy. We
have already begun experiments on MoE-based LLMs. Furthermore, due to computational limitations,
this work only evaluates the applicability on two pre-training data distributions (an English-dominant
distribution and a Chinese-English bilingual one). As this research began in early 2024, there was
less focus on code data than there is now, hence our primary consideration of Chinese and English.
However, we are currently investigating its applicability on code/math-dominant data distributions,
validating on a code validation set. Please follow our subsequent work for updates. We are confident
that the Farseer Scaling Law is applicable across different data distributions.

Larger-scale validation. This paper provides validation points up to a 25 B parameter LLM but
does not include experiments on larger models, primarily due to computational power limitations.
Other reasons include: (a) Farseer has maintained consistent prediction accuracy without any trend
of increasing error across various extrapolation points of different sizes (3B/6.5B/25B). Therefore,
there is reason to believe it can be generalized to larger models. (b) Larger models inherently have
significant engineering implementation differences compared to smaller models. For instance, our
models below 6.5B used only Data-Parallel distributed configurations, whereas for the 25B model
training, we employed Pipeline Parallelism (Rank = 8) and Virtual Pipeline Parallelism (Rank = 5).
Validating even larger models would require adopting further distributed training techniques, such as
Tensor Parallelism. These distributed techniques themselves can introduce noise into the model’s
final performance. Therefore, for larger validation points (e.g., 135B), it would be necessary to run
multiple different engineering implementations to reduce this noise, which poses further challenges
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to computational resources. Balancing these complexities and benefits led to our decision to forgo
larger-scale validations. (c) In numerous previous studies, a 25 B dense model is already past the
threshold where various intelligent emergent phenomena appear. We believe this size is sufficient to
support the adequacy of our extrapolation validation.

BPC & downstream tasks. We chose to use Bits Per Character (BPC) instead of specific tasks
for evaluation based on the following reasons: (a) Compression rates measured on a large and
diverse validation set reflect a model’s general intelligence level, aligning with our goal of evaluating
overall intelligence rather than task-specific performance. (b) As part of our experimental rigor,
we meticulously constructed a validation set characterized by four properties: Unseen Integrity,
Bias-free Composition, Diversity, and High Quality. Compared to individual benchmarks, it offers a
more comprehensive assessment of intelligence and is guaranteed to be isolated from the training
set. (c) Specific downstream tasks are highly susceptible to contamination and overfitting from
training sets. In terms of magnitude, these benchmarks are more easily overfitted as evaluation
targets. Consequently, pre-training datasets with varying degrees of contamination would exhibit
different scaling laws, rendering such laws non-universal. (d) BPC possesses deep physical meaning
related directly to compressibility, and numerous studies correlate a model’s compressibility strongly
with downstream task performance. Although our carefully constructed validation set has numerous
advantages over downstream task benchmarks, with the continuous advancement of post-training
techniques, whether a base model with a low BPC on the validation set necessarily implies a good
model remains an open question. In summary, using BPC testing on a meticulously constructed
validation set is the best method available to us at the current level of public technology. Its limitations
are primarily constrained by the state of contemporary technology.

Theoretical explanation. This work is a characterization of scaling laws based on massive observa-
tional experimental data, and it does not provide a theoretical explanation. This is similar to all other
work in the field of scaling laws, none of which have derived the specific formula of a scaling law
from fundamental machine learning theory. This limitation, common across scaling law research,
remains a significant open challenge in machine learning theory.

Broader generalization. Our research primarily investigates decoder-only Transformers optimized
via Next Token Prediction. Generalizing Farseer-like formulations to broader machine learning
tasks—such as multimodal or diffusion-based models—remains unexplored in this work.

Open source. We believe that our experimental data can be used for much further analysis, inter-
pretation, or discovery of new patterns. Therefore, we have decided to open source our massive
experimental data, worth millions of dollars, including 1000 LLM models trained from scratch and
their entire training processes. We may even open source the training dataset and the meticulously
constructed validation set. Based on this, We anticipate further research in at least the following
directions: 1) Formula and fitting. We believe there may exist a more concise scaling law or a
better fitting method. 2) More applications. While compute-optimal guidance is valuable for model
training, the entire L(N,D) surface obtained from Farseer certainly holds more valuable conclusions
to be mined, such as the analysis of first-order partial derivatives, etc. 3) Training dynamics. This
paper only evaluates the final performance of the models. The training dynamics of 1000 models of
different model sizes and token sizes could be further studied to reveal underlying patterns.

This paper pioneers a new experimental methodology for the era of large models. Consider two
experimental settings: base A and experimental B. Within each group, all settings are kept identical,
including but not limited to LLM Architecture Family, Data Distribution, and Training Strategy.
Under settings A and B, two sets of small models, Models A and Models B, are trained. Using the
method provided in this paper, two bivariate functions, LA(N,D) and LB(N,D), are fitted. These
two functions share the same functional form (Farseer) but have different parameters. We can then
compare the superiority of the two settings under infinite and arbitrary configurations of N and D.
Under the previous methodology, if both Setting A and Setting B use a 3B parameter size and 100B
tokens, and the model from Setting A outperforms the model from Setting B, it only proves that A is
better than B at that specific N, D size. Unlike conventional methods limited to specific configurations
(e.g., fixed at 3B parameters, 100B tokens), our method identifies precise conditions under which
one setting outperforms another. This extensibility fundamentally reshapes key insights, examples
including:

Code/Math. What is the performance of code and math data with different mixture ratios on the
scaling law? Will the Code Scaling Law differ from the Nature Language Scaling Law in various
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parameters, thus leading to completely different compute-optimal character or different first-order
derivatives with respect to N and D? Does a good Code/Math model require an ultra-large model size
like nature language models do? We have already completed a portion of the relevant experiments,
and this research is ongoing and will be published in a subsequent paper.

Sparse LLMs. Do LLMs based on the MoE architecture [7] also follow the same functional form
and predictive accuracy? And how should an “Architecture Family” be defined within the MoE
architecture? We have already run some experiments, and this research is ongoing and will be
published in a subsequent paper.

Linear attention. This paper uses Multi-Head Attention (MHA), a full attention paradigm. However,
some studies suggest that certain types of Linear Attention-based LLMs perform better than full
attention on smaller models [17]. The Farseer experimental methodology allows for a comprehensive
comparison of the performance of different types of linear attention and full attention under various
N and D configurations. This could answer the key question, such as whether linear attention is
only suitable for a smaller D/N ratio. We look forward to the community building upon Farseer to
complete this type of work.

Model architecture. There are many more innovations at the model architecture level that need to be
compared from a comprehensive scaling law perspective, such as Loop Transformer, etc. From this
viewpoint, the focus is on whether the relevant innovations can maintain performance as N scales up
and whether performance saturates quickly as D increases.

Data quality and repetition. Using high-quality data and employing different data repetition
strategies, can performance be maintained as N and D increase? From the perspective of scaling laws,
what is the trade-off relationship with larger amounts of middle-quality data?

Synthetic data. What patterns does synthetic data exhibit from a scaling law perspective? Is Long
CoT-like synthetic data more difficult to saturate with learning as D increases compared to general
synthetic data?
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