
CLIPS: An Enhanced CLIP Framework for Learning with Synthetic
Captions

Anonymous ACL submission

Abstract001

Previous works show that noisy, web-crawled002
image-text pairs may limit vision-language pre-003
training like CLIP and propose learning with004
synthetic captions as a promising alternative.005
Our work continues this effort, introducing two006
simple yet effective designs to better leverage007
richly described synthetic captions. Firstly, by008
observing a strong inverse effect in learning009
with synthetic captions—the short synthetic010
captions can generally lead to MUCH higher011
performance than full-length ones—we there-012
fore fed only partial synthetic captions to the013
text encoder. Secondly, we incorporate an au-014
toregressive captioner to mimic the recaption-015
ing process—by conditioning on the paired im-016
age input and web-crawled text description, the017
captioner learns to predict the full-length syn-018
thetic caption generated by advanced MLLMs.019
Experiments show that our framework sig-020
nificantly improves zero-shot performance in021
cross-modal retrieval tasks, setting new SOTA022
results on MSCOCO and Flickr30K. Moreover,023
such trained vision encoders can enhance the024
visual capability of LLaVA, showing strong im-025
provements on a range of MLLM benchmarks.026

1 Introduction027

The availability of large-scale image-text datasets,028

such as LAION (Schuhmann et al., 2022) and Data-029

Comp (Gadre et al., 2024), has been a key driver of030

the rapid development of vision-language models031

in recent years (Radford et al., 2021; Yu et al., 2022;032

Li et al., 2022; Bai et al., 2023; Chen et al., 2024c;033

Liu et al., 2024a). Nonetheless, these web-crawled034

datasets are generally noisy and not-high-quality035

(e.g., image-text pairs could be mismatched), which036

potentially limits further performance improve-037

ments (Jia et al., 2021). Consequently, many works038

seek to improve the dataset quality by re-generating039

paired textual descriptions using multimodal large040

language models (MLLM) and incorporating these041
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Synthetic Caption (Full)
The image features an adorable orange tabby kitten with a compact and fluffy body perched on a wooden 
ledge. Its fur is a warm orange color, paired with a white chin, chest, and paws, creating a striking contrast. 
The kitten‘s eyes are large, round, and a soft shade of orange or brown, giving it an inquisitive expression. The 
ears of the kitten are perked up, indicating alertness, and they catch the sunlight, making them appear slightly 
translucent. The wooden ledge is weathered and light-colored, adding to the overall charm of the scene. 

Synthetic Caption (partial)
The image features an adorable orange 
tabby kitten with a compact and fluffy 
body perched on a wooden ledge. Its 
fur is a warm orange color, paired with 
a white chin, chest, and paws, creating 
a striking contrast.

Web Caption
An orange cat that 

is sitting on a ledge.

Figure 1: The pipeline of our proposed CLIPS. We intro-
duce two simple yet effective designs—1) only a subpart
of the synthetic caption is used in contrastive learning
and 2) a captioner to predict the full synthetic caption
based on the web-crawled caption and the image—to
better leverage synthetic captions. Our method registers
new SOTA results on MSCOCO, achieving 76.4% in
text retrieval and 57.2% in image retrieval.

synthetic captions into training (Fan et al., 2024; 042

Nguyen et al., 2024; Lai et al., 2025). 043

A straightforward approach to learning with syn- 044

thetic captions is to simply replace the raw, web- 045

crawled captions with rewritten ones (Nguyen et al., 046

2024; Li et al., 2024a; Lai et al., 2025). As demon- 047

strated in VeCLIP (Lai et al., 2025) and Recap- 048

DataComp-1B (Li et al., 2024a), (partially) substi- 049

tuting the original captions with those generated 050

by advanced MLLMs during CLIP training can 051

substantially enhance the models’ capabilities, es- 052

pecially in cross-modal retrieval tasks. Building 053

upon this line of research, our work continues the 054

exploration of training with synthetic captions but 055

focuses on enhancing the vision-language pretrain- 056

ing framework to better leverage these captions, 057

similar to prior efforts (Fan et al., 2024; Lai et al., 058

2025; Zheng et al., 2025). 059
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Because synthetic captions are typically highly060

descriptive—much longer and containing more de-061

tailed information than web-crawled captions—we062

introduce two simple yet effective designs to better063

leverage them in CLIP training. Our first design,064

inspired by the inverse scaling law of CLIP training065

revealed in (Li et al., 2024b), involves randomly066

sampling a portion of the synthetic caption to serve067

as input to the text encoder. Interestingly, we068

observe that transitioning from web-crawled cap-069

tions to synthetic captions leads to a tipping point070

in these inverse effects—rather than hurting per-071

formance (with larger models being less affected072

with shorter captions) as noted in (Li et al., 2024b,073

2023b), dropping parts of the synthetic caption sur-074

prisingly leads to performance improvements. The075

strongest performance is achieved when we ran-076

domly select a single sentence from the synthetic077

caption as the paired text description for contrastive078

learning, discarding the rest. Moreover, as shown079

in (Li et al., 2024b), learning with shorter text re-080

duces overall computation, providing additional081

benefits.082

Since the synthetic caption is only partially used083

in contrastive learning, our second design aims084

to incorporate their full use in an auxiliary task.085

Specifically, we follow CoCa (Yu et al., 2022) by086

incorporating an autoregressive decoder to predict087

captions. However, unlike the symmetric design088

in CoCa, where the input text and the output text089

are the same (i.e., the web-crawled caption), we090

introduce an asymmetric design: the input to the091

text decoder is the web-crawled caption, and the092

prediction target is the full-length synthetic caption.093

This learning behavior mimics the recaptioning094

process performed by MLLMs and ensures full095

utilization of the knowledge within the complete096

synthetic captions.097

We termed this resulting training framework098

as CLIPS. Experimental results show that CLIPS099

significantly enhances zero-shot performance in100

cross-modal retrieval. For example, with a ViT-101

L backbone, our CLIPS substantially outperforms102

SigLip (Zhai et al., 2023) by 4.7 (from 70.8 to103

75.5) on MSCOCO’s R@1 text retrieval, and by104

3.3 (from 52.3 to 55.6) on MSCOCO’s R@1 image105

retrieval. With increased computational resources106

and scaling, our best model further achieves 76.4%107

and 96.6% R@1 text retrieval performance on108

MSCOCO and Flickr30K respectively, and 57.2%109

and 83.9% R@1 image retrieval performance on110

the same datasets, setting new state-of-the-art111

(SOTA) results. Moreover, our CLIPS frame- 112

work contributes to building stronger MLLMs— 113

replacing the visual encoder from OpenAI-CLIP 114

(Radford et al., 2021) with our CLIPS in LLaVA 115

(Liu et al., 2024a,b) leads to strong performance 116

gains across a range of MLLM benchmarks. 117

2 Related Works 118

Vision-language Pre-training Vision-language 119

pre-training aims to align vision and language 120

modalities to create a unified representation for 121

various image-text understanding tasks. Exist- 122

ing frameworks predominantly adopt either single- 123

stream architecture (Li et al., 2019; Chen et al., 124

2020; Kim et al., 2021), which jointly represents 125

different modalities using a shared encoder, or two- 126

stream architectures (Lu et al., 2019; Li et al., 2021; 127

Radford et al., 2021; Jia et al., 2021), which em- 128

ploy two independent encoders to process visual 129

and textual inputs separately. Our work builds upon 130

the latter approach, specifically focusing on CLIP, 131

which leverages contrastive loss to align image and 132

text representations. 133

The further enhancements to CLIP have gener- 134

ally pursued two main directions. The first direc- 135

tion involves extending CLIP’s capabilities into 136

generative tasks, such as image captioning, visual 137

question answering, and image grounding. No- 138

table works in this vein include CoCa (Yu et al., 139

2022) and BLIP (Li et al., 2022), which enables 140

the unification of image-text understanding and 141

generation tasks by transitioning from an encoder- 142

only architecture to an encoder-decoder architec- 143

ture. The second direction focuses on optimizing 144

vision-language contrastive learning. FILIP (Yao 145

et al., 2021) mitigates the fine-grained alignment 146

issue in CLIP by modifying the contrastive loss. 147

SigLip (Zhai et al., 2023) replaces contrastive loss 148

with sigmoid loss to optimize computation effi- 149

ciency. Llip (Lavoie et al., 2024) models captions 150

diversity by associating multiple captions with a 151

single image representation. CLOC (Chen et al., 152

2024a) enhances regional localization by introduc- 153

ing a region-text contrastive loss, improving the 154

model’s ability to focus on specific image regions 155

corresponding to textual inputs. Our work also 156

aims to improve CLIP but focuses on enhancing 157

the leverage of richly described synthetic captions 158

in training. 159

Learning from Synthetic Captions Recogniz- 160

ing that web-crawled image-text datasets are often 161
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noisy and contain mismatched pairs, recent works162

seek to improve dataset quality by rewriting cap-163

tions. ALip (Yang et al., 2023) uses the OFA (Wang164

et al., 2022) model to generate synthetic captions165

and introduces a bi-path model to integrate super-166

vision from two types of text. LaCLIP (Fan et al.,167

2024) rewrites captions using LLMs such as Chat-168

GPT (OpenAI, 2022) and randomly selects one169

of these rephrasings during training. Nguyen et170

al. (Nguyen et al., 2024) use BLIP-2 (Li et al.,171

2023a) to rewrite captions for image-text pairs172

with low matching degrees in the original dataset.173

VeCLIP (Lai et al., 2025) first uses LLaVA (Liu174

et al., 2024b) to generate synthetic captions with175

rich visual details, then uses an LLM to fuse the176

raw and synthetic captions. Liu et al. (Liu et al.,177

2023) propose using multiple MLLMs to rewrite178

captions and apply text shearing to improve cap-179

tion diversity. ShareGPT4V (Chen et al., 2023)180

feeds carefully designed prompts and images to181

GPT-4V (Achiam et al., 2023) to create a high-182

quality dataset, which has been widely adopted in183

subsequent works (Lin et al., 2024; Chen et al.,184

2024b; Chu et al., 2024). Li et al. (Li et al.,185

2024a) rewrites captions using a more advanced186

LLaMA-3-based (Meta, 2024) LLaVA in the much187

larger-scale DataComp-1B dataset (Gadre et al.,188

2024). SynthCLIP (Hammoud et al., 2024) trains189

entirely on synthetic datasets by generating image-190

text pairs using text-to-image models and LLMs.191

DreamLip (Zheng et al., 2025) builds a short cap-192

tion set for each image and computes multi-positive193

contrastive loss and sub-caption specific grouping194

loss. Our first design is closely related to Dream-195

Lip, but presents a more general message about the196

inverse effect of learning with synthetic captions197

(i.e., short ones are highly preferred). Additionally,198

to fully leverage the information in the complete199

synthetic captions, our second design incorporates200

an CoCa-like but asymmetric decoder (i.e., web-201

crawled caption as the input, full synthetic caption202

as the output).203

3 Method204

This section first covers related preliminaries, in-205

cluding the contrastive loss in CLIP and the gener-206

ative loss in CoCa. We then present the observed207

inverse effect of learning with synthetic captions.208

Lastly, we introduce our simplified multi-positive209

contrastive loss for the encoder and an asymmetric210

decoder design for predicting full-length synthetic211

captions. 212

3.1 Preliminaries 213

CLIP Let {(xi, yi)}Ni=1 denote a set of image- 214

text pairs, where xi represents an image and yi rep- 215

resents the corresponding text description. Images 216

and texts are encoded using a vision encoder f(·) 217

and a text encoder g(·), respectively. For the image 218

loss LI, we first calculate the similarity of each 219

image in the local batch with all texts. These simi- 220

larity values are then used to compute the InfoNCE 221

loss (Oord et al., 2018), with correctly matched 222

image-text pairs treated as positive samples and 223

non-matching pairs as negative samples. The for- 224

mula can be expressed as: 225

LI = − 1

N

N∑
i=1

log
exp (sim(f(xi), g(yi))/τ)∑N
j=1 exp (sim(f(xi), g(yj))/τ)

(1) 226

where sim(f(xi), g(yj)) denotes the similarity 227

function (e.g., cosine similarity) and τ is a tem- 228

perature parameter. 229

For the text loss Ltext, the formula is similar, but 230

the roles of images and texts are swapped. The 231

total loss Lcontrast is the average of the image loss 232

and text loss: 233

Lcontrast =
1

2

(
Limage + Ltext

)
(2) 234

CoCa The generative loss here is instantiated 235

as autoregressively predicting the next token in 236

a target sequence conditioned on image features 237

and previously generated tokens. Specifically, the 238

text branch follows an encoder-decoder architec- 239

ture where the unimodal text encoder encodes text, 240

and the multimodal text decoder generates the out- 241

put sequence. This process can be formalized as: 242

Lgen = −
T∑
t=1

logP (yt | y<t, E(x)) (3) 243

where yt represents the target token at time step 244

t, y<t denotes all tokens preceding yt, E(x) rep- 245

resents the encoded features of the input x, and 246

P (yt | y<t, E(x)) is the conditional probability of 247

the target token yt given the previous tokens and 248

encoded features. 249

3.2 Inverse Effect with Synthetic Captions 250

Inspired by the prior work (Li et al., 2024b), we 251

first check how CLIP models behave when learning 252

with shorter synthetic captions. As illustrated in 253
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The image features an adorable 

orange tabby kitten with a compact 

and fluffy body perched on a 

wooden ledge. Its fur is a warm 

orange color, paired with a white 
chin, chest, and paws, creating a 

striking contrast. The kitten‘s eyes 

are large, round, and a soft shade 

of orange or brown, giving it an 

inquisitive expression. The ears of 
the kitten are perked up, indicating 

alertness, and they catch the 

sunlight, making them appear 

slightly translucent. The wooden 

ledge is weathered and light-
colored, adding to the overall charm 

of the scene.

Original Text Random Mask

The image features an adorable 

orange tabby kitten with a compact 

and fluffy body perched on a 

wooden ledge. Its fur is a warm 

orange color, paired with a white 
chin, chest, and paws, creating a 

striking contrast. The kitten‘s eyes 

are large, round, and a soft shade 

of orange or brown, giving it an 

inquisitive expression. The ears of 
the kitten are perked up, indicating 

alertness, and they catch the 

sunlight, making them appear 

slightly translucent. The wooden 

ledge is weathered and light-
colored, adding to the overall charm 

of the scene.

Block Mask

The image features an adorable 

orange tabby kitten with a compact 

and fluffy body perched on a 

wooden ledge. Its fur is a warm 

orange color, paired with a white 
chin, chest, and paws, creating a 

striking contrast. The kitten‘s eyes 

are large, round, and a soft shade 

of orange or brown, giving it an 

inquisitive expression. The ears of 
the kitten are perked up, indicating 

alertness, and they catch the 

sunlight, making them appear 

slightly translucent. The wooden 

ledge is weathered and light-
colored, adding to the overall charm 

of the scene.

Sub-caption

The image features an adorable 

orange tabby kitten with a compact 

and fluffy body perched on a 

wooden ledge. Its fur is a warm 

orange color, paired with a white 
chin, chest, and paws, creating a 

striking contrast. The kitten‘s eyes 

are large, round, and a soft shade 

of orange or brown, giving it an 

inquisitive expression. The ears of 
the kitten are perked up, indicating 

alertness, and they catch the 

sunlight, making them appear 

slightly translucent. The wooden 

ledge is weathered and light-
colored, adding to the overall charm 

of the scene.

Truncation

The image features an adorable 

orange tabby kitten with a compact 

and fluffy body perched on a 

wooden ledge. Its fur is a warm 

orange color, paired with a white 
chin, chest, and paws, creating a 

striking contrast. The kitten‘s eyes 

are large, round, and a soft shade 

of orange or brown, giving it an 

inquisitive expression. The ears of 
the kitten are perked up, indicating 

alertness, and they catch the 

sunlight, making them appear 

slightly translucent. The wooden 

ledge is weathered and light-
colored, adding to the overall charm 

of the scene.

Figure 2: Visualization of four different token reduction strategies. These strategies can improve the model’s
learning efficiency on synthetic captions to varying degrees. Among these strategies, the sub-caption and block
mask perform best.
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Figure 3: The inverse scaling effect of synthetic captions. Unlike the performance drop from reducing token length
in original captions, shortening the token length of synthetic captions consistently improves model performance.

Figure 2, we employ four strategies to reduce the254

token length of synthetic captions: truncation, ran-255

dom mask, block mask, and sub-caption mask. The256

truncation, random mask, and block mask strate-257

gies are based on the approaches described in (Li258

et al., 2024b). Notably, we omit the syntax mask259

from (Li et al., 2024b), which performed best when260

learning with web-crawled captions but yielded261

very non-competitive results in our synthetic cap-262

tion experiments.1 The sub-caption mask strategy263

is adapted from the sub-caption extraction method264

proposed in (Zheng et al., 2025).265

Specifically, given a synthetic caption sequence266

of length K and a target token length L, the trunca-267

tion directly selects the first L tokens; The random268

mask obtains L tokens through random sampling;269

The block mask randomly selects a starting point270

in the original sequence and take the subsequent271

L tokens. For the sub-caption mask, we split the272

synthetic caption at periods, resulting in segments273

1We tested the syntax mask with the ViT-B/16 model and a
token length of 32, finding that it achieved an average retrieval
performance of 52.8, slightly below the performance without
any mask. In contrast, under the same setup, the truncation,
random mask, and block mask strategies led to noticeable
performance improvements, as shown in Figure 3.

{S1, S2, . . . , Sn}, where n is the number of sub- 274

captions. We randomly select a sub-caption and 275

check its length: If the length meets and exceeds 276

the predefined limit, we truncate it; Otherwise, we 277

randomly select another sub-caption from the re- 278

maining ones, concatenate it with the previous seg- 279

ment, and then check the length again. This process 280

can be formalized as: 281

Subcaption(S,L) =

{
Truncate(Si), if |Si| > L

Concat({Si, Sj , . . . }), if |Si| < L
(4) 282

where Si and Sj denotes randomly selected sub- 283

captions from the set {S1, S2, . . . , Sn}. 284

We follow the training setup described in (Li 285

et al., 2024b) to train all models. Additionally, 286

similar to (Zheng et al., 2025), we include both 287

synthetic captions and the original web-crawled 288

captions in the contrastive learning process. We 289

conduct experiments using ViT (Dosovitskiy et al., 290

2020) models of sizes S/16, B/16, and L/16 for 291

each token reduction strategy, progressively reduc- 292

ing the token length from 128 to 64, 32, and 16. 293

We evaluate the models’ average R@1 retrieval per- 294

formance on the MSCOCO dataset and present the 295

results in Figure 3. 296
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Main observations. Firstly, these results confirm297

that the inverse effects also exists when training298

with synthetic captions; that is, learning with re-299

duced token lengths is generally preferred. But300

we stress that this inverse effect becomes signifi-301

cantly more pronounced when transitioning from302

web-crawled captions to synthetic captions—while303

the inverse effect in (Li et al., 2024b) refers to304

that larger models being less adversely affected305

when learning with reduced-length web-crawled306

captions, our experiments hereby reveals that, when307

using synthetic captions, reducing the token length308

consistently yields noticeable performance gains309

across all model sizes. In other words, learning310

with synthetic captions at a reduced length is a311

more “optimal” way to train CLIP, enjoying the312

benefits of both higher performance and higher effi-313

ciency (due to less text token used). As a side note,314

this observation also corroborates the prior works315

on showing text shearing (Liu et al., 2023) and316

sub-caption extraction (Zheng et al., 2025) are ef-317

fective strategies to process long synthetic captions318

for enhancing performance.319

Moreover, by taking a closer look at Figure 3,320

we note that the sub-caption mask and block mask321

perform the best, and the truncation and random322

mask are slightly less effective. We conjecture that,323

in addition to sequence length being a critical factor324

in contrastive learning, the diversity and coherence325

of the reduced text segments also play significant326

roles. Furthermore, although we do not observe327

a clear scaling trend between the S/16 and B/16328

models, it is evident that the larger L/16 model329

achieves the most substantial performance gains330

compared to the smaller models.331

3.3 Encoder: Learning with Short Captions332

Based on the observation above, we adopt the333

sub-caption strategy as the default preprocessing334

method for synthetic captions in our encoder de-335

sign. Specifically, considering that all ViTs gener-336

ally achieve the strongest performance at an input337

token length of 32, roughly corresponding to one338

or two sentences from the full synthetic caption,339

we thereby implement the sub-caption strategy by340

sampling a single random sentence from each full341

synthetic caption. This sampled sentence, along342

with the original web-crawled caption, is then input343

into the text encoder, and a multiple-positive con-344

trastive loss will be applied. This can be expressed345

as: 346

Lcontrast = − 1

2N

N∑
i=1

(
Li

orig + Li
syn-short

)
(5) 347

where 348

Li
orig = log

exp(Si
i,orig)∑N

j=1 exp(S
k
i,orig)

, (6) 349

Li
syn-short = log

exp(Si
i,syn-short)∑N

j=1 exp(S
k
i,syn-short)

(7) 350

where Si
i,orig and Si

i,syn-short represent the scaled 351

similarity for the original and short synthetic cap- 352

tions, respectively. 353

Note this training process is closely related to the 354

prior work DreamLip (Zheng et al., 2025)—which 355

uses the sub-caption strategy to preprocess syn- 356

thetic data—but in a much simpler format. Specif- 357

ically, in DreamLip, an average contrastive loss 358

is calculated over all captions (i.e., the original 359

web-crawled caption + a set of diverse synthetic 360

captions) for image-text alignment. In comparison, 361

ours directly trains with a single short synthetic 362

caption rather than a set of them (e.g., typically 363

this set contains more than 6 elements). As empiri- 364

cally shown in Section 4, our simplified strategy is 365

sufficient to achieve strong performance, with our 366

best model setting new state-of-the-art results in 367

cross-modal retrieval tasks. In addition to this train- 368

ing simplification, our experiments are conducted 369

at a significantly larger computational scale, i.e., 370

our training dataset is ∼33× larger (i.e., Merged- 371

30M (Zheng et al., 2025) vs. DataComp-1B) and 372

the explored model size is up to ViT-H (while only 373

up to ViT-B in DreamLip). 374

3.4 Decoder: Predicting Full Synthetic 375

Caption 376

In our encoder design, we utilize only a portion of 377

the synthetic captions during contrastive learning 378

to achieve stronger performance and higher com- 379

putation efficiency. However, this approach leaves 380

substantial contextual information within the richly 381

described synthetic captions unexploited. Further- 382

more, the preference for learning with shorter cap- 383

tions may suggest that the text encoder is unable 384

to fully comprehend long sequences within the 385

CLIP’s contrastive learning framework. To this 386

end, our second design introduces a generative task 387

as an auxiliary objective to assist CLIP in capturing 388

the full data distribution. Specifically, we adopt the 389
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Table 1: Zero-shot cross-modal retrieval results on MSCOCO and Flickr30K, with CLIPA and CoCa results
reproduced by us. Both methods are implemented with a mixture training, where the original caption accounts for
80% and the synthetic caption accounts for 20%.

Model Method
MSCOCO Flickr30K

Image→Text Text→Image Image→Text Text→Image
R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

S/16
CLIPA (Li et al., 2024a) 55.8 79.5 87.6 35.0 60.9 71.6 79.6 95.4 98.0 59.2 83.2 89.3
CoCa (Yu et al., 2022) 55.5 79.2 86.8 35.7 61.3 71.6 79.4 94.1 97.3 59.3 83.4 89.7
CLIPS 61.8 83.7 90.0 39.4 65.2 75.2 85.9 96.7 98.5 66.4 87.2 92.7

B/16
CLIPA (Li et al., 2024a) 62.8 85.0 91.0 42.7 67.6 77.5 86.7 97.9 98.7 67.9 88.8 92.8
CoCa (Yu et al., 2022) 63.1 84.4 90.1 43.2 68.3 77.6 87.8 97.8 99.2 68.2 88.9 93.2
CLIPS 68.8 88.4 92.9 48.2 72.8 81.4 92.5 99.3 99.8 75.3 92.4 95.8

L/16
CLIPA (Li et al., 2024a) 66.8 87.0 92.5 47.8 72.6 81.3 91.3 98.9 99.4 73.9 92.2 95.6
CoCa (Yu et al., 2022) 67.0 87.1 92.4 48.0 72.3 80.9 89.7 98.7 99.6 74.1 92.0 95.5
CLIPS 73.6 90.6 94.5 53.6 76.6 84.4 94.2 99.2 99.9 80.6 95.0 97.2

caption modeling strategy from CoCa (Yu et al.,390

2022) by incorporating an autoregressive decoder391

for caption generation. Importantly, unlike the sym-392

metric decoder design in CoCa—where the decoder393

processes identical input and output text—we in-394

troduce an asymmetric learning structure: the text395

decoder takes the web-crawled caption as input and396

generates the full-length synthetic caption as the397

target. This learning approach mimics the recap-398

tioning process performed by MLLMs, ensuring399

the full utilization of the knowledge contained in400

the synthetic captions. Additionally, it facilitates401

modeling the relationship between the two types of402

captions, with synthetic captions serving as a more403

semantically aligned and knowledge-rich represen-404

tation of the web-crawled captions.405

In our implementation, unlike the text branch in406

CoCa, we remove the causal mask from the orig-407

inal unimodal text decoder to implement a more408

effective text encoder, which will be further dis-409

cussed in Sec. 4.2. Then, in the multimodal text410

decoder, since the bidirectional text encoder’s out-411

put cannot be directly used as input, we replace412

the sequential input text with a set of randomly413

initialized learnable tokens and use images and414

web-crawled captions as conditioning information.415

Formally, given the image features I and learned416

tokens Llearn, predicting full-length synthetic cap-417

tions from web-crawled captions can be expressed418

based on the Eq. (3) as:419

Lgen = −
T∑
t=1

logP (yt | I,Cweb,Llearn,<t) (8)420

where yt represents the target token at time step421

t, Llearn,<t denotes all learnable tokens preceding422

t, and Cweb represents the web-crawled captions.423

The term P (yt | Iimage,Cweb,Llearn,<t) is the con- 424

ditional probability of generating the target token 425

yt given the image features, web-crawled captions, 426

and preceding learnable tokens. 427

Moreover, our experiments show that simply 428

concatenating information from different modali- 429

ties yields stronger results than employing modality 430

fusion with cross-attention mechanisms. Therefore, 431

our decoder utilizes a self-attention mechanism ac- 432

companied by a specially designed combination 433

mask. Specifically, to construct the input to the 434

decoder, we concatenate the image features and 435

the web-crawled caption to form the conditioning 436

sequence, then concatenate this condition with the 437

learnable tokens to form the complete input se- 438

quence. We design the combination mask M to 439

ensure that tokens within the condition can attend 440

to each other, while the learnable tokens follow an 441

autoregressive prediction pattern. The mask M is 442

defined as: 443

M [i, j] =


1 if i, j ≤ Lcond

1 if i > Lcond and j ≤ Lcond

1 if i, j > Lcond and i ≥ j

0 otherwise

(9) 444

where Lcond represents the total length of the condi- 445

tion tokens, which are formed by concatenating the 446

image tokens and the web-crawled caption tokens. 447

The combined input sequence passes through a 448

self-attention mechanism guided by a mask M to 449

enable appropriate token interactions. To align the 450

generated sequence with the full-length synthetic 451

captions Tsynthetic, full, we compute the loss based 452

on the likelihood of each token in the target gen- 453

erated sequence. Accordingly, the final generative 454
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loss Lgen is defined as:455

Lgen = −
T∑
t=1

logPθ (yt | I⊕Cweb ⊕ Llearn,<t,M)

(10)456

where yt represents the t-th token in the full-length457

synthetic caption Tsynthetic, full. The overall opti-458

mization objective of the entire model can be for-459

malized as:460

Ltotal = α · Lcontrast + β · Lgen (11)461

where α and β are weighting factors that balance462

the contributions of the contrastive loss and the463

generative loss.464

4 Experiments465

4.1 Pre-training Details466

We conduct our experiments using the Recap-467

DataComp-1B dataset (Li et al., 2024a) for pre-468

training. Following the efficient training recipe in-469

troduced in (Li et al., 2024b), all main experiments470

involve pre-training models for 2,000 ImageNet-471

eq. epochs (∼2.6B samples seen) with images at472

a low resolution (e.g., resizing to 112 × 112 by473

default), followed by fine-tuning for 100 ImageNet-474

eq. epochs at the resolution of 224× 224. For the475

text branch, the input token length is 80,2 and the476

output token length is 128, matching the number of477

learnable tokens in the decoder. The batch size is478

32,768 for pre-training and 16,384 for fine-tuning.479

In the decoder’s autoregressive generation, image480

tokens and text tokens are concatenated to fuse in-481

formation from different modalities. The weights482

for the contrastive loss (α) and generative loss (β)483

are set to 1 and 2, respectively.484

To further enhance training, in our experiment485

about comparison with state-of-the-art (SOTA)486

methods, we increase the pre-training epochs487

to 10,000 ImageNet-equivalent epochs (∼13B488

samples seen) and fine-tune for 400 ImageNet-489

equivalent epochs. The image resolution during490

pre-training is set to 84 for accelerating training,491

and remains at 224 during fine-tuning. Other set-492

tings remain consistent with those in the main ex-493

periments. More Detailed training parameters are494

provided in the appendix.495

2Note that, despite setting the max text length as 80, we
still only sample a single sentence from the synthetic caption
as described in Section 3.3 and pad the remaining positions.
Empirically, we observe that this strategy yields an additional
∼1% performance improvement compared to setting the maxi-
mum text length to 32.

4.2 Evaluation 496

Zero-Shot cross-modal retrieval. We evaluate 497

the zero-shot cross-modal retrieval performance 498

across different model sizes on the MSCOCO (Lin 499

et al., 2014) and Flickr30K (Plummer et al., 2015) 500

datasets. We use CLIPA and CoCa as baselines and 501

follow (Li et al., 2024a) to train with a mixture of 502

web-crawled captions (80%) and synthetic captions 503

(20%). 504

As reported in Table 1, our method consistently 505

achieves superior performance across all bench- 506

marks and model sizes, yielding significant im- 507

provements over the baselines. Notably, these sub- 508

stantial gains enable our smaller models to match 509

or even surpass the performance of larger models 510

from previous works. For instance, our S/16 model 511

attains results comparable to the B/16 models of 512

CLIPA and CoCa, and our B/16 model reaches the 513

performance level of their L/16 models. These find- 514

ings demonstrate the efficacy of our approach in 515

enhancing cross-modal representation learning. 516

Comparision with SOTA methods. In Table 2, 517

we further compare our method with state-of-the- 518

art vision-language pre-training approaches, report- 519

ing top-1 accuracy on ImageNet-1K and zero-shot 520

recall rates for image and text retrieval tasks on 521

MSCOCO and Flickr30K. At the model size of 522

L/14, our CLIPS achieves recall@1 scores of 75.5 523

and 96.5 for text retrieval, and 55.6 and 82.3 for 524

image retrieval on MSCOCO and Flickr30K, re- 525

spectively. These results are significantly higher 526

than those of the prior art SigLIP (Zhai et al., 2023), 527

and they also surpass the concurrent work CLOC 528

(Chen et al., 2024a), which pretrains CLIP with 529

a more fine-grained region-text contrastive loss. 530

This performance trend remains consistent at the 531

huge model size—i.e., with ViT-H/14, our CLIPS 532

strongly attains recall@1 scores of 76.4 and 96.6 533

for text retrieval, and 57.2 and 83.9 for image re- 534

trieval, setting new SOTA records. 535

Despite the strong cross-modal retrieval perfor- 536

mance, we note that our CLIPS is less competi- 537

tive on ImageNet zero-shot classification accuracy. 538

We conjecture that this is mainly due to two fac- 539

tors: (1) training with synthetic caption is expected 540

to yield lower ImageNet accuracy, as empirically 541

shown in (Li et al., 2024a); and (2) our training 542

dataset, DataComp-1B, is expected to yield lower 543

ImageNet accuracy than the higher-quality DFN 544

dataset (Fang et al., 2023) and possibly Google’s 545

in-house WebLI dataset (Chen et al., 2022). 546
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Table 2: Comparison with other SOTA vision-language pre-training methods trained on public or private dataset.
We report top-1 ImageNet-1K (Deng et al., 2009) classification accuracy and zero-shot recall of image and text
retrieval on MSCOCO and Flickr30K.

method model size # patches dataset public IN-1K MSCOCO R@1 Flickr30K R@1

val. I→T T→I I→T T→I

CLIP (Radford et al., 2021) Large 256 WIT-400M (Radford et al., 2021) % 75.5 56.3 36.5 85.2 65.0
CoCa (Yu et al., 2022) Large 256 LAION-2B (Schuhmann et al., 2022) % 75.6 62.9 45.7 88.4 74.3

CLIP (Gadre et al., 2024) Large 256 DataComp-1B (Gadre et al., 2024) " 79.2 63.3 45.7 89.0 73.4
OpenCLIP (Ilharco et al., 2021) Large 256 LAION-2B (Schuhmann et al., 2022) " 75.5 63.4 46.5 89.5 75.5

SigLIP (Zhai et al., 2023) Large 256 WebLI-5B (Chen et al., 2022) % 80.5 70.8 52.3 91.8 79.0
CLOC (Chen et al., 2024a) Large 576 WiT (Wu et al., 2023)+DFN-5B (Fang et al., 2023) % 80.1 74.8 54.4 - -

CLIPS Large 256 Recap-DataComp-1B (Li et al., 2024a) " 78.5 75.5 55.6 96.5 82.3

CLIP (Fang et al., 2023) Huge 729 DFN-5B (Fang et al., 2023) % 84.4 71.9 55.6 94.0 82.0
SigLIP (Zhai et al., 2023) SO(400M) 729 WebLI-5B (Chen et al., 2022) % 83.1 72.4 54.2 94.3 83.0

CLOC (Chen et al., 2024a) Huge 576 WiT (Wu et al., 2023)+DFN-5B (Fang et al., 2023) % 81.3 75.7 55.1 - -
CLIPS Huge 256 Recap-DataComp-1B (Li et al., 2024a) " 79.9 76.4 57.2 96.6 83.9

Table 3: Comparison of LLaVA-1.5 performance trained with our visual encoder versus CLIP’s visual encoder
across multiple MLLM benchmarks. The visual encoder size is L/14, the LLM used is LLaMA-3, and all results are
reproduced by us.

ViT MME-Cognition MME-Perception MMMU MM-VET GQA ChartQA POPE NoCaps TextVQA

OpenAI-CLIP 295.4 1433.5 37.8 34.7 57.5 13.2 83.8 92.1 56.8
CLIPS 326.4 1416.6 38.2 35.8 60.3 14.2 86.7 102.5 57.6

CLIPS in LLaVA. To assess the visual repre-547

sentation capabilities of our pre-trained model, we548

integrate the CLIPS visual encoder into LLaVA-549

1.5 (Liu et al., 2024a) and evaluate its performance.550

Specifically, we replace the original OpenAI-CLIP-551

L/14 visual encoder with our CLIPS-L/14 and uti-552

lized LLaMA-3 (Dubey et al., 2024) as the lan-553

guage model. Since our pre-training employs im-554

ages at a smaller resolution, we fine-tune CLIPS-555

L/14 at a resolution of 336 × 336 to match the556

configuration of OpenAI-CLIP-L/14. We then eval-557

uate LLaVA’s performance on multiple multimodal558

large language model (MLLM) benchmarks, in-559

cluding MME (Fu et al., 2023), MMMU (Yue560

et al., 2024), GQA (Hudson and Manning, 2019),561

ChartQA (Masry et al., 2022), POPE (Li et al.,562

2023c), NoCaps (Agrawal et al., 2019), and563

TextVQA (Singh et al., 2019).564

The results summarized in Table 3 demon-565

strate that integrating CLIPS significantly enhances566

LLaVA’s performance across multiple metrics com-567

pared to using the original OpenAI-CLIP visual568

encoder. Specifically, out of the nine metrics eval-569

uated, substituting OpenAI-CLIP with our CLIPS570

leads to performance gains in eight metrics. No-571

tably, the most substantial improvements are ob-572

served on the NoCaps task, where performance573

increases by 10.4 points (from 92.1 to 102.5), and574

on the MME-Cognition task, with a boost of 31.0575

points (from 295.4 to 326.4). Collectively, these576

results confirm that the strong visual capabilities577

of our CLIPS effectively transfer to the multimodal 578

setting, enabling MLLMs to achieve a deeper un- 579

derstanding of visual content. This highlights the 580

potential of CLIPS as a general-purpose vision en- 581

coder for multimodal applications. 582

5 Conclusion 583

This work introduces CLIPS, with two simple and 584

effective changes to enhance vision-language pre- 585

training with synthetic captions. Our first design 586

in on the text encoder—by observing the strong 587

inverse effect in learning with short synthetic cap- 588

tion, we therefore feed only a portion of synthetic 589

caption for contrastive learning. Then, to fully 590

leverage the full synthetic caption, our second de- 591

sign incorporates an autoregressive captioner to 592

mimic the recaptioning process—conditioning on 593

the paired image input and web-crawled text de- 594

scription, the captioner learns to predict the full- 595

length synthetic caption generated by advanced 596

MLLMs. Experimental results show that CLIPS 597

significantly improves zero-shot performance in 598

cross-modal retrieval, reaching 76.4% and 96.6% 599

for text retrieval and 57.2% and 83.9% for image 600

retrieval on MSCOCO and Flickr30K, respectively, 601

setting new SOTA results. Moreover, the visual 602

encoder we trained strongly improves the visual ca- 603

pabilities of LLaVA, achieving notable gains across 604

multiple MLLM benchmarks. 605
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6 Limitations606

Although our method significantly advances visual-607

language representation learning, it still lacks fine-608

grained alignment at the token level. Additionally,609

while long texts play a role in generative learning,610

their direct application to contrastive learning re-611

mains underexplored. In the future, we will explore612

implementing a fine-grained alignment framework,613

making fuller use of synthetic captions, and em-614

ploying visual encoders with improved representa-615

tions to achieve more powerful MLLMs.616
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A Additional Ablation Studies 903

A.1 Components. 904

We hereby ablate the effects of different design 905

components—sub-caption strategy, multi-positive 906

contrastive loss, and generative loss—in CLIPS. 907

We use the Recap-CLIP-B/16 model with a mixed 908

ratio of 0.6 (Li et al., 2024a) as our baseline and 909

examine how these components contribute to im- 910

provements in cross-modal retrieval performance 911

on the MSCOCO dataset and classification accu- 912

racy on ImageNet. We first introduce sub-caption 913

extraction for the remaining 40% of synthetic cap- 914

tions under the given setting. As reported in the 915

second row of Table 4, this strategy enhances the 916

model’s cross-modal retrieval performance; but it 917

also leads to a slight accuracy drop on ImageNet, 918

possibly due to the reduced informational content 919

in the synthetic sub-captions. Subsequently, we 920

incorporate the multi-positive contrastive loss. By 921

engaging in contrastive learning with both the orig- 922

inal captions and the synthetic sub-captions, this 923

approach facilitates the establishment of a more 924

robust one-to-many relationship between images 925

and captions. As a result, we observe substantial 926

and consistent improvements in both cross-modal 927

retrieval performance and ImageNet accuracy. Fi- 928

nally, we introduce the generative loss, which in- 929

volves reconstructing the full synthetic captions 930

based on the images and the original web-crawled 931

captions. This addition consistently benefits all 932
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Table 4: Ablation study on components (Zero-shot Per-
formance): SC = Sub-caption, MP = Multi-positive
Contrastive Loss, GL = Generative Loss. I→T = Image-
to-Text Retrieval, T→I = Text-to-Image Retrieval, both
are MSCOCO’s R@1.

Component I→T T→I IN1K

Baseline 63.1 43.1 69.0
+ SC 64.5+1.4% 44.7+1.6% 68.4−0.6%

+ SC & MP 67.1+4.0% 46.0+2.9% 69.4+0.4%

+ SC & MP & GL 68.8+5.7% 48.2+5.1% 70.2+1.2%
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Figure 4: Ablation study on input and output token
lengths. (a) pads a single sub-caption to different input
lengths. (b) keeps the input valid token length constant
and varies the target output token length. Performance
is measured by R@1 of I→T on MSCOCO.

evaluated metrics. Specifically, when compared933

to the original baseline, this final configuration934

yields an improvement of +5.7% in image-to-text935

retrieval, +5.1% in text-to-image retrieval, and936

+1.2% in ImageNet accuracy.937

A.2 Single sub-caption.938

In Section 3, we observe that the sequence length939

of the input text is a key factor affecting contrastive940

learning performance, with semantic continuity941

also playing a role. As randomly sampling multiple942

sub-captions and then truncating them can intro-943

duce semantic discontinuity, we hereby explore944

how randomly sampling a single sub-caption and945

padding it to different lengths affects model perfor-946

mance. As shown in Figure 4a, increasing the input947

sequence length leads to improvements in model948

performance up to a certain point. This suggests949

that contrastive learning benefits from longer effec-950

tive input lengths and that moderate padding can951

enhance performance. However, when the number952

of input tokens reaches 128, performance begins953

to decline, indicating that excessive padding may954

interfere with the model’s ability to learn effective955

representations.956

Table 5: Ablation study on generation target (Zero-shot
R@1 Retrieval Performance). Synthetic captions bring
more significant performance improvements when used
as generation targets.

Generation Target MSCOCO Flickr30K

I→T T→I I→T T→I

Web captions 55.9 36.9 88.1 85.0
Synthetic captions 58.4+2.5% 38.8+1.9% 90.2+2.1% 87.3+2.3%

A.3 Generation target. 957

We explore how using text from different sources 958

as generation targets affects model performance, 959

as presented in Table 5. In these experiments, 960

we maintain the use of web-crawled captions for 961

contrastive learning but introduce an additional 962

text batch for varying the generation target. Com- 963

pared to the default setup in CoCa, where the web- 964

crawled caption is set as the prediction target, our 965

findings reveal that switching to synthetic captions 966

as generation targets leads to significant perfor- 967

mance improvements in cross-modal retrieval. This 968

result underscores the rationale for selecting com- 969

plete synthetic captions as prediction targets: their 970

richer knowledge and smoother semantic distribu- 971

tion make them ideal for modeling, thereby achiev- 972

ing stronger performance gains. 973

A.4 Generated sequence length. 974

We further examine how varying the lengths of gen- 975

erated sequences impact model performance while 976

keeping the effective input length fixed. Due to the 977

short length of the original captions, we rely en- 978

tirely on synthetic captions to train CoCa.To main- 979

tain consistency in contrastive learning, we sample 980

a single sub-caption and pad it to different lengths 981

to preserve the effective text length, while explor- 982

ing the impact of output lengths by adjusting the 983

autoregressive label length. The experimental re- 984

sults are presented in Figure 4b. We find that model 985

performance tends to improve as the generated se- 986

quence length increases. This observation further 987

confirms that long sequences are suitable for gener- 988

ative learning. 989

A.5 Fusion Type and Conditioning Strategy 990

In the context of generative learning, we hereby ex- 991

plore the impact of various conditioning modalities 992

and fusion methods. Specifically, we employ con- 993

catenation and cross-attention as fusion types and 994

examine the model’s retrieval performance when 995

conditioned on either the image alone or a com- 996

bination of image and text. The experimental re- 997
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Table 6: Ablation study on fusion types and condi-
tions. Concat denotes concatenating condition tokens
and learnable tokens as the input. Img&Txt denotes
concatenating image tokens and global text tokens as
conditions.

Fusion type Condition MSCOCO

Concat Cross_attn Img Img&Txt I→T T→I

✓ ✓ 67.8 47.1
✓ ✓ 68.8 48.2

✓ ✓ 68.3 47.4
✓ ✓ 68.3 48.2

sults are reported in Table 6. Our findings indi-998

cate that integrating image and text—whether by999

using self-attention after concatenation or by apply-1000

ing cross-attention directly—consistently enhances1001

model performance. Regarding the fusion tech-1002

niques, cross-attention performs better when using1003

the image alone as the condition, whereas concate-1004

nation slightly outperforms cross-attention when1005

both image and text are used as conditions. Based1006

on these results, we therefore choose concatenation1007

as the default fusion type in our main experiments,1008

with both image and text as conditions, to achieve1009

the best performance.1010

A.6 Effect of Causal Masking1011

Causal mask. In CoCa, the text encoder uses a1012

causal mask to ensure that the model processes text1013

sequentially. However, we find that the causal mask1014

is not essential in our CLIPS; in fact, removing it1015

can enhance model performance. Specifically, in1016

Table 7, we explore the impact of the causal mask,1017

learnable tokens, and input content on the model’s1018

efficacy. When utilizing the causal mask, we ex-1019

amine two settings: first prediction and random1020

prediction. In the first prediction setting, the model1021

uses the first sub-caption to predict the complete1022

synthetic caption, whereas in the random predic-1023

tion setting, it uses a randomly selected sub-caption.1024

Our results indicate that, in both settings, the use1025

of causal masks leads to a decrease in model per-1026

formance. We hypothesize that this is because, in1027

contrastive learning, capturing a strong global rep-1028

resentation is more crucial than focusing on local1029

features. This global representation also facilitates1030

effective text reconstruction by the text decoder.1031

B Experiment Details1032

We provide detailed pre-training and fine-tuning1033

hyperparameters in Table 8. Except for settings1034

specific to our method, all other parameters follow1035

Table 7: Discussion about causal mask. L-tokens repre-
sents learnable tokens, and content represents the input
text.

Causal mask L-tokens Content MSCOCO

w/ w/o w/ w/o first random I→T T→I

✓ ✓ None None 68.8 48.2
✓ ✓ None None 67.8 47.6
✓ ✓ ✓ 66.8 46.2
✓ ✓ ✓ 67.6 47.4

Recap-DataComp-1B (Li et al., 2024a). The hyper- 1036

parameters for Large-14 and Huge-14 in the SOTA 1037

experiments are listed in Table 9.

Table 8: Hyperparameters for Pretraining and Finetun-
ing

Hyperparameter Pretraining Finetuning

Learning rate 8× 128× 10−6 4× 64× 10−7

Batch size 32768 16384
Optimizer AdamW (β1 = 0.9, β2 = 0.95)
Weight decay 0.2 0.2
Number of epochs 2000 100
Warm-up steps 40 20
CLIP-loss-weight 1 1
Caption-loss-weight 2 2
Input token length 80 80
Output token length 128 128
Resolution 112 224
temperature-init 1/0.07 1/0.07

1038
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Table 9: Hyperparameters for SOTA Experiments

Hyperparameter Pretraining Fine-tuning

Learning rate 8× 128× 10−6 4× 64× 10−7

Batch size 32768 16384
Optimizer AdamW (β1 = 0.9, β2 = 0.95)
Weight decay 0.2 0.2
Number of epochs 10000 400
Warm-up steps 40 20
CLIP-loss-weight 1 1
Caption-loss-weight 2 2
Input token length 80 80
Output token length 128 128
Resolution 84 224
temperature-init 1/0.07 1/0.07
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