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Abstract
The chain of thought is fundamental in Trans-
formers, which is to perform step-by-step reason-
ing. Besides what intermediate steps work, the
order of these steps critically affects the difficulty
of the reasoning. This study addresses a novel
task of unraveling chain of thought—reordering
decoder input tokens to a learning-friendly se-
quence for Transformers to learn arithmetic tasks.
The proposed pipeline first trains a Transformer
on a mixture of target sequences arranged in dif-
ferent orders and then identifies benign orders
as those with fast loss drops in the early stage.
As the search space grows factorially with se-
quence length, we propose a two-stage hierarchi-
cal approach for inter- and intra-block reordering.
Experiments on four order-sensitive arithmetic
tasks show that our method identifies a learning-
friendly order out of a few billion candidates. No-
tably, on the multiplication task, it recovered the
reverse-digit order reported in prior studies.

1. Introduction
Autoregressive generation is central to the success of the
Transformer (Vaswani et al., 2017) in reasoning tasks, which
leads to many successes of the end-to-end learning of arith-
metic and hard symbolic computations, such as (Lample
& Charton, 2020; Charton, 2022; Kera et al., 2024; 2025;
Alfarano et al., 2024; Wenger et al., 2022; Li et al., 2023a;b).
The autoregressive nature makes each reasoning step con-
ditioned on the preceding context, and careful design of
intermediate reasoning steps, such as chain of thought (Wei
et al., 2022), guides the model’s reasoning toward the final
answer of the target problem. For example, it has been
known that learning the parity function—the prediction of
the parity of the input bit string—is challenging (Shalev-
Shwartz et al., 2017; Hahn & Rofin, 2024). However, Kim
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& Suzuki (2025) recently has shown that the step-by-step
prediction of the parity of the first k bits with k = 1, 2, . . .,
makes the learning successful.

One important yet underexplored aspect is the order of the
chain of thought—not only which steps to include, but also
the order in which they are arranged can greatly impact
learning. For example, Shen et al. (2023) has shown that
the Transformer learns multiplication of two integers with
better generalization to larger integers (i.e., those with more
digits) when the product is generated from least to most
significant digits (cf. Figure 1). While this particular case
can be explained by the carries, which flow from least to
most significant digits, a systematic way of determining
a learning friendly order of the chain of thought remains
unknown.

In this study, we address a new task of reordering decoder
input tokens, or unraveling chain of thought presented in
an unfriendly order, for better reasoning, particularly in
arithmetic tasks. Exploiting the observation that neural
networks tend to learn from easy to hard instances dur-
ing training (Arpit et al., 2017; Forouzesh & Thiran, 2024;
Swayamdipta et al., 2020), we train a Transformer on a mix-
ture of target sequences in different orders and identify those
that lead to a faster loss drop in the early stages of training.
To better handle longer sequences, we propose a two-stage
hierarchical approach, where the global stage finds block-
level orders, while the local stage reorders tokens within
each block.

The experiments demonstrate that the proposed method
successfully reorders the target sequences. We designed
three arithmetic tasks that are relatively easy to compute
with the (input and) target sequence in the forward order
but not with other orders. Starting from random orders,
the proposed method succeeds up to thirteen tokens (i.e.,
13! > 6× 109 permutations), increasing the success rate of
arithmetic computation from approximately 10 % to 100 %.
We also applied our method to the multiplication task in
(Shen et al., 2023) and successfully rediscovered the reverse
orders.

Our contributions are summarized as follows:

• We address a novel task of unraveling chain of thought
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to reorder the target tokens so that the learning be-
comes more successful for in-distribution samples and
generalizable to out-distribution samples.

• We propose a method that efficiently determines
learning-friendly orders from the loss profile at the
early stage of training. Empirically, this filters a few
thousand candidates in a single epoch, and combined
with a hierarchical strategy, the best order can be found
out of a few billion candidates.

• We introduce order-sensitive arithmetic tasks using
non-injective maps and present extensive experiments,
where the proposed method is evaluated when starting
with random permutations and partially sorted ones.
Not only on the proposed tasks but also recovered the
previously reported orders in the multiplication task.

2. Related work
Transformers for mathematical tasks. Transformers
have recently been applied to mathematical problem-solving
with encouraging results. (Lample & Charton, 2020) has
demonstrated that a Transformer can carry out integral cal-
culus with a high success rate, opening the possibility that
sequence-to-sequence models can handle algebraic tasks.
Since that study, applications have expanded to arithmetic
(Charton, 2022), linear algebra (Charton, 2022), computa-
tional algebra (Kera et al., 2024; 2025), and coding theory as
well as cryptography (Wenger et al., 2022; Li et al., 2023a;b).
One reason behind these successes is the autoregressive gen-
eration scheme. Although theory has suggested that learning
high-sensitive functions such as parity is difficult (Hahn &
Rofin, 2024), recent work achieved a high success rate on
parity tasks by applying chain of thought prompting (Wei
et al., 2022; Kojima et al., 2022; Chen et al., 2023; Yao et al.,
2023; Zhang et al., 2024) to arithmetic and by exploiting the
generated output tokens effectively (Kim & Suzuki, 2025).
Positional encoding is also crucial for arithmetic problems;
prior work (Jelassi et al., 2023) has shown that relative-
position and abacus-style embeddings improve generaliza-
tion to out-of-distribution data. These studies collectively
show that task-specific representations and positional en-
codings strongly influence performance. In particular, prior
work (Shen et al., 2023) analyzed in detail how digit order
affects multiplication success rate and demonstrated that
generating digits from the least significant position upward
raises the success rate; however, the ordering was chosen
heuristically rather than by an automated procedure. Sys-
tematic optimization of the output order itself in arithmetic
tasks remains unaddressed. This study is the first to explo-
ratively optimize the output-sequence permutation for each
task, automatically discovering a learning-friendly target
order.

Training tendencies of DNNs. The observation that
DNNs can be trained even on randomly assigned la-
bels—while still achieving excellent generalization on real
data—led to a line of research into how models adapt to data
during training (Zhang et al., 2017). (Arpit et al., 2017) has
experimentally shown that networks first pick up simple reg-
ularities between inputs and labels and only later transition
to memorizing harder, noise-like examples. More broadly,
DNNs are known to learn easy instances in a dataset before
gradually fitting the more difficult ones; in image domains,
this behavior is often referred to as spectral bias (Rahaman
et al., 2019). This property is now widely exploited in cur-
riculum learning (Jiang et al., 2018; Han et al., 2018; Bal-
dock et al., 2021) and data-quality control (Swayamdipta
et al., 2020). For example, integrating each sample’s learn-
ing curve can reveal mislabeled data (Forouzesh & Thiran,
2024). Most prior work, however, analyzes such dynamics
by injecting noise directly into the target labels themselves.
In contrast, this study focuses on the ordering of the target
sequences. The dataset is rearranged with multiple permuta-
tion matrices, and the model is trained on these reordered
versions to investigate how sequence order affects learning.

3. Unraveling Chain-of-Thought
Let SL be the symmetric group of order L, i.e., the set of
all permutations over {1, . . . , L}. We address a problem of
discovering a permutation π ∈ SL over the token sequence
(of length L) to the Transformer decoder that improves the
overall learning effectiveness of the Transformer.

The Transformer decoder generates output sequences in an
auto-regressive manner. It is widely known—especially in
the context of chain-of-thought prompting—that the order
of generation can have a crucial impact on the reasoning
ability of Transformers. For example, Figure 1 shows that,
in the task of multiplying two integers, the digits of the
target integer (each treated as a token) should be presented
in reverse order—from lower to higher digits—because this
allows the Transformer to compute carries step by step.

More generally, for example, let X = [x1, . . . , xL] be
a sequence of numbers, which is the input sequence to
the Transformer. If the target sequence is defined by a
map f(x, y) that is non-injective with respect to y (e.g.,
f(x, y) = max{x + y, 0}) as Y = [y1, . . . , yL] with
y1 = x1 and yi+1 = f(xi + yi) for i > 1, learning from
reverse order Y r = [yL, . . . , y1] is significantly harder than
that from the forward order because of non-injective f(x, y).

We now introduce our formal problem setup as well as its
challenges.

Formulation. Let Σ be the set of all tokens. We denote
the set of all finite token sequences by Σ∗ and its restriction
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Figure 1. Success rates for the multiplication of two integers. Ma-
trix rows and columns indicate the number of digits in each
operand. Evaluation is conducted with 100 samples for each digit
position. (a) Model trained with the standard (forward) order. (b)
Model trained with the reverse order.

to length-L sequences by ΣL. Let Tθ : Σ∗×ΣL → ΣL be a
Transformer with parameter θ. Hereinafter, we assume that
the target sequence length is fixed. Now, let (X,Y ) ∼ D be
an input–target sequence pair (X,Y ) with |Y | = L from a
joint distribution D. The empirical risk minimizer (ERM)
θERM with finite sample set D = {(Xi, Yi)}mi=1 and permu-
tation π ∈ SL is

θπERM = argmin
θ

1

m

m∑

i=1

ℓ(Tθ, Xi, π(Yi)), (3.1)

with ℓ denotes a loss function. Our goal is to discover a
permutation π that minimizes the expected risk:

π∗ = arg min
π∈SL

E(X,Y )∼D
[
ℓ
(
Tθπ

ERM
, X, π(Y )

)]
. (3.2)

A permutation π(Y ) of a target sequence Y =
[y1, . . . , yL] ∈ ΣL can be represented as a matrix product
Y P , where P ∈ {0, 1}L×L is a permutation matrix.

Challenges. The optimization over permutations is chal-
lenging because one has to test all possible permutations,
the number of which is L! for those over {1, ..., L}. One
may introduce a soft permutation matrix P̃ ∈ [0, 1]L×L and
perform empirical risk minimization jointly over θ and P̃ ;
namely,

min
θ,P̃

1

m

m∑

i=1

ℓ(Tθ, Xi, YiP̃ ). (3.3)

However, as shown in Figure 2, such an approach leads to an
immediate loss drop at the early stage of training, because
the soft permutation P̃ causes information leakage from
future tokens; each token in YiP is a soft mixture of all the
tokens in Y , which undermines the next-token prediction.
Introducing an additional loss that strongly penalizes non-
dominant entries in P̃ and encourages it to approximate a

(a) Eval loss curve (b) Optimized Permutation

Figure 2. (a) Training-loss curves for a vanilla Transformer (blue)
and for a model trained with soft-permutation optimization (red).
The permutation-trained model’s loss drops rapidly, far more
steeply than in standard training. (b) Permutation matrix learned
during permutation training. Sparse off-diagonal weights clustered
around the main diagonal indicate leakage from future tokens.

hard permutation matrix P can mitigate such leakage. How-
ever, training over nearly hard permutation matrices induces
a highly non-convex loss surface, and the optimization pro-
cess is prone to getting trapped in local minima (Mena et al.,
2018; Jang et al., 2017).

Analysis of attention sparsity. To address the challenges
of permutation optimization, we undertake a more detailed
analysis. Intuitively, when the target order is learning-
friendly, the causal structure of the sequence is broken:
more input and output tokens become relevant to predicting
the next token. Conversely, for an learning-friendly order
we expect the attention map to be sparser.

Let the query and key matrices be Q,K ∈ RL′×demb , where
L′ is the decoder-input length and demb the embedding
dimension. The self-attention weights are

A = Softmax

(
QK⊤
√
demb

)
∈ RL′×L′

, (3.4)

where Softmax(·) is applied row-wise. Because each row
of A = (aij)ij is a probability vector, we define the mean
sparsity S by the Shannon entropy:

S = − 1

L′

L′∑

i,j=1

aij log aij . (3.5)

We compute S for models trained on both the forward
(learning-friendly) and reverse (learning-unfriendly) orders
of the order-sensitive tasks (Section 5.1). Table 1 shows that
the forward order consistently yields lower S, and—since
a smaller S directly means higher sparsity—this confirms
that learning-friendly orders produce sparser attention. Rep-
resentative heat maps are provided in Appendix A.
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Table 1. Attention sparsity S across target orders. A smaller value
of S indicates greater sparsity.

Task Target length Sparsity

Forward Reverse

RELU
L = 20 1.160 1.640
L = 50 1.462 4.319
L = 100 1.687 3.195

SQUARE-19
L = 20 1.117 1.531
L = 50 1.773 1.914
L = 100 1.407 1.990

INDEX
L = 13, d = 2 0.848 2.574
L = 13, d = 4 0.887 1.486
L = 13, d = 8 1.116 1.596

Because S is derived from the learned attention weights, it
is independent of the language-model loss and can serve as
an orthogonal diagnostic metric. We also experimented with
optimizing permutations under an additional sparsity regu-
larizer that rewards low-entropy attention (cf. Appendix B).
Even with this bias, the optimizer failed to discover the
learning-friendly order and instead converged to interleaved
permutations, suggesting that sparsity alone is insufficient
to solve the permutation search in difficult regimes.

4. Proposed Method
We introduce our strategy for discovering a suitable permu-
tation of target token sequences. The key idea is to leverage
a characteristic of the training dynamics of deep neural net-
works: they tend to learn easy samples in the early stages of
training, and gradually adapt to harder samples later. This
phenomenon has been reported in several contexts in the
literature, such as (Arpit et al., 2017) for learning with noisy
labels and (Baldock et al., 2021) for identifying difficult
examples.

We exploit this property by training a Transformer for a
few epochs on a dataset with various orders in mixture
and identify learning-friendly orders as “easy samples,” for
which loss drops faster.

More formally, let D = {(Xi, Yi)}mi=1 and D′ =

{(X ′
i, Y

′
i )}m

′
i=1 be training and validation sets, respectively.

Let P = {P1, . . . , PT } be the set of T candidate permuta-
tion matrices. Let DPt be the set D with reordered target
sequences by Pt, i.e., DPt = {(Xi, YiPt)}mi=1. We deter-
mine learning-friendly orders through the following loss
profiling.

P1. Let E ∈ N. Train a Transformer for E epochs on a
mixed dataset D̄ :=

⋃T
t=1 D

Pt . Let Tθ′ be the Trans-
former after training.

Local stage (Intra- and inter-block permutation)

=

Input: The best permutation from global stage
For                                  is block length                               
①. Intra-block permutation followed by loss profiling 
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Pg

l = 2, 3, . . . , →L/2↑

<latexit sha1_base64="5k43+4osRQNzLhPsY0soCfhaRrI=">AAAC9HichVHPaxNBFP66/qrxR6NeBC+DoSJY4kuUKoJQ9OJBJf2RNpItYXcziUsnu8vsZrEGL+LJm14K6kWlBxW89mrppf+AaK5eRDxG8OLBt5uF0hbrLDvvm++977038+xAuWFE1B8x9u0/cPDQ6OHckaPHjo/lT5ycD/2udmTV8ZWva7YVSuV6shq5kZK1QEurYyu5YC/dTPwLsdSh63tz0XIgFztW23NbrmNFTDXyFyqNtmnmlLguyhPi0oQwVdOPwsS2lO9rcftiWZg6xY18gYqULrEblDJQQLYqfr4PE034cNBFBxIeIsYKFkL+6iiBEDC3iB5zmpGb+iUeIcfaLkdJjrCYXeK9zad6xnp8TnKGqdrhKop/zUqBcfpM72hAm/SBftCff+bqpTmSXpbZ2kOtDBpjT0/P/v6vqsM2wv0t1Z49R2jhatqry70HKZPcwhnq44crg9lrM+O9c/SGfnL/r6lPG3wDL/7lrE7LmZd7ZG8i5qwB+7a/yoOd7wIhv9VfPNb0vLZCT+gevacvtEbfaXD3K93hCjkecmnnSHeD+XKxNFmcnL5cmLqRjXsUZ3AW53mmVzCFW6igytWfYQ2fsG7ExivjrbE6DDVGMs0pbFvGx79FzbQM</latexit>

Pg

l = 2, 3, . . . , →L/2↑

<latexit sha1_base64="FQVpaz9mdZT/ua9aydjk9nvXl64=">AAACynicSyrIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKBQfE58QLKBvoGYCBAibDEMpQZoCCgHyBmwwxDCkM+QzJDKUMuQypDHkMJUB2DkMiQzEQRjMYMhgwFADFYhmqgWJFQFYmWD6VoZaBC6i3FKgqFagiESiaDSTTgbxoqGgekA8ysxisOxloSw4QFwF1KjCoGlw1WGnw2eCEwWqDlwZ/cJpVDTYD5JZKIJ0E0ZtaEM/fJRH8naCuXCBdwpCB0IXXzSUMaQwWYLdmAt1eABYB+SIZor+savrnYKsg1Wo1g0UGr4HuX2hw0+Aw0Ad5ZV+SlwamBs3GY3oKQxnQ1AKgHGqoVKCHC4NC6qPoWU1FBpMiphu0GEQarDK4brDd4LnBZ78bBr5AG7iAkWyIHqWYjDAjPUMzPbNAE2UHJ2h0czBIMygxaADj1JzBgcGDIYAhFGh7OkMvwzSG6Uw+TEVMlUzVEKVMjFA9wgwogKkFAIe7phM=</latexit>

Pl

<latexit sha1_base64="foyGdxdjPeuPzYl83d4luqhj0PM=">AAACzXicSyrIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKhcUkp+SXFMcLKBvoGYCBAibDEMpQZoCCgHyBmwwxDCkM+QzJDKUMuQypDHkMJUB2DkMiQzEQRjMYMhgwFADFYhmqgWJFQFYmWD6VoZaBC6i3FKgqFagiESiaDSTTgbxoqGgekA8ysxisOxloSw4QFwF1KjCoGlw1WGnw2eCEwWqDlwZ/cJpVDTYD5JZKIJ0E0ZtaEM/fJRH8naCuXCBdwpCB0IXXzSUMaQwWYLdmAt1eABYB+SIZor+savrnYKsg1Wo1g0UGr4HuX2hw0+Aw0Ad5ZV+SlwamBs3GY3oKQxnQ1AKgHGqoVKCHC4NC6qPoWU1FBpMiphu0GEQarDK4brDd4LnBZ78bBr5AG7iAkWyIHqWYjDAjPUMzPbNAE2UHJ2h0czBIMygxaADj1JzBgcGDIYAhFGh7FsMEhpkMs5j8mUqZapjqIEqZGKF6hBlQAFM7AELkp48=</latexit>· · ·
Get the lowest-loss        from

<latexit sha1_base64="3cZ6eixU0jDj+GPn9x21lmp6AO0=">AAADRXichVFLb9NAEB6bVwiPpuWCxGUhKuJQhXFalapSpQouHAClKWmD4taynU1YdWNbthNRTC6IE0culeAEEgfgB/ADOMAfQJBrL6iqOKWCCxKMHZeorSjrx8x+830zszuWJ0UQIvYU9cjRY8dPZE5mT50+c3YkNzq2FLht3+YV25WuX7XMgEvh8EooQsmrns/NliX5srV2I44vd7gfCNe5G657fKVlNh3RELYZEmTkHpWMpq5nJZtjxQk2OcF0WXfDILYN6bo+u3W1yHQ/8YmnW6Jptz0jEnNadzUakuQuqcv0iJUMWV6NRNfQhgn/YpG8SCR6dSOXxwImix10tNTJQ7pKbq4HOtTBBRva0AIODoTkSzAhoKcGGiB4hK1ARJhPnkjiHLqQJW2bWJwYJqFr9G/SrpaiDu3jnEGitqmKpM8nJYNx/IxvsI+f8B1u4a9/5oqSHHEv62StgZZ7xsjT84s//6tqkQ3h/lB1aM8hNGAm6VVQ716CxKewB/rOw43+4mx5PLqMr3Cb+n+JPfxAJ3A6O/brBV5+cUj2OnQoq0exvbfyYP+9AOObteePfXxW3cAneA/f4hd8j9+wf+cr3qYKWRqytn+kB52lYkGbLkwvTOXnr6fjzsAFuARXaKbXYB5uQgkqVH1TySijypj6Uf2u7qg/BlRVSTXnYM9Sf/8B5QbRJA==</latexit>

Pg

l = 2, 3, . . . , →L/2↑
→L/l↑⋃

i=1

{PlR
i
1, . . . , PlR

i
l!}

<latexit sha1_base64="gm2X5QJ8f0oR/+QeYBri5sTpXHo=">AAADo3ichVHLbtNAFL2ueZTwaIANEpuBKAiJKlwHVBBSpQg2SDyUpE0bFKeW7UzCqBPbsp2IYnmDWLFkUwlWILEAPoAPYMMPIAhLNgixDBIbFlw7oemLMn7MnTPnnHtnruVJEYSIA2VK3bf/wMHpQ5nDR44em8keP7EUuD3f5jXbla5ft8yAS+HwWihCyeuez82uJfmytXoj2V/ucz8QrrMYrnm82TU7jmgL2wwJMrJfykZH1zOSzbPiLLs0y3TZcsMgmdvSdX12+2KR6X4aE0+3RMfueUYk5rV4JZqQ5F9SzPSIlQ1ZXYlEbGgTww0skmeIRK+eKdPighYnxqmoYmhk6vmiy+PZEVDcBGyyqhi7Jt8gUwIjm8MCpoPtDLRxkIPxKLvZAejQAhds6EEXODgQUizBhICeBmiA4BHWhIgwnyKR7nOIIUPaHrE4MUxCV+nfoVVjjDq0TjyDVG1TFkmfT0oGefyIr3GIH/Atfsff//SKUo+kljWarZGWe8bMk1MLv/6r6tIcwv2Jas+aQ2jD1bRWQbV7KZKcwh7p+w/XhwvXqvnoHL7EH1T/CxzgezqB0/9pv6rw6vM93FvQJ1eP9rbeyoPt9wKMf208e+Tj0/o6PsZ7+AY/4Tv8hsO7n/EOZchQk7XtLd0ZLBUL2lxhrnI5V7o+bvc0nIazcJ56egVKcBPKUANbKSltxVU8Na/eUqvq4og6pYw1J2HLUJt/AJx+8JE=</latexit>

Pg

l = 2, 3, . . . , →L/2↑
→L/l↑⋃

i=1

{PlR
i
1, . . . , PlR

i
l!}

Pl+1

{PlQ
↓
1, PlQ

↓
2, . . . , PlQ

↓
→L/l↑}

<latexit sha1_base64="nQ1Laj2BlkejZTMfnpyuiclKPSQ=">AAADHnichVG/b9NAFH41v0r40QALEovbqKiVqvBcoYKYKlgYCkpa0gbFxbKdSzn17LPOl4hiZUFMjCyVygJIDIU/oAMjEmJBTIhmhAVBxyCxdODFsYSaivIs3333vfe99+6eFwkea8TOkHHo8JGjx4aP506cPHV6JH/m7GIsm8pnFV8KqaqeGzPBQ1bRXAtWjRRzA0+wJW/1Rs+/1GIq5jK8o9cithy4KyFvcN/VRDn5ip2YJUeU7yV2pHjA2o41NUBMT5m2qEsdDzqSCVs0hJTKnLskTFuleHK0bbedfAGLmJq5H1gZKEBmJZnvgA11kOBDEwJgEIImLMCFmL4aWIAQEbcMCXGKEE/9DNqQI22TohhFuMSu0rpCp1rGhnTu5YxTtU9VBP2KlCaM42fcxC5+wDf4A3f/mStJc/R6WaPd62tZ5Iw8Ob/w+7+qgHYN9/+qDuxZQwOupr1y6j1Kmd4t/L6+9XC9u3Btfjy5iC9xh/p/gR18RzcIW7/8V2U2/+yA7HVoUdaIfHtf5cHgu4DJvtU2Hil8Wl3Hx3gXX+MX3MLv2L29jbeoQo6GbA2OdD9YnC5aM8WZ8uXC7PVs3MNwAcZggmZ6BWbhJpSgQtXfwlf4CTvGc+O98dH41A81hjLNOdhjxvYfcYzHLw==</latexit>

{PlQ
→
1, PlQ

→
2, . . . , PlQ

→
(↑L/l↓)!}

Global stage (Block-level permutation)

=

Input:  <latexit sha1_base64="dQv3Y/uqgXOAr/kY57TsWuqcm2I=">AAAC83ichVG9axRREP9loyaeHzm1EWwWj4hIOGaDJCIIQRsb5fJxycltWHb3XpIlbz/YfXckLteIlZXYBExl0ELFVksFG/8B0WttRCxPsLFwdm9BkpA4j/fezG/mNzPvjRNJL1FEvSFt+MjRYyOjx0snTp46PVY+c3YxCduxK+puKMO44diJkF4g6spTUjSiWNi+I8WSs34r8y91RJx4YbCgNiOx7NurgbfiubZiyCpfMX1brbm2TGtdi/QbupnqNcuY4GNyQjdlK1RJZiyYXatcoSrlou9XjEKpoJBaWO7BRAshXLThQyCAYl3CRsKrCQOEiLFlpIzFrHm5X6CLEnPbHCU4wmZ0nc9VtpoFGrCd5UxytstVJO+YmTrG6TO9pD59otf0g/4cmCvNc2S9bPLtDLgissYenZ///V+Wz7fC2j/WoT0rrOBa3qvHvUc5kr3CHfA797f689fnxtNLtEM/uf9n1KOP/IKg88t9MSvmtg/J3kKHs0bs2/0rG3v/Bbr41nz6IKYnjS16SPfoFX2hd/Sd+ne/0h2uUOIhG3tHul9ZnKwaU9Wp2auVmZvFuEdxARdxmWc6jRncRg11rv4Yb/EeH7S2tq3taM8HodpQwTmHXaK9+QuuhrQz</latexit>P0 = {P1, P2, . . . , PT }
For                       <latexit sha1_base64="/vOmBQ8X0T2WdsEf+sTPA2gl1bI=">AAAC2nicSyrIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQsIZtsa6igY6SjE5KTklxTrKHjHCygb6BmAgQImwxDKUGaAgoB8gZsMMQwpDPkMyQylDLkMqQx5DCVAdg5DIkMxEEYzGDIYMBQAxWIZqoFiRUBWJlg+laGWgQuotxSoKhWoIhEomg0k04G8aKhoHpAPMrMYrDsZaEsOEBcBdSowqBpcNVhp8NnghMFqg5cGf3CaVQ02A+SWSiCdBNGbWhDP3yUR/J2grlwgXcKQgdCF180lDGkMFmC3ZgLdXgAWAfkiGaK/rGr652CrINVqNYNFBq+B7l9ocNPgMNAHeWVfkpcGpgbNxmN6CkMZ0NQCoBxqqFSghwuDQuqj6FlNRQaTIqYbtBhEGqwyuG6w3eC5wWe/Gwa+QBu4gJFsiB6lmIwwIz1DMz2zQBNlBydodHMwSDMoMWgA49ScwYHBgyGAIRRoeznDXIZlDMuZYpiamDqZuiFKmRiheoQZUADTFAD8oapx</latexit>

k = 1, 2, . . . , K

①. Expand each         with block-permutation<latexit sha1_base64="RLoXO5VQluWtU+3E4EAoVNg6Spk=">AAAC2nicSyrIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKxQsIxuQmlmQkJ+ZUB9TGV2frGtbGCygb6BmAgQImwxDKUGaAgoB8gZsMMQwpDPkMyQylDLkMqQx5DCVAdg5DIkMxEEYzGDIYMBQAxWIZqoFiRUBWJlg+laGWgQuotxSoKhWoIhEomg0k04G8aKhoHpAPMrMYrDsZaEsOEBcBdSowqBpcNVhp8NnghMFqg5cGf3CaVQ02A+SWSiCdBNGbWhDP3yUR/J2grlwgXcKQgdCF180lDGkMFmC3ZgLdXgAWAfkiGaK/rGr652CrINVqNYNFBq+B7l9ocNPgMNAHeWVfkpcGpgbNxmN6CkMZ0NQCoBxqqFSghwuDQuqj6FlNRQaTIqYbtBhEGqwyuG6w3eC5wWe/Gwa+QBu4gJFsiB6lmIwwIz1DMz2zQBNlBydodHMwSDMoMWgA49ScwYHBgyGAIRRoeznDXIZlDMuZYpiamDqZuiFKmRiheoQZUADTFACQJqxT</latexit>Pk→1

<latexit sha1_base64="foyGdxdjPeuPzYl83d4luqhj0PM=">AAACzXicSyrIySwuMTC4ycjEzMLKxs7BycXNw8vHLyAoFFacX1qUnBqanJ+TXxSRlFicmpOZlxpaklmSkxpRUJSamJuUkxqelO0Mkg8vSy0qzszPCympLEiNzU1Mz8tMy0xOLAEKhcUkp+SXFMcLKBvoGYCBAibDEMpQZoCCgHyBmwwxDCkM+QzJDKUMuQypDHkMJUB2DkMiQzEQRjMYMhgwFADFYhmqgWJFQFYmWD6VoZaBC6i3FKgqFagiESiaDSTTgbxoqGgekA8ysxisOxloSw4QFwF1KjCoGlw1WGnw2eCEwWqDlwZ/cJpVDTYD5JZKIJ0E0ZtaEM/fJRH8naCuXCBdwpCB0IXXzSUMaQwWYLdmAt1eABYB+SIZor+savrnYKsg1Wo1g0UGr4HuX2hw0+Aw0Ad5ZV+SlwamBs3GY3oKQxnQ1AKgHGqoVKCHC4NC6qPoWU1FBpMiphu0GEQarDK4brDd4LnBZ78bBr5AG7iAkWyIHqWYjDAjPUMzPbNAE2UHJ2h0czBIMygxaADj1JzBgcGDIYAhFGh7FsMEhpkMs5j8mUqZapjqIEqZGKF6hBlQAFM7AELkp48=</latexit>· · ·

②. Select nice orders via loss profiling

Get                                       (    perms)

<latexit sha1_base64="UlZCRp6QoSnhqSl4Qa2rAQXEpGk=">AAADCXichVE7bBNBEJ0cv2A+MdAgpTmwgiiCNYdQQFQWNGlA5yROjHzR6W69cVbe++hubRFO1yAq0tFEChVIIEGqVIlo01DQBnBLgxClkWgoGJ9PQkmUMKvdnXkzb2Z2xw2liBVib0Q7dvzEyVOjpwtnzp47P1a8cHE+DjoR4zUWyCCqu07MpfB5TQkleT2MuOO5ki+47fsD/0KXR7EI/Dm1EvJFz2n5YkkwRxFkFyuWK1qsE9qJqVvC1y3PUcvMkYmZ2kn7hpGmupWYVduY1C3ZDFQ8qZOVtK+kFnmswpxdLGEZM9EPKkaulCAXMyj2wIImBMCgAx5w8EGRLsGBmFYDDEAICVuEhLCINJH5OaRQIG6HojhFOIS26WyR1chRn+xBzjhjM6oiaUfE1GECd/Ed9vEjbuAP/HNoriTLMehlhW53yOWhPfb88uzv/7I8uhUs/2Md2bOCJbiT9Sqo9zBDBq9gQ373yVp/9u7MRHINX+NP6v8V9nCHXuB3f7E3VT7z8ojsTehS1pB8e3/l8f5/AZ1/a6w/jfBFfQ2f4SN8j19wC79j/+FXfEAVCjRkY/9IDyrzN8vGVHmqeqtUuZePexTG4Spcp5nehgpMgwk1qv4WPsEufNZWtU1tW/swDNVGcs4l2CPazl/ypL3u</latexit> ⋃

P→Pk→1

{PQ1, . . . , PQk!}

T
<latexit sha1_base64="pXtxI0JkB5EG+PaCY9qrFpQfrxE=">AAADInichVG9axRREJ+sH4nnR05tBJunR8QiHrMSoghC0MZG2UtyyYXbuOzuvVwe+/aD3XeHcdlGrCxtAlopWqh/gKWFjdiJiB5YCSIiaHGCjYVzewsxCcZ5vPdmfjO/mXlvnEiKRCH2RrRdu/fsHR3bV9p/4OCh8fLhIwtJ2IldXndDGcYNx064FAGvK6Ekb0Qxt31H8kXHuzzwL3Z5nIgwmFdrEV/27XYgVoRrK4Ks8pLp22rVtWVqZJZ3PTWjWPg8YxeZ6Yi224ms1GCmCNjfcal3Rs8yZqZGzdInmSlboUomGVmpdyIzyWOW5q1yBauYC9uu6IVSgUKMsNwDE1oQggsd8IFDAIp0CTYktJqgA0JE2DKkhMWkidzPIYMScTsUxSnCJtSjs01Ws0ADsgc5k5ztUhVJOyYmgwl8h0+wj6/wGX7F3//MleY5Br2s0e0MuTyyxu8cm/v1X5ZPt4LVDdaOPStYgfN5r4J6j3Jk8Ap3yO/eXO/PXZidSE/hQ/xG/T/AHr6kFwTdn+7jGp+9v0P2FnQpa0S+zb9yY+u/AOOfmvduxXi3sY63cQmf4nt8jl+wf+0DXqUKJRqyvnWk25WFs1V9ujpdm6rMXCrGPQbH4SScppmegxm4AgbUqfoL+Azf4Yf2SHutvdHeDkO1kYJzFDaJ9vEPeqHIfA==</latexit>

P →
k =

⋃

P↑Pk→1

{PQ1, . . . , PQk!}

T

<latexit sha1_base64="IwwOxBFCLczED71GqJoxNad7ZdQ=">AAADuXichVFLb9NAEB7XPEp4NMAFicuWqKiIEsYVKgiEVMGFC8hpkzQoLpbtbBLjp2wnohhfEHDgyKUSnEDiAPwAfgAX/gCCXLkgxAUpSFw4MHYs0bRKGWu9s9/M983sju7bZhghDoQpcc/effunDxQOHjp8ZKZ49Fg99HqBwWuGZ3tBQ9dCbpsur0VmZPOGH3DN0W2+plvX0/hanweh6bnVaMPn647Wcc22aWgRQWrxp+JoUdfQ7FhOVOtOrPiB6fCEXWWKbnaMnq/GMlNMl23Ni61zUpIwJZYrqrTAFLvlReECo1NszSYKRZRCldZk7VhOibK6uIWtVkfMMdbE5Fix27bnBax6ft46K52ZZUqQAXn9SWG1WMIyZsZ2OlLulCA32SsOQIEWeGBADxzg4EJEvg0ahPQ1QQIEn7B1iAkLyDOzOIcECsTtURanDI1Qi/4dOjVz1KVzqhlmbIOq2LQCYjKYw0/4Bof4Ed/hd/wzUSvONNJeNmjXR1zuqzNPT6z+/i/LoT2C7j/Wrj1H0IZLWa8m9e5nSHoLY8Tv398crl5emYtP4yv8Qf2/xAF+oBu4/V/G6wpfebGLegv6pOpTbPxV7m1/F2D8a/P5wwCfNTbxEd7Gt/gZ3+M3HN76gjepQoGGLG0f6U6nvliWlspLlQul5Wv5uKfhJJyCeZrpRViGGyBDDQyhLjwQHgtPxCuiJnbFu6PUKSHnHIcxE8O/XRb3Tg==</latexit>

P →
k =

⋃

P↑Pk→1

{PQ1, . . . , PQk!}

T

P →
k = {P1, P2, . . . , PT }

Pk = {P1, P2, . . . , P↓T/(k+1)!↔}
→T/(k + 1)!↑

<latexit sha1_base64="IwwOxBFCLczED71GqJoxNad7ZdQ=">AAADuXichVFLb9NAEB7XPEp4NMAFicuWqKiIEsYVKgiEVMGFC8hpkzQoLpbtbBLjp2wnohhfEHDgyKUSnEDiAPwAfgAX/gCCXLkgxAUpSFw4MHYs0bRKGWu9s9/M983sju7bZhghDoQpcc/effunDxQOHjp8ZKZ49Fg99HqBwWuGZ3tBQ9dCbpsur0VmZPOGH3DN0W2+plvX0/hanweh6bnVaMPn647Wcc22aWgRQWrxp+JoUdfQ7FhOVOtOrPiB6fCEXWWKbnaMnq/GMlNMl23Ni61zUpIwJZYrqrTAFLvlReECo1NszSYKRZRCldZk7VhOibK6uIWtVkfMMdbE5Fix27bnBax6ft46K52ZZUqQAXn9SWG1WMIyZsZ2OlLulCA32SsOQIEWeGBADxzg4EJEvg0ahPQ1QQIEn7B1iAkLyDOzOIcECsTtURanDI1Qi/4dOjVz1KVzqhlmbIOq2LQCYjKYw0/4Bof4Ed/hd/wzUSvONNJeNmjXR1zuqzNPT6z+/i/LoT2C7j/Wrj1H0IZLWa8m9e5nSHoLY8Tv398crl5emYtP4yv8Qf2/xAF+oBu4/V/G6wpfebGLegv6pOpTbPxV7m1/F2D8a/P5wwCfNTbxEd7Gt/gZ3+M3HN76gjepQoGGLG0f6U6nvliWlspLlQul5Wv5uKfhJJyCeZrpRViGGyBDDQyhLjwQHgtPxCuiJnbFu6PUKSHnHIcxE8O/XRb3Tg==</latexit>

P →
k =

⋃

P↑Pk→1

{PQ1, . . . , PQk!}

T

P →
k = {P1, P2, . . . , PT }

Pk = {P1, P2, . . . , P↓T/(k+1)!↔}
→T/(k + 1)!↑

Filtered by loss profiling
(    perms)

(               perms)

<latexit sha1_base64="UlZCRp6QoSnhqSl4Qa2rAQXEpGk=">AAADCXichVE7bBNBEJ0cv2A+MdAgpTmwgiiCNYdQQFQWNGlA5yROjHzR6W69cVbe++hubRFO1yAq0tFEChVIIEGqVIlo01DQBnBLgxClkWgoGJ9PQkmUMKvdnXkzb2Z2xw2liBVib0Q7dvzEyVOjpwtnzp47P1a8cHE+DjoR4zUWyCCqu07MpfB5TQkleT2MuOO5ki+47fsD/0KXR7EI/Dm1EvJFz2n5YkkwRxFkFyuWK1qsE9qJqVvC1y3PUcvMkYmZ2kn7hpGmupWYVduY1C3ZDFQ8qZOVtK+kFnmswpxdLGEZM9EPKkaulCAXMyj2wIImBMCgAx5w8EGRLsGBmFYDDEAICVuEhLCINJH5OaRQIG6HojhFOIS26WyR1chRn+xBzjhjM6oiaUfE1GECd/Ed9vEjbuAP/HNoriTLMehlhW53yOWhPfb88uzv/7I8uhUs/2Md2bOCJbiT9Sqo9zBDBq9gQ373yVp/9u7MRHINX+NP6v8V9nCHXuB3f7E3VT7z8ojsTehS1pB8e3/l8f5/AZ1/a6w/jfBFfQ2f4SN8j19wC79j/+FXfEAVCjRkY/9IDyrzN8vGVHmqeqtUuZePexTG4Spcp5nehgpMgwk1qv4WPsEufNZWtU1tW/swDNVGcs4l2CPazl/ypL3u</latexit> ⋃

P→Pk→1

{PQ1, . . . , PQk!}

T

<latexit sha1_base64="IwwOxBFCLczED71GqJoxNad7ZdQ=">AAADuXichVFLb9NAEB7XPEp4NMAFicuWqKiIEsYVKgiEVMGFC8hpkzQoLpbtbBLjp2wnohhfEHDgyKUSnEDiAPwAfgAX/gCCXLkgxAUpSFw4MHYs0bRKGWu9s9/M983sju7bZhghDoQpcc/effunDxQOHjp8ZKZ49Fg99HqBwWuGZ3tBQ9dCbpsur0VmZPOGH3DN0W2+plvX0/hanweh6bnVaMPn647Wcc22aWgRQWrxp+JoUdfQ7FhOVOtOrPiB6fCEXWWKbnaMnq/GMlNMl23Ni61zUpIwJZYrqrTAFLvlReECo1NszSYKRZRCldZk7VhOibK6uIWtVkfMMdbE5Fix27bnBax6ft46K52ZZUqQAXn9SWG1WMIyZsZ2OlLulCA32SsOQIEWeGBADxzg4EJEvg0ahPQ1QQIEn7B1iAkLyDOzOIcECsTtURanDI1Qi/4dOjVz1KVzqhlmbIOq2LQCYjKYw0/4Bof4Ed/hd/wzUSvONNJeNmjXR1zuqzNPT6z+/i/LoT2C7j/Wrj1H0IZLWa8m9e5nSHoLY8Tv398crl5emYtP4yv8Qf2/xAF+oBu4/V/G6wpfebGLegv6pOpTbPxV7m1/F2D8a/P5wwCfNTbxEd7Gt/gZ3+M3HN76gjepQoGGLG0f6U6nvliWlspLlQul5Wv5uKfhJJyCeZrpRViGGyBDDQyhLjwQHgtPxCuiJnbFu6PUKSHnHIcxE8O/XRb3Tg==</latexit>

P →
k =

⋃

P↑Pk→1

{PQ1, . . . , PQk!}

T

P →
k = {P1, P2, . . . , PT }

Pk = {P1, P2, . . . , P↓T/(k+1)!↔}
→T/(k + 1)!↑

※
<latexit sha1_base64="440tec6n68tE/JX/thvaQrO8vSw=">AAAC73ichVE7axRRFP4ymoebmKzaCDZDlgSr5YxIDIIQtLFRNo9NVnbjMjO5SS6ZlzN3F+OwjViJlc2CgmggRbSzsYidjX9AzLZpQrBcwcbCs7MDeZF4hrn33O+c75zv3mMFjowUUatHO3e+t69/4EJmcOji8Ej20uX5yK+FtijavuOHJcuMhCM9UVRSOaIUhMJ0LUcsWGv3OvGFuggj6Xtzaj0Qi6654sllaZuKoWp2vOKaatU2nbjQqBqP40oQSlc09Dv64QBVsznKU2L6ScdInRxSK/jZFipYgg8bNbgQ8KDYd2Ai4q8MA4SAsUXEjIXsySQu0ECGuTXOEpxhMrrG6wqfyinq8blTM0rYNndx+A+ZqWOMftAWtek7faJ9+ntqrTip0dGyzrvV5YqgOvLy6uyf/7Jc3hVWD1hnalZYxmSiVbL2IEE6t7C7/PqzZnv29sxYPE4b9Iv1f6AWfeMbePXf9ua0mHl7RvUl1LlqwLGjr/L0+LtAF7vlN89Del1q0gt6RB/pJ32hPWo/3KEH3CHDQzaOj/SkM38jb0zkJ6Zv5qbupuMewDWM4jrP9BamcB8FFLn7K3zGNr5qT7Sm9k57303VelLOFRwxbesfJy607g==</latexit>

P →
1 = P0

Figure 3. Search flow of our hierarchical approach. Global stage:
The proposed method generates T candidate permutations by swap-
ping the sequence at the macro-level, exchanging P token blocks
to quickly spot coarse, learning-friendly orders. Local stage: in-
side each chosen block, the proposed method further permutes the
tokens, refining the sequence to discover a final permutation that
maximises learning ease.

P2. Compute the loss on the validation set D′ for each
permutation; namely, for t = 1, . . . , T , compute

L(D′, Pt) =
1

m′

m′∑

i=1

ℓ(Tθ′ , X ′
i, Y

′
i Pt). (4.1)

Then, the most learning-friendly order P ∗ := Pτ is
determined with τ = argmint L(D′, Pt).

In our experiments, we empirically observed that a few
thousands permutations can be handle at once through this
approach. However, the number of permutations grows fac-
torially, which leads us to introduce the following two-stage
hierarchical optimization, where aforementioned loss pro-
filing (i.e., P1 and P2) is performed to determine learning-
friendly orders at each level.

Figure 3 illustrates our hierarchical method. We start
with the initial set of permutation candidates P0 =
{P1, . . . , PT }. The global stage splits each token sequence
into several blocks and finds a good permutation in block
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Table 2. Success rates across different orders in the proposed task.
The forward order is learning-friendly, whereas the reverse order
is learning-unfriendly.

Task Target length Success rate (%)

Forward Reverse

RELU
L = 20 99.6 0.6
L = 50 99.9 5.6
L = 100 99.4 0.0

SQUARE-19
L = 20 100 0.1
L = 50 100 0.0
L = 100 100 0.0

INDEX

L = 13, d = 2 100 9.8
L = 13, d = 4 62.3 1.3
L = 13, d = 8 81.8 2.2
L = 31, d = 2 100 0.8

level. The local stage refines this coarse ordering by permut-
ing the tokens within each block discovered at the global
stage. Formally, the two stages operate as follows.

Global stage. Let the search depth be K and T = (K +
1)!. Let P1 := P0, for k = 1, . . . ,K, we first (conceptually)
split each target sequence into k blocks1. We apply the loss
profiling to the new permutation set:

⋃

P∈Pk

{PQ1, . . . , PQk!}, (4.2)

where Qi ∈ [0, 1]L×L are the block-level permutations. The
best ⌊T/(k + 1)!⌋ permutations define new candidate set
Pk+1.

We then apply the loss profiling to the final candidate set
Pg := PK+1 and determine the best permutation Pg. This
permutation is then refined with the local stage.

Local stage. Let P1 := Pg is the initial permutation. We
again conceptually split each target sequence into blocks of
size l. Let Ri

1, . . . , R
i
l! ∈ [0, 1]L×L be all the permutations

inside the i-th block. These permutations do not change
the orders outside the i-th block. For each block length
l = {2, 3, . . . , ⌊L/2⌋}2, we apply the loss profiling to new
candidate set:

L/l⋃

i=1

{PRi
1, . . . , PRi

l!}, (4.3)

and denote the lowest-loss result by Pl. Keeping each
block’s internal order fixed, we perform loss profiling over

1When k = 1, the sequence not split into blocks
2If L/l is not an integer, the remaining L mod l tokens are

placed in an additional block.

the ⌊L/l⌋ block-reordering candidates:

{PlQ
′
1, PlQ

′
2, . . . , PlQ

′
⌊L/l⌋}. (4.4)

The best candidate becomes the initial permutation for the
next block size l + 1.

With a global-stage depth of K and for a target length L, the
hierarchical search visits on the order of (K +1)! candidate
permutations. Empirically, a relatively large batch size 128
examples and just one or two epochs over a training sample
of 105 pairs suffice, so the entire discovery phase is finished
after only a few thousand optimization steps. We also tried
evolutionary strategy (cf. Appendix C), but this involves a
number of hyper-parameters, and our deterministic approach
is more reliable.

5. Experiments
5.1. Order-sensitive tasks

To evaluate the proposed method, we introduce three tasks.
They can be learned relatively easily with the forward order,
which however becomes challenging with the reverse or
random orders.

Let X = [x1, x2, ...] be an input sequence and Y =
[y1, ..., yL] an target sequence of fixed length L. In high
level, the target sequence of the three tasks is defined by the
following recurrence.

yi = f(X, y1, ..., yi−1). (5.1)

Because f( · ) is non-injective in its dependence on the pre-
ceding targets, a later value yi does not uniquely determine
its predecessor yi−1. Consequently, any disruption of the
natural left-to-right order—such as reversing or randomly
permuting the targets—breaks the causal chain and substan-
tially increases the learning difficulty.

RELU. Here the recurrence performs a running rectified
sum: y1 = x1 and for i = 2, . . . , L,

yi = ReLU
(
xi + yi−1

)
, (5.2)

where ReLU(z) = max(z, 0). The forward order is trivial
to learn because each step depends only on the current input
token xi and the immediately preceding output yi−1; in the
reverse order that dependency becomes latent.

SQUARE-19. The second task accumulates squared values
modulo a small prime: y1 = x1 and for i = 2, . . . , L,

yi = x2
i + y2i−1 mod 19 ∈ {−9, . . . , 9}. (5.3)

The squaring operation is non-injective: the mapping is
many-to-one. Within the interval z ∈ [−9, 9], the equation
z2 = 4 is satisfied by both z = 2 and z = −2, so the
preimage of 4 is not unique.
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Figure 4. For Pg , the evaluation loss of every permutation is com-
puted after training on the three tasks. Permutation ID 0 cor-
responds to the forward order, whereas the remaining 127 IDs
correspond to randomly generated permutations. The target length
is fixed at L = 13 for all tasks.

INDEX. The last task uses the recent output history as a
pointer into the input: y1 = x1 and for i = 2, . . . , L,

yi = xp, p =

d∑

j=1

yi−j mod L,

where d ≤ L is a fixed window size. Forward order enables
the model to compute p incrementally, whereas a reversed
or random order destroys the causal chain.

PROD. Unlike the three tasks proposed above, multiplica-
tion has been examined in earlier studies; although it does
not satisfy the recurrence in Equation (5.1), it still exhibits a
moderate degree of order sensitivity. Given two zero-padded
input numbers a and b, the target sequence is their product
Y = [ab]. When the digits are emitted from least significant
to most significant, we denote the sequence by Y (forward
order); when the digits are emitted in the opposite direction,
we denote it by Y r (reverse order).

Example 5.1 (SQUARE-19 task). Given the input sequence
X = [7,−2, 4, 1, 3] and the initial value y1 = x1 = 7,
applying the recurrence in (5.3) produces

y1 = 7,

y2 = (−2)2 + 72 mod 19 = −4,

y3 = 42 + (−4)2 mod 19 = −6,

y4 = 12 + (−6)2 mod 19 = −1,

y5 = 32 + (−1)2 mod 19 = −9.

In forward order, memorizing just 192 = 361 cases suffices
to output the target sequence. In reverse order Y r , however,
even with y5 = −9 known, y4 is still ambiguous between 1
and −1, so learning becomes much harder. Generation ex-
amples for the remaining tasks are provided in Appendix D.
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Figure 5. Success rate achieved when the Transformer is retrained
on each permutation dataset, ranked for the RELU and SQUARE-
19 tasks with Pf.The x-axis lists permutations from highest to
lowest rank (left to right). The target length is fixed at L = 20.

5.2. Training setup

Training parameters. We use a GPT-2 model (Rad-
ford et al., 2019) with six layers and a single attention
head. The embedding and feed-forward dimensions are
(demb, dffn) = (512, 2048), and dropout is set to 0.1. Po-
sitional embeddings are randomly initialized and remain
trainable throughout training. The model is trained for 10
epochs with AdamW (Loshchilov & Hutter, 2019) (β1 =
0.9, β2 = 0.999), a linearly decaying learning rate starting
from 5.0× 10−5 , and a batch size of 128.

Dataset. The generation procedure is detailed in Sec-
tion 5.1. For every task, the target length L is sampled
from the range {5, 6, . . . , 100}. Only the INDEX task intro-
duces a window size d, which is set to d ∈ {2, 4, 8}. The
training set contains 100,000 samples, and the evaluation
set contains 1,000 samples. Different random seeds (42 for
training and 123 for evaluation) are used to keep the two
sets disjoint.

To reorder them, we consider four permutation sets for P:

• Pf is obtained by splitting the forward and reverse
orders into column-wise blocks and swapping those
blocks.

• Pr denotes a permutation set chosen uniformly at ran-
dom.

• Pg contains the forward permutation plus random per-
mutations. For example, if the set size is 100, it in-
cludes one forward permutation and 99 random ones.

• Pb is obtained by splitting the forward and reverse
sequence into length b and permutes those blocks, and
fix b = 5 in experiments.
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Table 3. The orders discovered by the proposed method in its global and local stages. Depth denotes the hierarchy level K reached in the
global stage. Each order is listed relative to the forward sequence; when the list starts at 0, the forward order has been recovered. Forward
orders identified at a given stage are highlighted in bold.

Task Target Length Depth Order after global stage Discovered final order

RELU

L = 7 K = 4 [6, 0, 5, 2, 3, 4, 1] [2, 3, 4, 5, 0, 6, 1]
L = 8 K = 4 [0, 2, 1, 3, 4, 5, 6, 7] [0,1,2,3,4,5,6,7]
L = 9 K = 5 [0,1,2,3,4,5,6,7,8] [0,1,2,3,4,5,6,7,8]
L = 10 K = 6 [6, 7, 8, 9, 5, 4, 2, 3, 1, 0] [4, 5, 6, 7, 8, 9, 0, 1, 2, 3]
L = 11 K = 6 [8, 9, 10, 7, 6, 5, 4, 3, 2, 1, 0] [0,1,2,3,4,5,6,7,8,9,10]
L = 12 K = 6 [6, 7, 8, 9, 10, 11, 5, 4, 2, 3, 1, 0] [1, 2, 3, 4, 0, 5, 6, 7, 8, 9, 10, 11]
L = 13 K = 6 [11, 12, 10, 9, 8, 7, 6, 5, 4, 2, 3, 1, 0] [0,1,2,3,4,5,6,7,8,9,10,11,12]

SQUARE-19

L = 7 K = 4 [0,1,2,3,4,5,6] [0,1,2,3,4,5,6]
L = 8 K = 4 [1, 2, 4, 5, 0, 6, 7, 3] [1, 2, 4, 5, 0, 6, 7, 3]
L = 9 K = 5 [0,1,2,3,4,5,6,7,8] [0,1,2,3,4,5,6,7,8]
L = 10 K = 6 [9, 8, 7, 6, 5, 4, 3, 2, 1, 0] [0,1,2,3,4,5,6,7,8,9]
L = 11 K = 6 [0,1,2,3,4,5,6,7,8,9,10] [0,1,2,3,4,5,6,7,8,9,10]
L = 12 K = 6 [1, 2, 3, 4, 5, 6, 7, 11, 10, 9, 0, 8] [0,1,2,3,4,5,6,7,8,9,10,11]
L = 13 K = 6 [0, 1, 2, 3, 12, 11, 10, 4, 5, 6, 7, 8, 9] [8, 9, 0, 1, 2, 3, 4, 10, 11, 12, 5, 6, 7]

INDEX
L = 13, d = 2 K = 6 [1, 0, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12] [0,1,2,3,4,5,6,7,8,9,10,11,12]
L = 13, d = 4 K = 6 [0, 1, 7, 6, 4, 2, 5, 8, 3, 9, 10, 11, 12] [0, 1, 7, 6, 4, 2, 5, 8, 3, 9, 10, 11, 12]
L = 13, d = 8 K = 6 [1, 2, 3, 4, 5, 6, 7, 8, 10, 9, 12, 0, 11] [1, 2, 3, 4, 5, 6, 7, 8, 10, 9, 12, 0, 11]

PROD L = 10 K = 6 [0,1,2,3,4,5,6,7,8,9] [0,1,2,3,4,5,6,7,8,9]

Examples of these permutation sets are provided in Ap-
pendix E.

5.3. Success rate for each order

Table 2 reports the success rate for each task under the
forward and reverse output orders. The success rate is
defined as the fraction of evaluation samples for which
the trained model’s output exactly matches the target se-
quence. As explained in Section 5.1, every task is con-
figured to be learning-friendly in the forward order but
learning-unfriendly in the reverse order. Consistent with
this design, Table 2 shows that the model almost fully learns
each task in the forward order, whereas in the reverse order,
the success rate never exceeds roughly 10 %. A closer look
at task-specific trends reveals that the success rate for the
RELU and SQUARE-19 tasks remains almost unchanged
as the target length grows. By contrast, for INDEX, the
forward order success rate declines with the window size
d, indicating that the model struggles when each prediction
depends on a larger number of previous outputs.

5.4. Transformer trained with multiple orders

We trained a Transformer on a set of permutations, Pg, con-
taining one learning-friendly forward order (ID 0) and 127
randomly generated learning-unfriendly orders. The evalua-
tion loss for each permutation is plotted in Figure 4, which

shows that only the learning-friendly order achieves the
lowest loss across all tasks. This indicates that the model
preferentially adapts to the learning-friendly sequence when
trained on a mixture of orders. This effect is particularly
pronounced in the INDEX task, where the loss for the for-
ward order drops much more steeply than for any other,
highlighting a strong preference for this sequence.

Figure 5 reports the success rate obtained when the Trans-
former is retrained with the permutation ranking produced
for the RELU and SQUARE-19 tasks using Pf . For both
tasks, the success rate declines progressively as the ranking
position worsens, indicating that our evaluation-loss crite-
rion indeed uncovers orders the model learns most easily.
In the SQUARE-19 task, the success rate drops monotoni-
cally from left to right—except at rank 13—showing that
the ranking is highly accurate.

5.5. Results of the hierarchical search

We perform hierarchical search from two initial permutation-
sets. The first, Pr, contains fully random permutations and
therefore defines the most challenging setting. The sec-
ond, Pb, is block-restricted: in many routine mathemat-
ical problems—polynomial manipulation is a typical ex-
ample—only a handful of monomial orders are considered
plausible within each block, so the effective search space is
far smaller than in the random case. Figure 6 contrasts the
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(a)Random initialization

(b)Structured initialization

Figure 6. Success rates for the RELU task at varying target-sequence lengths; (b) corresponding results for the SQUARE-19 task. In each
panel, blue represents the learning-friendly forward order, red the learning-unfriendly reverse order, and green the order discovered by our
proposed method.

results obtained from these two starting points.

Random search-space initialization. Table 3 lists the
permutations discovered by the proposed method when it
begins from Pr. After the global stage, tokens that are
neighbours in the input usually remain adjacent, showing
that the method first captures coarse structure. The subse-
quent local stage then fine-tunes this order and moves the
order closer to the optimal forward arrangement. For the
RELU and SQUARE-19 tasks global order is often already
learning-friendly, and retraining a model on the discovered
order always produces a higher success rate than training on
the reverse order (see Figure 6(a)). The INDEX task proves
harder: as the reference width d grows, learning is difficult
even in the forward order (see Section 5.1), which flattens
the loss landscape and makes good permutations harder to
rank. In the PROD, the proposed method succeeds in re-
discovering the least-significant-digit first order reported
by (Shen et al., 2023), and it finds the optimal order for
target lengths up to 13, identifying a single solution among
roughly 6× 109 possibilities.

Structured search-space initialization. When the search
is initialized with Pb, the proposed method scales to much
longer target sequences. Figure 6(b) shows the resulting
success rate curves for RELU and SQUARE-19: the opti-
mal order is found for both tasks up to L = 30, and for
RELU even at L = 40. At L = 40 the theoretical permu-
tation space still contains about 1047 elements, indicating
that once implausible candidates are pruned, the proposed
method can explore the remaining space far more effectively.
Taken together, these results demonstrate that our hierarchi-
cal search is capable of recovering optimal orders in both
the most challenging fully random scenario and the more re-

alistic, block-restricted setting, and that its advantage grows
as the candidate space is made more coherent.

6. Conclusions
This study addressed a new task of reordering decoder input
tokens for Transformers in learning arithmetic tasks. In
essence, the proposed method performs short-term train-
ing on a mixture of target sequences in different orders
and discovers easy samples for which loss drops faster, as
learning-friendly orders. To search the factorially large
space efficiently, we propose a two-stage hierarchical ap-
proach combining global block-level exploration with local
refinement. The experiments on three order-sensitive arith-
metic tasks (RELU, SQUARE-19, and INDEX) demonstrated
that the proposed method discovers a learning-friendly order,
improving the success rate from about 10 % to near 100 %
and works for target lengths up to 13 tokens (13! > 6× 109

permutations). Moreover, it rediscovered the reverse-digit
order reported in earlier work on the PROD task. This study
presents an automatically unraveling chain of thought that
markedly enhances a Transformer’s reasoning ability. The
extension to longer sequences and target sequences at a
variable length will be future work.
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A. Visualizing attention map
We present the attention maps obtained when training a Transformer on our proposed RELU task with datasets reordered in
different ways. For this analysis, we use a GPT-2 model with a single layer and a single attention head. Figure 7 shows the
attention maps for target length L = 20 under four target orders. The forward and reverse orders are defined in Section 5.1.
The one-permuted order swaps exactly one pair of adjacent target tokens, whereas the random order is a random permutation
of the forward sequence. Figure 8 illustrates how the attention maps change as the target length increases.

(a) Forward order (b) one permuted order

(c) Random order (d) Reverse order

Figure 7. Attention matrices from models trained with four different target orders in the RELU task.

B. Soft-permutation optimization via attention sparsity
In this section, we present a soft-permutation optimization method based on attention sparsity. In our two-stage strategy, we
first optimize the Transformer parameters θ by minimizing the standard sequence-modeling loss over the training set:

min
θ

1

m

m∑

i=1

ℓ
(
Tθ, Xi, Yi

)
. (B.1)

Next, denoting by A = [aij ] ∈ RL′×L′
the attention map produced when the target sequence is fed as Yi P̃ into the

Transformer, we optimize the soft permutation P̃ by minimizing the total attention entropy:

min
P̃

1

L′

L′∑

i=1

L′∑

j=1

aij . (B.2)

In the experiments, we alternate between the two-stage optimizations at each step. Figure 9 compares the stage 2 loss
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Figure 8. Differences in the attention matrices for the RELU task between forward and reverse orderings. The top three matrices
correspond to models trained with forward order, and the bottom three with reverse order. Each pair of matrices shows results for input
lengths n = 20, 50, and 100, respectively.

under three conditions: the fixed, learning-friendly order, the fixed, learning-unfriendly (reverse) order, and the learned soft
permutation. We observe that the soft permutation does not reduce the entropy-based loss (B.2) relative to the fixed orders,
nor does it yield a genuinely hard ordering. Because attention sparsity—as measured by total attention mass—decreases
even for static orders, it cannot serve as a reliable objective for permutation optimization.

C. Permutation search via evolutionary strategy
This section summarizes the evolutionary strategy (ES) baseline that we ran in parallel with our proposed method to
search the permutation space. Each individual is a permutation P ; its fitness is the (negative) early-stage training loss of a
Transformer trained with that order, so that permutations that are easier to learn receive higher scores. The ES is controlled
by the population size Np, crossover probability Nc, mutation probability Nm, number of generations Ng , tournament size
Nt, and elitism ratio Nr, and proceeds as follows:

(1) Population initialization: sample Np random permutations.

(2) Selection: pick parents via tournament selection with size Nt.

(3) Crossover: with probability Nc, apply partially–mapped crossover to each selected pair.

(4) Mutation: with probability Nm, swap two positions in the offspring permutation.

(5) Elitism: evaluate every individual by

fitness(P ) = − 1

m′

m′∑

i=1

ℓ
(
Tθ, Xi, YiP

)
,

and copy the top Nr fraction to the next generation.

(6) Termination: stop when Ng generations have been processed.

Table 4 lists the permutation identified by the evolution strategy (ES) and the performance obtained when the model is
retrained using that order.
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(a) stage2 loss
(b) permutation matrix

Figure 9. (a) Comparison of Stage 2 loss under fixed learning-friendly order, fixed learning-unfriendly order, and learned soft permutation.
(b) shows a visualization of the learned soft permutation.

Table 4. Success rate obtained when the Transformer is retrained on the permutations discovered by the ES.

Task Input length ES-discovered order Success rate (%)

Retrain Reverse

RELU
L = 5 [2, 1, 0, 4, 3] 26.9 10.4
L = 10 [0, 1, 2, 3, 4, 5, 6, 7, 8, 9] 100 3.5
L = 20 [6, 7, 9, 8, 12, 11, 13, 18, 17, 14, 16, 15, 19, 5, 10, 1, 0, 3, 4, 2] 9.2 0.7

SQUARE-M19
L = 5 [1, 2, 3, 4, 0] 100 21.5
L = 10 [3, 4, 5, 6, 7, 8, 9, 1, 0, 2] 99.9 13.5
L = 20 [9, 10, 11, 12, 13, 14, 2, 3, 4, 5, 6, 15, 16, 17, 18, 19, 0, 1, 7, 8] 5.2 1.2

INDEX (m = 2) L = 13 [0, 1, 2, 3, 4, 10, 9, 5, 6, 12, 11, 7, 8] 27.6 7.8

D. Example dataset
This section provides concrete examples for the four tasks introduced in Section 5.1. Table 5 summarizes the correspondence
between the input X and the target Y , with every Y given in the forward—that is, learning-friendly—order. For the PROD
task only, the input consists of two integers, a and b.

E. Example set of permutations
This section describes the four permutation sets introduced in Section 5.2. Figure 10 visualizes every permutation P in
those four sets. Each set contains 32 elements.
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Table 5. Representative input–output samples for each task

Task Input Target

RELU, L = 50

X = (4, −7, −7, −3, 8, 1, −8, −9, 8, 6 Y = (4, 0, 0, 0, 8, 9, 1, 0, 8, 14
0, −9, 5, −9, 6, 5, −5, −9, 7, −5 14, 5, 10, 1, 7, 12, 7, 0, 7, 2
8, −6, −7, −2, −7, 6, 7, −2, 0, −6 10, 4, 0, 0, 0, 6, 13, 11, 11, 5
−3, −8, −7, −8, 3, −1, −6, 1, −4, −9 2, 0, 0, 0, 3, 2, 0, 1, 0, 0
2, −7, 1, 4, 9, −5, 6, 2, 3, −3) 2, 0, 1, 5, 14, 9, 15, 17, 20, 17)

SQUARE-M19, L = 50

X = (−5, −9, 8, 7, 8, −7, 5, −9, −6, 9 Y = (−5, 2, 2, 6, −4, −1, −2, 0, 8, 3
−2, −8, 6, −7, 2, −7, −6, −5, −5, 7 4, −5, −5, 8, 2, 6, 6, −5, 3, −8
3, 6, −9, 1, 7, 0, −7, 7, −5, 0 7, 0, −4, 8, 9, −4, −1, 3, 6, 8
−2, 6, −1, −9, −6, −7, 0, 2, 7, −1 2, −7, 3, 5, −5, 8, −2, −1, 3, 1
1, −2, −6, −7, 5, 1, 9, −6, −3, −3) −7, 6, 6, 0, −3, 1, −3, −2, 4, −3)

INDEX, L = 13, d = 2
X = (1, 5, 12, 3, 8, Y = (5, 6, 8, 5, 1, 11,
6, 11, 12, 2, 8, 10, 8, 10) 10, 2, 10, 10, 12, 8, 12)

INDEX, L = 13, d = 4
X = (1, 5, 12, 3, 8, Y = (5, 6, 8, 5, 1, 11,
6, 11, 12, 2, 8, 10, 8, 10) 10, 2, 10, 10, 12, 8, 12)

INDEX, L = 13, d = 8
X = (1, 5, 12, 3, 8, Y = (5, 6, 8, 5, 1, 11,
6, 11, 12, 2, 8, 10, 8, 10) 10, 2, 10, 10, 12, 8, 12)

PROD, L = 10
a = (0, 0, 2, 0, 3) Y = (1, 1, 3, 5, 3, 5, 0, 0, 0, 0)
b = (0, 2, 6, 3, 7)
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<latexit sha1_base64="xMaaZ2uwng2TzE0uEaGmx+NP/6k=">AAACi3ichVHLLgRBFD3aa4zXYCOxmZgQNpMaBBELIRLL8RgkyKS71IyOfqW7ZpLRaR8g9hZWJCJiZ8vOxg9Y+ASxJLGxcKenRRDcSlXde+49t05VaY6he5KxhzqlvqGxqTnWEm9ta+/oTHR1r3p2yeUix23Ddtc11ROGbomc1KUh1h1XqKZmiDVtd66aXysL19Nta0VWHLFlqkVLL+hclQTlE4Obpip3XNMf4sPBfhhw1fCzQd7/yBSDIJlPpFiahZb86WQiJ4XIsnbiHJvYhg2OEkwIWJDkG1Dh0dhABgwOYVvwCXPJ08O8QIA4cUtUJahCJXSX1iJFGxFqUVzt6YVsTqcYNF1iJjHA7tkFe2Z37JI9srdfe/lhj6qWCu1ajSucfOdB7/LrvyyTdomdT9afmiUKmAy16qTdCZHqLXiNX947el6eWhrwB9kpeyL9J+yB3dINrPILP1sUS8eI0wdkvj/3T2d1JJ0ZT48vjqVmZqOviKEP/Rii957ADBaQRY7OPcQVrnGjtCujypQyXStV6iJOD76YMv8OgwuZdw==</latexit>

(c) Pg

<latexit sha1_base64="1DlXU2xUo5VXqqpmFzoeZpLk/OU=">AAACinichVHLLgRBFD3aewwGG4mNmIyMzaRaxHMjWFgOY5DMyKS7FTr6le6aSei0D+ADLKxIRMTKlqWNH7CYTxBLEhsLd3paBMGtVNW9595z61SV6hi6JxirNkiNTc0trW3tsY54Z1d3oqd31bPLrsbzmm3Y7rqqeNzQLZ4XujD4uuNyxVQNvqbuztfyaxXuerptrYg9h2+Yyralb+maIggqJVJFUxE7rumnN0eCgzDQFMPPBiX/I6MGQSmRZBkW2uBPR46cJCLL2okLFLEJGxrKMMFhQZBvQIFHowAZDA5hG/AJc8nTwzxHgBhxy1TFqUIhdJfWbYoKEWpRXOvphWyNTjFousQcRIo9sEv2zO7ZFXtkb7/28sMeNS17tKt1LndK3Yf9udd/WSbtAjufrD81C2xhMtSqk3YnRGq30Or8yv7xc256OeUPszP2RPpPWZXd0Q2syot2vsSXTxCjD5C/P/dPZ3U0I49nxpfGkrNz0Ve0YQBDSNN7T2AWi8giT+ce4Ro3uJXi0qg0Jc3US6WGiNOHLyYtvAMGLZlJ</latexit>

(d) Pb

Figure 10. Visualization of the elements in the four permutation sets.
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