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Abstract

LLMs have demonstrated impressive capabili-
ties in code generation and comprehension, but
their potential in being able to perform pro-
gram analysis in a formal, automatic manner
remains under-explored. To that end, we sys-
tematically investigate whether LLMs can rea-
son about programs using a program analysis
framework called abstract interpretation. We
prompt LLMs to follow two different strate-
gies, denoted as Compositional and Fixed Point
Equation, to formally reason in the style of ab-
stract interpretation, which has never been done
before to the best of our knowledge. We vali-
date our approach using state-of-the-art LLMs
on 22 challenging benchmark programs from
the Software Verification Competition (SV-
COMP) 2019 dataset, widely used in program
analysis. Our results show that our strategies
are able to elicit abstract interpretation-based
reasoning in the tested models, but LLMs are
susceptible to logical errors, especially while in-
terpreting complex program structures, as well
as general hallucinations. This highlights key
areas for improvement in the formal reasoning
capabilities of LLMs.

1 Introduction

Large language models (LLMs) have undeniably
changed the way we interact with software, offering
significant benefits in software development, from
acting as coding agents (Bouzenia et al., 2024)
to aiding program analysis tasks (Cheng et al.,
2024). Program analysis mathematically proves
certain properties of a program, such as ensuring
that safety-critical systems never reach an error
state. A program property that always holds true is
called a program invariant.

Many works have leveraged LLMs for the task
of guessing program invariants by performing su-
pervised fine-tuning on examples of program in-
variants (First et al., 2023; Wu et al., 2024a; Pei

et al., 2023). However, these approaches primar-
ily treat LLMs as black-box tools, offloading the
formal reasoning to external solvers. Thus, it is
still unclear whether the LLMs are capable of prov-
ing that the generated invariants are indeed true, or
they are simply relying on pattern-matching from
the examples seen during training or fine-tuning.
Thus, it is of interest to see if LLMs are capable of
generating formal proofs as part of their reasoning.

One type of proof comes from running interac-
tive theorem provers (e.g., Lean (Moura and Ull-
rich, 2021), Coq (Bertot et al., 2014)) based on first-
order / higher-order logic and type systems. While
many prior works have used LLMs to generate for-
mal proofs (Yang et al., 2024b; Wei et al., 2024),
they still rely on some interaction with an external
solver. Another type of proof comes from conduct-
ing abstract interpretation on a program (Cousot
and Cousot, 1977). In contrast to interactive the-
orem provers, abstract interpretation is a form of
automatic (non-interactive) theorem proving that
soundly identifies program invariants during all
possible program executions. Because abstract in-
terpretation operates on relatively simplified mathe-
matical operations compared to higher-order logic,
evaluating LLLMs’ capabilities in doing this task
on their own is a precursor to automating more
complex logical reasoning.

To explore these gaps, we evaluate the innate
ability of LLMs to conduct formal reasoning in the
style of abstract interpretation. These abstract in-
terpretation steps are inherently algorithmic, which
suggests that algorithmic approaches (Sel et al.,
2023) could be beneficial, but have not been ex-
plored yet in the context of program analysis and
code semantics. To this end, we design an evalua-
tion pipeline as follows. First, we translate bench-
mark programs into a simple intermediate represen-
tation and annotate them with program locations
and control flow directives for context. Then, we
prompt LLMs to follow two different strategies for



invariant generation in the style of abstract inter-
pretation. Finally, we verify whether or not the
generated invariants are sound at each program lo-
cation and analyze any errors LLMs have made
during the process. Our main contributions are:

1. We introduce how to elicit formal reasoning
from LLMs under two abstract interpretation-
based strategies in the context of invariant gen-
eration.

2. We propose an experimental pipeline and eval-
uate LLMs’ formal reasoning abilities on real-
world benchmark programs from the Software
Verification Competition (SV-COMP) 2019.

3. We quantitatively and qualitatively analyze
thematic errors in LLMs’ formal reasoning
to identify their common pitfalls and discuss
how to address them.

To the best of our knowledge, we are the first
to systematically evaluate whether LLMs are capa-
ble of generating and proving program invariants
in a formal, automatic manner. The paper is orga-
nized as follows. We first review the preliminar-
ies and define our problem statement in Section 2.
Then, we outline our methodology in Section 3. We
present and discuss our experimental evaluation in
Section 4. Finally, we review the related work in
Section 5 and finish with concluding remarks in
Section 6.

2 Preliminaries

2.1 Abstract Interpretation

Abstract interpretation is a mathematical frame-
work used to prove properties about programs by
approximating their semantics. Consider the pro-
gram in Figure 1; to verify that a program never
reaches an ERROR state, one could theoretically ex-
ecute the program with every possible value of a.
However, such an analysis would never terminate,
as a can take on infinitely many values.

Motivated by this, abstract interpretation exe-
cutes the program abstractly, such that the analy-
sis can be made to terminate (Cousot and Cousot,
1977). This is done by representing variable values
not in a concrete domain, but in an abstract domain
(AD). In our work, we use a simple abstract domain
called the interval abstract domain.

Definition 1 (Interval Abstract Domain). Each in-
teger variable x is assigned an interval [a, b] (where

int a = input();

if (a > 6) {a=29; }
while (a<6) {a=a+1; }
if (a > 6) { ERROR; }

Figure 1: Our running example program.

a < b), T([—inf,inf]), or L (the empty interval,
or undefined). The partial order C is defined by
[a,b] C [c,d], if and only if ¢ < a and b < d.

For example, instead of representing x as x = 1
or x = 2, we can represent it in the interval AD
as  — [1,2], meaning that that = can take any
integer value between 1 and 2.

Definition 2 (Abstract State). An abstract state .S
maps each variable to an integer interval.

Consider the first line of the program in Figure 1
(int a = input();). Just after executing that
line, the abstract state (AS) at this location will be
S = {a — [—inf,inf]}, indicating that the value
of a can be anything after reading user input.

Definition 3 (Witness Invariant). A witness invari-
ant! ¢ maps every location in a program to an ab-
stract state, which maps every variable to an integer
interval that contains all possible values the vari-
able may take during execution. If every abstract
state does this for every program location, a witness
invariant (WI) is considered sound.

Using Figure 1 again, let [ represent the program
location after exiting the while-loop. Consider the
following witness invariant (WI) ¢ = {l — {a —
[8,10]}}. This is unsound because the value of
a at | may be 6, which is not represented by the
interval. A sound witness invariant could map [
to a — [6,6] or a — [4,10], as these intervals
contain all possible values of a at [. Now, consider
the following WI: ¢ = {l — {a + [6,6]}}. This
is not only sound but also sufficiently precise to
prove that the ERROR state is unreachable.

2.2 Computing Witness Invariants

Computing witness invariants via abstract inter-
pretation requires four pieces of machinery: (1)
abstract transfer functions, (2) filtering operations,
(3) join operations, and (4) widening operations.

Definition 4 (Abstract Transfer Function). An ab-
stract transfer function lifts a program operation
into one that operates on a given abstract domain.

'In the context of our paper, we use witness invariants and
program invariants interchangeably.



For example, subtraction in the interval AD is
defined as [a, b]—[c, d] = [a—d, b—c]. Specifically,
the resulting interval must include the result of
ni — ng, for all n; € [a,b] and ny € [c, d].

Definition 5 (Filtering Operation). A filtering op-
eration refines an abstract state to ensure that a
specific Boolean expression holds.

In our running example, suppose that the AS be-
fore the first if-statement is a — [— inf, inf]. When
entering the then-branch, a filtering operation re-
fines a — [—inf,inf] to @ — [7,inf] to account
for that @ > 6 holds.

Definition 6 (Join Operation). A join operation
uses the join operator LI to merge two abstract states
to over-approximate their union.

For example, if S = {a — [-1,2]} and &' =
{a—[4,7]},then SU S = {a— [-1,7]}.

Tying these things together, we look at the while-
loop in our running example. Let F' be a function
that performs a filtering operation to refine an AS
by the loop guard @ < 6. Let I be a function that ap-
plies to an AS an addition abstract transfer function
for the instruction inside the loop body a = a + 1.
Together, I o F' represents the interpretation of
the loop body once. Suppose that the abstract
state just before the loop is Sy = {a — [0,0]}.
Now, we can define the sequence of iterations
as Sgy1 = Sp U I o F(Sk) and continue until
Sk+1 = Sk. This outputs the following sequence
of abstract states: S1 = {a — [0,1]},...,56 =
{a — [0,6]},S7 = {a — [0,6]}. Thus, our final
abstract state that describes all behaviors of the
loop is {a — [0, 6]}. Note that S7 = F(Sg) = Sg.

This procedure is known as fixed point compu-
tation, which describes how to reach convergence
to derive a sound abstract state in the presence
of loops (Cousot and Cousot, 1977). However,
convergence can often be slow and may not even
terminate. This motivates the widening operation.

Definition 7 (Widening Operation). A widening
operation uses the widening operator V to ac-
celerate the convergence of fixed point computa-
tion by over-approximating the result as follows:
la,b]V[c,d] = [if ¢ < athen — inf else a, if d >
b then inf else b].

Using the same example as before, we now de-
fine the sequence of iterations using the widen-
ing operation: Si.1 = SgVI o F(Sk). Then,
S1 = {a — [0,0]VI[0,1]} = {a — [0,inf]} and
So = {a > [0,inf]}. Since Sz = Si, our final

E:=n|z| EOFE | read()
B:=x2®n | B&&B | B||B | 'B| (B)
C:=skip |C;C |z :=E |

if(B) then {C} else {C} end | while do (B){C} end
P.=C
® e {+, -,
@ € {<,<=,==, >, >=} (comparison operators)

*, /} (arithmetic operators)

n € Z (integers)
x € X (program variables)

Figure 2: A simple IMP context-free grammar for some
program P.

{Po}
a := read();
{P1}
if (a > 6) then {P63}
[then] while (a < 6) do
{P2} [while_true]
a:=0; {P7}
{P3} a:=a+1;
else {P8}
[else] end [while_false]
{P4} {P9}
skip;
{P5%}
end [endif]

Figure 3: Annotated version of our running example
program from Figure 1 written in the grammar of Fig-
ure 2. {PO} ... {P9} mark program locations, which
are included to help LLMs identify where to compute
abstract states.

abstract state is {a — [0, inf]}. Note that the final
abstract states using LI and V differ slightly in form.
Both approaches are sound, but V guarantees that
the analysis will terminate, whereas LI provides no
such guarantee.

3 Methodology

With these definitions in place, we now introduce
our task formally: Given a program P, can we
prompt LLMSs to successfully generate a sound wit-
ness invariant ¢ for each program location using
abstract interpretation?

In this section, we discuss our methodology to
do this task, which consists of annotating input
programs for abstract operations (Section 3.1) and
prompting LLMs to perform abstract interpretation
under two distinct strategies for computing witness
invariants (Section 3.2).

3.1 Program Annotation



Grammar In our study, all programs are ex-
pressed in an intermediate language derived from
the IMP programming language, a small imperative
language containing while-loops, if-statements, as-
signments, and sequential composition of those
statements. The grammar used in our work is
shown in Figure 2. We translate programs into this
grammar to simplify the program representation
allow the LLMs to reason like abstract interpreters,
since this intermediate representation is common
in the area of formal program semantics.

Program Locations Figure 3 shows an annotated
version of the running example translated into our
grammar. We place program location marks before
every program statement defined in IMP with the
following annotation: {Px}. We do the translation
and annotation manually, but this can also be done
automatically.

Control Flow Directives Each program location
that deals with control flow, such as if-statements
and while-loops, is annotated with control flow
directives, to show LLMs how to use control-flow
information for fixed point computation.
if-statements rely on join (L/) operation at the
end of the statements to soundly over-approximate
all possible program behaviors. Using the example
from Figure 3, the abstract state(AS) at {P6} is
the result of joining AS at {P3} and at {P5}. This
is indicated to the LLM with an [endif]| directive.
The branching statements depend on filtering oper-
ation to satisfy the condition to enter either branch.
Looking at Figure 3 again, suppose that the abstract
state at {P1} is a — [—10, 20]. Then, the abstract
state at {P2} is a — [7,20], as the condition indi-
cates that ¢ > 6. This is indicated to the LLM with
a [then] directive. Analogously, the same thing
is done in the else branch with the negation of the
condition. This is indicated with a [else] directive.
while-loops also rely on the join and filtering
operations. The AS immediately before the while
loop ({P6}) and the AS immediately after the last
statement of the loop body ({P8}) are joined to-
gether for both at the loop head ({P7}) and outside
the statement ({P9}). To account for the condi-
tion being true ({P7}), the join operation is filtered
by the loop guard; the LLM is instructed to do
this with a [while_true] directive. To account
for the false case ({P9}), the join operation is fil-
tered by the negation of the loop guard; this is
indicated to the LLM with a [while_ false] direc-
tive. [while_true] directive also indicates to the

LLM to perform widening operation to accelerate
the convergence of fixed point computation.

3.2 Prompting for Abstract Interpretation

There are two primary strategies to calculate wit-
ness invariants in abstract interpretation, Compo-
sitional and Fixed Point Equation (Cousot and
Cousot, 1977), described in detail later. Since these
approaches are inherently algorithmic, we design
our prompts inspired by the Algorithm of Thoughts
(AoT) (Sel et al., 2023). AoT is similar to Chain of
Thought (Wei et al., 2022) but further integrates the
search process into their few-shot learning (Brown
et al., 2020). In-context examples in AoT are de-
signed to illustrate how to evaluate each solving
step and to guide whether the model should explore
a problem subtree further or backtrack to find a dif-
ferent viable subtree to make progress towards the
solution. Our full prompts for the two strategies in-
cluding some examples are provided in Appendix A
for reference.

3.2.1 Compositional Strategy

Compositional approach interprets each program
operation as a function between abstract states,
where each program construct is interpreted by
compositionally applying a corresponding abstract
version of the operation. This closely aligns with
the mathematical, theoretical perspective of ab-
stract interpretation.

As shown on the top left of Figure 4, we repre-
sent the program like a tree for this strategy to guide
LLMs to inductively interpret statements. By lever-
aging the subtree information at each program loca-
tion, they can perform higher-level operations for
locations that depend on previously computed ab-
stract states. The program locations are not explicit
in the abstract program semantics, so we model
updating the abstract state at a specific location as
a side-effect. For example, when a := read() is
processed in Step 1, we update the abstract state
at {P1} tobe {a : [—inf,inf]} as a side-effect of
interpreting the statement that precedes it.

We show the inner workings of the Composi-
tional strategy in Figure 5. Black arrows represent
the flow between program components, and blue
arrows represent the flow between the internal ma-
chinery for fixed point computation. This approach
takes in an initial abstract state .S, iteratively trans-
forms it by processing each statement, and returns
a final abstract state S’

First, we interpret the read() and then go



Compositional

Initially, abstract state at {PO} is {a : [-inf, inf]}.
1.  Interpret a:=read() > Update {P1} as a side-effect
2. Interpret if-then-else statement
1.  Interpret then-branch
1. Filter by a > 6 - Update {P2} as a side-effect
2. Interpret a:=0 -> Update {P3} as a side-effect
2. Interpret else-branch [...]
3. Join the results of then and else-branch - Update {P6} as a side-
effect
3. Interpret while-loop
1. Fixed Point Iteration 1:
1. Filter by a< 6 - Update {P7} as a side-effect
2. Interpreta:=a+ 1 - Update {P8} as a side-effect
3. Widen the result of previous iteration by current iteration to
compute fixed point
2. [Continue until fixed point is reached]
3. Filter fixed point by a > 6 - Update {P9} as a side-effect

~

Final witness invariants: ~ {P0} > {a: [-inf, inf]}, ..., {P9} > {a: [6, inf]}

—

loop
body

while

End

| Fixed Point Equation }

Initially, abstract state {PO}is {a : [-inf, inf]}.
1.  Setup the fixed point equations (FPE)
1. [FPE for each program location]
2. Solve the fixed point equations using a worklist algorithm
1. Initially, Map M({P0})={a: L1}, ., M({P9}) ={a: L},
and Worklist W = {PO, .., P9}
2. Pick {P0} from W
1. Remove {P0} from W
Calculate current abstract state S at {P0} based on FPE
Update M({P0}) as S
Add {P1} to W, since M({P0}) changed and {P1} directly
depends on {P0}
3. [Continue down the worklist]
4.  Pick {P7} from W
1.  Remove {P7} from W
2. Calculate current abstract state S at {P7} based on FPE
3. Update M({P7}) via widening it (V) by S, since {P7}
corresponds to a loop-head
4. Add {P8} to W, since M({P7}) changed and {P8} directly
depends on {P7}
5.  [Continue down the worklist until W is @]

~

28
138
4.

/ w witness invariants:  {P0} > {a: [-inf, inf]}, ..., {P9} > {a: [6, inf]%

1

Update
w
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Figure 4: Two strategies for abstract interpretation: Compositional (left) and Fixed Point Equation (right). The texts
on the top show the in-context outputs for the two strategies, given the annotated program from Figure 3 as the
in-context input. The flowcharts on the bottom visually represent the algorithmic flow of the two strategies.
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Figure 5: Overall flow of the Compositional strategy for
our running example. It corresponds to the high-level
workflow shown on the bottom left of Figure 4.

{P0} = {a : [~ inf,inf]}

{P1} = Interpret(a := read, P0(a))
{P2} = Filter(a > 6, P1(a))

{P3} = Interpret(a := 0, P2(a))
{P4} = Filter(a < 6, P1(a))

{P5} = Interpret(skip, P4(a))

{P6} = {q: P3(a) U P5(a)}

{P7} = Filter(a < 6, P6(a) U P8(a))
{P8} = Interpret(a := a+ 1, P7(a))
{P9} = Filter(a > 6, P6(a) U P8(a))

Figure 6: Fixed point equations for FPE Prompting for
our running example.

through the if-statement. The two branches (then
and else) are interpreted separately, and their re-
sults are joined at the end (L!). Now, we go through
the while-loop, which is interpreted using fixed
point computation in a recursive manner. We first
initialize the iteration at £ = 0, then interpret
the loop body, and perform widening (V), until
we reach S = Si+1. Upon convergence, we go
through filtering again to exit the loop and output
our final abstract state S”.

3.2.2 Fixed Point Equation Strategy

In contrast to Compositional strategy, which induc-
tively reasons over program statements, Fixed Point
Equation strategy explicitly derives and solves a
system of fixed point equations (FPE). FPEs cap-



ture how abstract states are transformed based on
the program semantics and control-flow. Each pro-
gram location has a corresponding FPE, and the sys-
tem of equations is solved using a standard worklist
algorithm. This closely aligns with how abstract
interpreters are implemented in practice, known as
chaotic iterations.

Figure 6 shows the set of FPEs for our running
example. For instance, the AS at { P7} (loop head)
is the result of filtering the join of the abstract states
at { P6} (before the loop) and { P8} (after the loop
body) by the loop guard (a < 6).

As shown on the right-hand side of Figure 4, for
this strategy, we first ask LLMs to come up with
a set of FPEs. Then, it asks to solve it in a linear
fashion using a worklist algorithm. Worklist is a
list of program locations whose abstract states are
not yet converged. Initially, the worklist contains
all program locations, and the procedure continues
until the worklist is completely empty.

For every program location { P, } that is picked
at each step: (1) { P, } is removed from the worklist.
(2) The abstract state for {P,}, S, is calculated
based on its FPE. (3a) S is saved to a map M,
where M ({P,}) is the most recent AS for { P, }.
(3b) If {P,} is the first program location inside
of a while-loop body (e.g., { Pr}), the most recent
AS for {P,} (i.e., M({P,})) is widened by the
current abstract state S to ensure termination. (4) If
M ({P,}) has changed during the update, then the
program locations whose FPEs directly depend on
{P,} are to the worklist. This procedure continues
until the worklist is finally empty.

4 Experiments

We now describe the experiments conducted on
the two strategies. We refer the readers again Ap-
pendix A for the full prompts.

4.1 Experimental Setup

Implementation Details We selected 22 C pro-
grams from the SV-COMP 2019 dataset (Beyer,
2019) containing complex control flows, such as
nested loops and conditionals. C programs were
parsed to IMP using a customized parser. Once
the models are queried, we automatically verify
the soundness of the witness invariant using UAu-
tomizer (Heizmann et al., 2013), a winning tool in
the latest SV-COMP.

Models For our main experiment, we selected
four models: (1) NVIDIA’s Llama 3.1 Nemotron

70B Instruct (Wang et al., 2024), (2) Google’s Gem-
ini 2.0 Flash (Kavukcuoglu, 2025), (3) OpenAl’s
GPT-40 (OpenAl et al., 2024), and (4) Qwen’s
QwQ 32B Preview (Yang et al., 2024a). All queries
were made using their native API libraries, with
the exception of Llama which used OpenRouter.”
We set the temperature to O for all models.

4.2 Main Results

Table 1 describes our experimental results. Column
1 shows the program names. Columns 2-5 show the
results for Compositional strategy (Section 3.2.1),
and Columns 6-13 show the results for FPE strategy
(Section 3.2.2). The ‘-’ symbol means that the
LLMs did not return a final witness invariant at the
end of their responses.

4.2.1 Witness Invariant Soundness

The Witness Invariant (WI) Soundness columns
describe whether the witness invariant generated
per program by each model is sound or not. The
fraction indicates how many of the abstract states
within the witness invariant are sound (the number
of abstract states corresponds to the number of
program locations, denoted by the denominator).

Any fraction less than 1 means that there is an
abstract state at some program location that does
not capture all possible values of the program vari-
ables; for example, an abstract state at { P2} maps
x to [6, 8], but there is some concrete program exe-
cution such that z = 5 at { P2}. When the model
returns a final witness invariant that is missing ab-
stract states for certain locations, a point is also
deducted per program location missing.

Looking at Table 1, there are fewer ‘-’ cells for
Compositional than for FPE strategy. This indi-
cates that LLMs return more outputs that are coher-
ent and not cut off for Compositional than for FPE
strategy. We hypothesize that this is due to the fact
in Compositional strategy, the program statements
are reasoned over inductively, and this additional
structure that inductive reasoning enforces may al-
low for better internal state tracking. In contrast, in
FPE strategy, the worklist algorithm simply keeps
track of program locations and their corresponding
fixed point equations. Upon inspection, we find
that for FPE strategy, this is largely due to LLMs
not knowing when to terminate the worklist algo-
rithm and continuously adding a program location
when the abstract state has already reached con-
vergence, which corroborates our hypothesis. For

*https://openrouter.ai/



Table 1: Comparison of different models across the two strategies on 22 C programs.

Compositional FPE
Program N . N . R R .
Witness Invariant Soundness Witness Invariant Soundness Fixed Point Equation Correctness
Llama Gemini GPT-40 QwQ Llama Gemini GPT-40 QwQ Llama Gemini GPT-40 QwQ
afnp2014.c 3/7 )7 6/7 77 3/7 77 3/7 - T)7 77 77 /7
as2013-hybrid.c 3/14 14/14 14/14  14/14 11/14 - 3/14 - 12/14  14/14 14/14  13/13
benchmark02_linear.c 11/12  12/12 12/12 12/12  9/12 12/12 12/12  12/12  10/12  12/12 12/12 12/12
benchmark04_conjunctive.c  12/13  13/13 6/13 2/13 9/13 13/13 6/13 - 11/13  13/13 12/13  13/13
cggmp2005.c 5/9 9/9 8/9 6/9 3/9 8/9 - - 9/9 9/9 9/9 9/9
const.c 14/14  14/14 14/14  14/14 14/14 14/14 14/14  14/14 14/14  14/14 14/14  14/14
count_by_2.c 6/6 6/6 6/6 5/6 4/6 6/6 6/6 5/6 6/6 6/6 6/6 2/6
¢ss2003.c 10/16  16/16 13/16  14/16  8/16 16/16 - - 14/16  16/16 16/16  16/16
deep-nested.c 10/33 - 10/33 9/33 4/33 21/33 - - 33/33  33/33 33/33  13/33
eql.c 14/14  14/14 14/14  14/14 14/14  14/14 14/14 0/14  14/14 14/14 14/14 5/14
eq2.c 9/9 9/9 9/9 9/9 9/9 9/9 9/9 5/9 9/9 9/9 9/9 2/9
even.c 5/5 5/5 5/5 5/5 5/5 5/5 5/5 5/5 5/5 5/5 5/5 3/5
gauss_sum.c 9/14 14/14 13/14  13/14 10/14 14/14 10/14 - 14/14  14/14 14/14  14/14
in-de20.c - 14/14 14/14 8/14 7/14 13/14 5/14 10/14 14/14 14/14 14/14  10/14
jm2006.c 13/18  18/18 16/18  15/18 6/18 18/18 - 11/18 18/18  18/18 17/18  18/18
loopv3.c 8/11 11/11 11/11 5/11 9/11 11/11 11/11 9/11 11/11  11/11 11/11 6/11
mine-2018-ex4.6.c 5/5 5/5 2/5 5/5 5/5 5/5 3/5 5/5 5/5 5/5 3/5 5/5
mono-crafted_7.c 6/17 14/17 13/17 7/17  13/17 - - - 17/17  17/17 17/17  17/17
Mono6_1.c 4/12 12/12 12/12  12/12  7/12 - 6/12 - 12/12 12/12 12/12 12/12
nested_1.c 6/11 11/11 1111 11/11 11/11  11/11 1111 11/11 11/11 11/11 11711 11/11
nested_2.c 10/16  16/16 16/16 5/16  15/16  15/16 10/16 - 16/16  16/16 16/16  13/16
simple_vardp_1.c 9/9 9/9 9/9 4/9 9/9 8/9 - 9/9 9/9 9/9 9/9

Compositional strategy, we find that this is due to
meeting the output token limit.

For cases where both the Compositional and FPE
strategies returned a final witness invariant, more
programs are found with more sound abstract states
in Compositional than in FPE strategy across the
models. For Llama, 8 programs yield better re-
sults with Compositional strategy, and 7 programs
yield better results with FPE strategy. For Gemini,
3 programs and 0 programs perform better with
Compositional and FPE strategy, respectively. For
GPT-4o0, the scores are 6 programs and 2 programs,
respectively. For QwQ, the scores are 2 programs
and 2 programs, respectively.

When considering the same cases, the total num-
ber of sound abstract states found for Llama in FPE
strategy is 1 more than what is found in Composi-
tional. For the rest of the models, Compositional
strategy yielded more sound abstract states com-
pared to FPE: there are 3, 38, and 16 more sound
abstract states found for Gemini, GPT, and QwQ,
respectively in Compositional strategy.

4.2.2 Fixed Point Equation Correctness

The Fixed Point Equation (FPE) Correctness
columns found under FPE strategy header describe
whether or not the fixed point equations generated
per program by each model are correct or not. Re-
call that for FPE strategy, models are required to
derive correct fixed point equations before starting
the worklist algorithm. Thus, we want to evalu-
ate if the LLMs find difficulty in either setting up
the fixed point equations in the first place or going

through the worklist algorithm.

The results show that the fixed point equations
are almost always all correct, with the exception of
a few, mostly in QwQ. This indicates that LLMs in
general have a good understanding of the abstract
control flows in the program. Considering that
the fractions in the Witness Invariant Soundness
columns are in general smaller than the fractions
under the FPE Correctness columns, we can con-
clude that although LL.Ms can set up the equation
systems well at the start, they still struggle during
the worklist algorithm.

4.3 Additional Results

We additionally tested our methodology on more
advanced models: OpenAl’s GPT-ol (OpenAl,
2024) and DeepSeek’s R1 (DeepSeek-Al et al.,
2025). They are known to be capable of complex,
multi-step reasoning, so we are interested to see if
these specific abilities will help the LLMs reason
in the style of abstract interpretation.

Table 2 presents the results of these models on
a four selected programs that contain challenging
nested control-flows. How to interpret the column
names are the same as our main table. Overall,
GPT-o1 and DeepSeek-R1 perform well, in partic-
ular for FPE strategy. This is especially notable for
mono-crafted_7, for which three out of four models
used in the main evaluation could not even return
coherent abstract states at the end. DeepSeek did
especially well for deep-nested, with 31 out of 33
abstract states being sound.

What is particularly interesting about these re-



sults is that FPE correctness is sometimes lower
than WI soundness for DeepSeek-R1. This means
that although the model generated wrong fixed
point equations in the beginning, it was still able to
derive sound abstract states toward the end.

Table 2: Comparison of advanced models on selected
C programs. GPT refers to GPT-ol, and DS refers to
DeepSeek-R1.

Compositional FPE

Program WI Soundness WI Soundness FPE Correctness

GPT DS GPT DS GPT DS

deep-nested.c 10/33  8/33  8/33 31/33 31/33 33/33
mono-crafted_7.c  17/17 17/17 17/17 17/17 17/17 14/17
nested_I.c 11/11 11/11  11/11  11/11  11/11  11/11
nested_2.c 16/16 16/16 16/16 16/16 16/16 13/16

4.4 Thematic Errors Made by LLMs During
Reasoning

In most cases, LLMs successfully generated traces
of abstract interpretation but exhibited common
errors across models. This section outlines these
recurring mistakes.

Forgetting Key Operations. LLMs may over-
look essential program operations. For instance, in
as2013-hybrid. c, Gemini incorrectly filters [0, 0]
with ¢ < 9 to [0, 9], overapproximating uninten-
tionally. In the FPE algorithm, LLMs often neglect
the widening operator during worklist iterations,
especially in complex nested structures requiring
prolonged analysis. In css2003. c, GPT-4o fails to
apply widening after a long iteration.

Mixing State Order. LLMs struggle with
control flow in long-context programs. In
deep_nested.c, which has six nested while-loops,
the R1 model misorders abstract operations, ap-
plying transformations before the corresponding
statements.

Short-Circuiting. LLMs sometimes produce
final abstract states that would be unreachable if
widening were properly applied. Similarly, they
may generate abstract states that do not follow cor-
rect interpretation steps, suggesting reliance on
extraneous information. Despite being an error,
short-circuiting could inform heuristics for decid-
ing when to widen (Lakhdar-Chaouch et al., 2011).

5 Related Work

There is a growing body work in the intersection
of formal reasoning and LL.Ms, due to the demon-
strated capability of LLMs to reason about code.
Some methods use LLMs as agents in program
analysis pipelines (Bouzenia et al., 2024; Cheng

et al., 2024), while others use LLMs to predict loop
invariants to be used in bounded model checkers
in an iterative manner, until the bounded model
checker approves the invariant (Wu et al., 2024a).

Pei et al. (2023) fine-tune LLMs on Daikon
datasets for invariant prediction. While they
achieve reasonable test performance, it is unclear
whether LLMs are merely pattern-matching, given
the similarity between training and test data. More-
over, their approach does not assess LLMs’ innate
formal reasoning abilities or specific frameworks
like abstract interpretation.

First et al. (2023) similarly fine-tune LLMs on
Isabelle/HOL-style proofs to generate full proofs
rather than individual steps. They show that addi-
tional context, such as error messages from failed
proof attempts, helps LLMs repair proofs. How-
ever, it remains unclear whether their performance
stems from training data rather than innate abil-
ity, as formal reasoning is left to external proof
assistants.

Wu et al. (2024b) propose a formal proof lan-
guage where LLMs predict invariants within infer-
ence rules, with correctness checked by Z3. Incor-
rect predictions allow for backtracking, but formal
reasoning is still delegated to external tools.

These are works closest to ours. Unlike these
works, we evaluate LLMs’ innate formal reasoning
ability without fine-tuning or reliance on external
tools.

6 Conclusion

We introduce a new framework to evaluate the in-
nate ability of LLMs to conduct formal reasoning
for code in the style of abstract interpretation. In
particular, we provide two novel prompting strate-
gies inspired by Algorithm of Thoughts that can be
used to elicit formal reasoning required to under-
stand code abstractions. Our results indicate that
the LLM has the ability to perform formal reason-
ing under a proper guiding algorithm, but there is
still space to potential guiding algorithms to avoid
errors. The ability of the LLMs to generate abstract
interpretation-based proofs shows great promise for
the using LLMs as program verifiers, however, cor-
recting the errors we encountered is critical for this
endeavor. We plan to explore avenues to improve
upon this in future work.



Limitations

While our results demonstrate that LLMs have
promising potential in reasoning as abstract inter-
preters, we acknowledge several limitations, the
first two are regarding the choice of the concepts
from abstract interpretation we are testing.

The first limitation is that the in-context exam-
ples are limited to a simple widening strategy. In
practice, many different widening strategies may be
used which may be more precise than the standard
widening operator from (Cousot and Cousot, 1977),
we introduced. Techniques such as narrowing may
be employed in practice to recover precision. This
limitation raises questions about the generalizabil-
ity to the broader landscape of abstract interpreta-
tion techniques used in abstract interpreters.

The second is our choice of the interval abstract
domain. The interval abstract domain is a very
simple domain, which is not as expressive in terms
of its ability to capture relationships between pro-
gram variables. In practice, a variety of much more
expressive abstract domains are used in order to
prove program properties, including the octagon
abstract domain, which can capture linear relation-
ships between program variables (i.e. * < y) to
the symbolic bit-vector domain used to prove prop-
erties about cryptographic code and low-level sys-
tems software. Our choice of abstract domain was
motivated by the possibility that more complex do-
mains would make it more difficult for the LLMs
to interpret. For instance, in the polyhedra abstract
domain, the join of two polyhedra requires comput-
ing the convex hull of two polyhedrons. Instead,
in this work, our goal was to focus on understand-
ing if the LLMs can understand the core concepts
behind abstract interpretation, rather than specific
abstract domains. We leave exploration of other
domains to future work.

The third limitation is in that while LLMs may
produce valid proofs of program properties by gen-
erating a correct sequence of abstract intepretation-
based steps, it is unclear if this capability corre-
sponds to internal phenomena in the vein of mech-
anistic interpretability. Combining our work along
with mechanisitic interpretability techniques could
provide deeper insights into how LLMs handle the
tasks explored in our paper, for instance, if certain
neural circuits correspond to handling certain com-
ponents of abstract interpretation, such as a circuit
specialized for widening.
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A Prompts Used

A.1 Compositional Strategy

r

Context: Given a program, analyze the program with abstract interpretation, using the interval
abstract domain. Programs are composed of assignment, skip, if-then-else, while-loops, and
sequential composition of these statements, where program variables are integer variables. The
goal is to output an abstract state for each program location. An abstract state maps each program
variable to an interval, or the empty interval L. For example, {z : [1,4],y : [—1, 3]} means that =
can take on values between 1 and 4 and y can take on values between —1 and 3. | means that the
variable cannot have any concrete value.

Each abstract state should be sound. For instance, if the abstract state at location { P} maps x to
[4, 10], then in any concrete execution of the program, the value of = should be between 4 and 10
at location { P}.

Arithmetic expressions are interpreted with interval arithmetic. Be cautious of edge cases in
interpreting division with interval arithmetic. For example, [1,3]/[0,0] = L, as no valid value
results from a division by 0. Furthermore, [1,3]/[—2, 3] = [— inf, inf], as division by 0 may or
may not occur.

read() expressions are interpreted as [— inf, inf], as reading from the standard input can result in
any value.

The abstract state at { PO}, the program entry point, maps each program variable to [— inf, inf],
indicating that at the beginning of the program, the variables can have any integer value.

You should abstractly interpret programs in a denotational style. This means that each program
statement is interpreted as a function, mapping abstract states to abstract states, and we iteratively
interpret each statement on an input abstract state. As the program is being interpreted, we save
the abstract state at a program location after interpreting the statement preceding it, as a side-effect
of the interpretation process.

There are several directives in the annotated programs that help keep track of control flow.
[if_then| means that the input abstract state to the if-statement is filtered to account for the fact
that the guard of the if-statement should hold.

[if_else| means that the input abstract state to the if-statement is filtered to account for the fact
that the negation of the guard of the if-statement should hold.

[endif]| means the the result of interpreting the then-branch on the input abstract state and the
result of interpreting the else-branch on the input abstract state are merged.

[while_true| means that the input abstract state to a while-statement is filtered to account for the
fact that the loop guard should hold.

[whilesalse| means that the abstract state as a result of interpreting the loop body is filtered by the
negation of the loop guard, indicating possible behaviors when the while loop is no longer executed.

Some examples of filtering are:

- Filtering abstract state z : [5, 7],y : [6, 8] by !(read() == 0) results in the same abstract
state, because we cannot know for certain if the result of reading from standard input is 0.

- Filtering abstract state {z : [5,10],y : [5,inf]} by !(y==6) results in
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x : [5,10],y : [5,inf]. Filtering by !(y == 6) is equivalent to filtering by y > 6||y < 6.
Filtering the abstract state by y > 6 results in x : [5, 10],y : [7, inf]. Filtering the abstract
state by y < 6 results in x : [5,10],y : [5, 5]. Joining the resulting abstract states results in
x :[5,10],y : [5,inf].

- Filtering abstract state x : [5,9],y : [10,12] by y == 16 results in {z : L,y : L}, asitis
impossible for y to be 16.

- Filtering the abstract state x : [5, 10],y : [4,9] by (y <= 8)&&(x <= y) results in the filter-
ing the state by y <= 8 and filtering the state by £ <= y and then intersecting the resulting
states. Filtering {x : [5,10],y : [4,9]} by y <= 8results inx : [5,10],y : [4, 8]. Filtering
x:[5,10],y : [4,9] by x <= yresultsin z : [5,9],y : [4,9]. Intersecting both states results
inz:[59,y:[4,8].

While loops are interpreted using fixed point computation, by iteratively interpreting the body
of the while loop on the input abstract state. At each iteration, the result from the previous iter-
ation is widened by the interpretation of the loop body on the abstract state from the previous
iteration. Widening is used to ensure termination of the fixed point computation. The widening of
two intervals is defined symbolically as [a,b]V[c,d] = [if¢ < a, then — inf else a, ifd >
b then inf else b]. For example, [6,7]V[9,10] = [6,inf]. Note that LV[c,d] = [c,d] and
[a,b]V L = [a,b]. Finally, when a fixed point is reached, it is filtered by the negation of the
loop guard, which is the final result of interpreting the loop.

When all commands have been interpreted, the most recent abstract state at each program location
is returned.

Here are some examples:

Example 1:

Input:

{Po}

X := read();

{P1}

if (x < 3) then
[if_then]
{P2}
X := x - 1;
{P3}
X = X * 2;
{P4}

else
[if_else]
{P53}
X = X + 2;
{P6}

end [endif]

{P7}%

Output:
Initially, the abstract state at P0 is x : [— inf, inf].
Begin interpreting the program.

1. Interpret x := read();

- The input abstract state is {z : [— inf, inf]}
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- The resulting abstract state is {z : [— inf, inf]}
- As a side-effect, the abstract state at { P1} is {« : [— inf, inf]}

2. Interpret the if-then-else statement.

- Interpret the then-branch.
1. The input abstract state is X : [-inf, inf].
2. Filter the input state by x < 3. The resulting abstract state is x : [-inf, 2]. As a
side-effect, the abstract state at P2 is x : [-inf, 2].
3. Interpret x :=x - 1;
- The input abstract state is X : [-inf, 2].
- The resulting abstract state is x: [-inf, 1].
- As a side-effect, the abstract state at P4 is x : [-inf, 2].
- Interpret the else-branch.
1. The input abstract state is X : [-inf, inf].
2. Filter the input state by x >= 3. The resulting abstract state is x : [3, inf]. As a
side-effect, the abstract state at PS5 is x : [3, inf].
3. Interpret X := X + 2;
- The input abstract state is X : [3, inf].
- The resulting abstract state is X : [5, inf].
- As a side-effect the abstract state at P6 is x : [5, inf].
- Join the results of interpreting the then and else branch:
- The output of interpreting the then-branch is x : [-inf, 2].
- The output of interpreting the else-branch is x : [5, inf].
- The result of joining the two states is x : [-inf, inf]. As a side-effect, the abstract
state at P7 is X : [-inf, inf]

There are no more statements to interpret, and the answer is

{Po} — {x : [—inf,inf]}
{P1} = {x : [~ inf,inf]}
{P2} — {z : [—inf, 2]}
{P3} — {z : [—inf, 1]}
{Ps} — {z : [~ inf,2]}
{Ps} — {z : [3,inf]}
{Ps} — {z : [5,inf]}
{P7} = {z : [—inf,inf]}

Example 2:

Input:

{Po}

i := 1;

{P1}

j o= 0

{P2

while (i <= 5) do
[while_true]
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{P3}
jo=3 1
{P4}
i =1 + 1;
{P5}
end [while_false]
{P6}
Output:
Initially, the abstract state at PO is ¢ : [— inf, inf], j : [— inf, inf]

1. Interpreti:=1

- The input abstract state is {i : [—inf,inf],j: [—inf,inf]}
- The resulting abstract state is {i : [1,1],j : [—inf,inf]}
- As a side-effect, the abstract state at { P1} is {¢ : [1,1],7 : [—inf,inf]}

2. Interpretj:=0

- The input abstract state is {¢ : [1,1],5 : [—inf,inf]}
- The resulting abstract state is {7 : [1,1],5 : [0,0]}
- As a side-effect, the abstract state at { P2} is {3 : [1, 1], 7 : [0,0]}.

3. Interpret the while loop.

- The input abstract state (iteration 0) is {i : [1, 1], 7 : [0,0]}.
- Begin fixed point iteration.
- Fixed point Iteration 1:
- The input abstract state to this iteration is {3 : [1, 1], j : [0,0]}
- Filtering the state by i <= 5 results in the abstract state {7 : [1,1],7 : [0,0]}. Asa
side-effect, the abstract state at { P3} is {7 : [1, 1], : [0, 0]}.
Interpret j :=j +i;
- The input abstract state is {7 : [1,1],5 : [0,0]}
- The resulting abstract state is {7 : [1,1],7 : [1,1]}
- As a side-effect the abstract state at { P4} is {4 : [1,1],7 : [1,1]}.
Interpreti:=i+ 1;
- The input abstract state is {7 : [1,1],5 : [1,1]}.
- The resulting abstract state is {3 : [2,2],7 : [1,1]}.
- As a side-effect the abstract state at { P5} is {i : [2,2],7 : [1,1]}.
- Widen the input abstract state by the interpretation of the loop body
- The input abstact state to this iteration is {7 : [1,1], 7 : [0, 0]}
- The result of interpreting the loop body is {i : [2,2],7 : [1,1]}.
- {i:[1,1),5:10,0]}V{i:[2,2],5:[1,1]} resultsin {i : [1,inf], 7 : [0,inf]}.
- The result of this iteration is {7 : [1,inf],j : [0,inf]}.
- Fixed point Iteration 2:

- The input abstract state to this iteration is {3 : [1,inf],j : [0,inf]}.

- Filtering the state by i <=5 results in the abstract state {7 : [1,5],7 : [0,inf]}. Asa
side-effect, the abstract state at { P3} is {4 : [1,5],7 : [0,inf]}.

- Interpret j :=j +1i;
- The input abstract state is {z : [1,5],7 : [0,inf]}.
- The resulting abstract state is {4 : [1,5],7 : [1,inf]}
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- As a side-effect the abstract state at { P4} is {4 : [1,5],7 : [1,inf]}
- Interpreti:=i+ 1;
- The input abstract state is {7 : [1,5],7 : [1,inf]}
- The resulting abstract state is {i : [2,6],7 : [1,inf]}
- As a side-effect the abstract state at { P5} is {3 : [2,6],7 : [1,inf]}.
- Widen the abstract state from the previous iteration by the interpretation of the loop
body
- The input abstract state to this iteration is {4 : [1,inf], 7 : [0, inf]}
- The result of interpreting the loop body is {7 : [2,6],7 : [1,inf]}.
-{i: [Linfl,j ¢ [0,inf]}V{i : [2,6],7 : [1,inf]} results in {¢ : [1,inf],j :
[0,inf]}.
- The result of this iteration is {7 : [1,inf],j : [0,inf]}.
- We are at a fixed point. The result of the iteration was the same as the previous one.
- Filter the fixed point by the negation of the loop-guard, i > 5. Filtering
i: [1,inf], j : [0,inf] by i > 5 results in {i : [6,inf], : [0,inf]}. As a side effect the
abstract state at { P6} is {3 : [6,inf],j : [0,inf]}.

There are no more statements to interpret, and the answer is

{Po} ~ {i : [~ inf,inf], 7 : [~ inf,inf]}
{P1} — {i:[1,1],j : [ inf,inf]}
{2} —{i:[1,1],5: [0,0]}
{Ps} — {i:[1,5],5 : [0,inf]}
{Py} — {i:[1,5],5 : [1,inf]}
{Ps} — {i:[2,6],7 : [1,inf]}
{Ps} + {i: [6,inf],j : [0,inf]}

Example 3:

Input:

{P0}

y := 7;

{P1

while (true) do
[while_truel
{P2}
X := read();
{P3}
while (x <= y) do
[while_truel
{P43
X = x + 1;
{P53
end [while_false]
{P63}
end [while_false]

{P7}
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Initially, the abstract state at { PO} is {x : [—inf,inf],y : [—inf,inf]}.
1. Interprety :=7

- The input abstract state is {z : [—inf,inf],y : [—inf,inf]}.
- The resulting abstract state is {z : [—inf,inf],y : [7,7]}.
- As a side-effect, the abstract state at { P1} is {x : [—inf,inf],y : [7,7]}.

2. Interpret the outer while-loop.

- The input abstract state (iteration 0) is {x : [—inf,inf],y : [7,7]}.
- Begin fixed point iteration.
- Outer Loop Fixed Point Iteration 1:
- The input abstract state to this iteration is {x : [—inf,inf],y : [7,7]}.
- Filtering the state by true results in the abstract state {z : [—inf,inf],y : [7,7]}.
As a side-effect, the abstract state at { P2} is {x : [—inf,inf],y : [7,7]}.
- Interpret x := read();
- The input abstract state is {x : [—inf,inf],y : [7,7]}.
- The resulting abstract state is {z : [—inf,inf],y : [7,7]}.
- As a side-effect, the abstract state at { P3} is {x : [—inf,inf],y : [7,7]}.
- Interpret the inner while-loop:
- The input abstract state (iteration 0) is {z : [—inf,inf],y : [7,7]}.
- Begin fixed point iteration.
- Inner Loop Fixed Point Iteration 1:
- The input abstract state to this iteration is {x : [—inf,inf],y : [7,7]}.
- Filtering the state by x <=y results in {z : [—inf,7],y : [7,7]}. Asa
side-effect, the abstract state at { P4} is {z : [—inf, 7],y : [7,7]}.
- Interpret x :=x + 1;
- The input abstract state is {z : [—inf, 7],y : [7,7]}.
- The resulting abstract state is {z : [—inf, 8],y : [7,7]}.
- As a side-effect the abstract state at { P5} is {x : [—inf, 8],y : [7, 7]}
- Widen the abstract state from the previous iteration by the interpretation of
the loop body
- The input abstract state to this iteration is {z : [—inf,inf],y : [7,7]}.
- The result of interpreting the loop body is {x : [—inf,8],y : [7,7]}.
-{x : [—inf,infl,y : [7,7]}V{z : [—inf,8l,y : [7,7]} = {z :
[—inf,inf],y : [7,7]}.
- The result of this iteration is {x : [—inf,inf],y : [7,7]}
- We are at a fixed point. The result of this iteration was the same as the previous
one.
- Filter the fixed point by the negation of the loop guard, x > y. Filtering {z :
[—inf,inf],y : [7,7]} by x > y results in {x : [8,inf], y : [7,7]}. As a side-effect,
the abstract state at { P6} is {z : [8,inf],y : [7,7]}.
- The result of interpreting the inner while loop is {x : [8,inf],y : [7,7]}.
- Widen the abstract state from the previous iteration by the interpretation of the loop
body
- The input abstract state to this iteration is {x : [—inf,inf],y : [7,7]}.
- The result of interpreting the outer loop body is {x : [8,inf],y : [7,7]}.
-{z ¢ [—inf,inf],y : [7,7]}V{z : [8,inf],y : [7,7]} = {z : [—inf,inf],y :
[7, 7]}
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- The result of this iteration for the outer while loop is {z : [—inf,inf],y : [7,7]}.

- We’ve reached a fixed point for the outer while loop. The input state to the first iteration
of the fixed point computation for the outer loop is the same as the abstract state resulting
from the first iteration.

- Filter the fixed point for the outer while loop by the negation of the loop guard, false.
Filtering {z : [—inf,inf],y : [7,7]} by false results in {z : L,y : L}. As a side-effect,
the abstract state at { P7}issetto {z: L,y : L}.

There are no more statements to interpret, and the answer is

{Po} = {z : [—inf,inf],y : [~ inf, inf]}
{Pi} — {z: [~ inf,inf],y : [7,7]}

{P2} — {z : [~ inf,inf],y : [7,7]}

{P3} — {x : [~ inf,inf],y : [7,7]}

{Ps} — {z: [—inf, 7],y : [7,7]}

{Ps} — {z: [—inf,8],y : [7,7]}

{Ps} — {z : [8,inf],y : [7,7]}

{Pr}—{x:Ly: 1}

Now, please solve this, outputting the intermediary steps you take:
[Input Program]

A.2 Fixed Point Equation Strategy

Context:

Given a program, analyze the program with abstract interpretation, using the interval abstract
domain. Programs are composed of assignment, skip, if-then-else, while-loops, and sequential
composition of these statements, where program variables are integer variables. The goal is to
output an abstract state for each program location. An abstract state maps each program variable
to an interval, or the empty interval L. For example, {x : [1,4],y : [—1, 3]} means that x can take
on values between 1 and 4 and y can take on values between -1 and 3. | means that the variable
cannot have any concrete value.

Each abstract state should be sound. For instance if the abstract state at location { P} maps x to
[4,10], then in any concrete execution of the program, the value of x should be between 4 and 10
at location { P}.

Arithmetic expressions are interpreted with interval arithmetic. Be cautious of edge cases in
interpreting division with interval arithmetic. For example, [1,3]/[0,0] = L, as no valid value
results from a division by 0. Furthermore, [1,3]/[—2, 3] = [—inf, inf], as division by 0 may or
may not occur.

read() expressions are interpreted as [—in f, in f], as reading from the standard input can result
in any value.

You should abstractly interpret programs by first deriving a set of fixed point equations, where each
program location corresponds to one equation. Then, solve the fixed point equations iteratively
until you reach a fixed point. The fixed point equation associated with the location at program
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entry, { PO}, maps each program variable to [— inf, inf], indicating that at the beginning of the
program, the variables can have any integer value.

There are several directives in the annotated programs that help keep track of control flow, as well
as indicate how the fixed point equations should be defined.

[if_then| means that the fixed point equation corresponding to the location after the directive is
the result of filtering the abstract state at the location corresponding to the input of the if-then-else
statement, by the if guard.

[if_else| means that the fixed point equation corresponding to the location after the directive is
the result of filtering the abstract state at the location corresponding to the input of the if-then-else
statement, by the negation of the if guard.

[if_end] means the fixed point equation corresponding to the location after the directive is the
result of joining the abstract states at the locations of the end of each branch in the if-statement.

[while_true] means that the fixed point equation at the location after the directive first joins the
abstract states at the program locations before the while-loop and after the last statement in the
loop body, and filters this result by the loop guard.

[while_false] means that the fixed point equation at the location after the directive first joins the
abstract states at the program locations before the while-loop and after the last statement in the
loop body, and filters this result by the negation of the loop guard.

Some examples of filtering are:

- Filtering abstract state z : [5, 7],y : [6, 8] by !(read() == 0) results in the same abstract
state, because we cannot know for certain if the result of reading from standard input is 0.

- Filtering abstract state {z : [5,10],y : [5,inf]} by !(y==6) results in
x : [5,10],y : [5,inf]. Filtering by !(y == 6) is equivalent to filtering by y > 6||y < 6.
Filtering the abstract state by y > 6 results in x : [5, 10],y : [7, inf]. Filtering the abstract
state by y < 6 results in x : [5,10],y : [5, 5]. Joining the resulting abstract states results in
x : [5,10],y : [5,inf].

- Filtering abstract state x : [5,9],y : [10,12] by y == 16 results in {z : L,y : L}, asitis
impossible for y to be 16.

- Filtering the abstract state x : [5, 10],y : [4,9] by (y <= 8)&&(x <= y) results in the filter-
ing the state by y <= 8 and filtering the state by £ <= y and then intersecting the resulting
states. Filtering {x : [5,10],y : [4,9]} by y <= 8results inx : [5,10],y : [4, 8]. Filtering
x:[5,10],y : [4,9] by x <= yresultsin x : [5,9],y : [4,9]. Intersecting both states results
inz:[59,y:[4,8].

In the equations, use Interpret(assignment, S) and Interpret(skip, S) to denote interpreting the result
of applying an assignment statement to abstract state S and applying a skip statement to abstract
state S, respectively. Use Filter(B, S) to filter abstract state S by boolean expression B.

Once the equations are set up, fixed point computation is conducted using a worklist algorithm.
Initially, all program locations are added to the worklist. If a location is in the worklist, this
indicates that the abstract state at that location has not stabilized yet. When we compute the
abstract state at a location just after a [while_true] directive, we widen the result of computation
by the previous abstract state at the same location. This ensures termination of the analysis.
The widening of two intervals is defined symbolically as [a,b]V]c,d] = [if ¢ < a, then —
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inf else a, if d > b then inf else b]. For example, [6, 7]V [9, 10] = [6, inf]. Note that 1 V¢, d] =

[c,d] and [a,b]V_ L = [a, b].

A solution for the fixed point equations is reached after the worklist is empty, and the final abstract

states are returned.
Here are some examples:
Example 1:

Input: {PO}

X := read();

{P1}

if (x < 3) then
[if_then]
{P2}
X := x - 1;
{P3}
X = X * 2;
{P4}

else
[if_else]
{P5}
X = X + 2;

{P6}

end [endif] {P7}

Output:

1. Create a system of fixed point equations.

Here, M ({P}) denotes the abstract state at location { P}. M ({P})(x) denotes the abstract value
of variable x at location { P}. Fj denotes the fixed point equation at { PO}.

2. Solve the fixed point equations using a worklist algorithm.
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Initially, the map of program locations to abstract states looks like:

M{P0}) = {z: L},
M{P1}) = {z: L},
M{P2}) = {z: L},
M{P3}) = {z: L},
M({P4}) = {z: L},
M({P5}) = {z: L},
M({P6}) = {z: L},
M{P7}) ={x: L}

The worklist W is {{P0}, {P1}, {P2}, {P3}, {P4}, {P5}, {P6}, {PT}.

* Pick {Pp} from W.

- Remove { Py} from W.
- M({Po})is{z: L}.
— Compute Fy(M), and update the value of M ({Fy}), resulting in M ({FPy}) = {=
[— inf, inf]}.
— M({Po}) has changed, so add the program locations whose fixed point equations directly
depend on M ({Py}) to W.
« Add {P;} to .

- Wisnow {{Pi},{ P2}, {Ps}, {Ps},{P5},{Ps},{Pr}}.
* Pick {P;} from W.

— Remove {P; } from .
- M{P})is{x: L}
— Compute F3(M), and update the value of M ({P;}), resulting in M ({P}) = {z
[— inf, inf]}, where
s« M({P1})(xz) = [—inf, inf] is the result of interpreting x := read().
— M ({P1}) has changed, so add the program locations whose fixed point equations directly
depend on M ({P;}) to W.
% Add {P} and {Ps} to V.

- Wisnow {{ P2}, {Ps}, {4}, {Ps}, {Ps}, {Pr}}-
* Pick {P>} from W.

— Remove { P} from .
- M({P})is{z: L}.
— Compute Fy(M):
« M({P1}) = {z: [—inf,inf]}
s Filtering M ({P1 }) by z < 3 results in:
- {x : [—inf, 2]}
« Update M ({P,}) to be {z : [—inf, 2]}.
— M ({P>}) has changed, so add the program locations whose fixed point equations directly
depend on M ({P»}) to W.
x Add {Pg} to W.
- Wisnow {{Ps}, {Pa}, {Ps},{Fs}, {Pr}}-
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- Pick {P3} from W.

- Remove {P3} from W.
- M({Ps})is{z: L}.
- Compute F3(M) and update the value of M ({Ps}), which results in M ({Ps}) = {x :
[—inf, 1]}, where
- M({Ps})(z) = M({P2})(2) — [, 1] = [~ inf, 2] — [1,1] = [~ inf, 1]
- M({Ps}) has changed, so add the program locations whose fixed point equations directly
depend on M ({Ps}) to W.
- Add {P;} to W.
- Wisnow {{Ps},{Ps}, {6}, {Pr}}

- Pick {P4} from W.

- Remove { P4} from .
- M({P4})is{x: L}.
- Compute Fy(M) and update the value of M ({P4}), which results in M ({P4}) = {z :
[—inf, 2]}, where
- M({P4})(z) = M({P3})(z) = [2,2] = [—inf, 1] * [2,2] = [~ inf, 2]
- M({P4}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P4}) to W.
- Add {PT} to W.
- Wisnow {{P5},{P6},{P7}}.

- Pick {P5} from W.

- Remove {P5} from .
- M({P5})is{x: L}.
- Compute F5(M):
- M({P1}) = {x : [~ inf, inf]}
- Filtering M ({P1}) by x > 3 results in:
- {z : [3,inf]}

- Update M ({P5}) to be {z : [3,inf]}
M ({P5}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P5}) to .

- Add {P6} to W.

- Wisnow {{P6}, {PT7}}.

- Pick {P6} from W.

- Remove {P6} from V.
- M({P6})is{z: L}.
- Compute Fs(M) and update the value of M ({P6}), which results in M ({P6}) = {x :
[5, inf] }, where
- M({P6})(z) = M({P5})(x) + [2,2] = [3,inf] + [2,2] = [5, inf]
- M({P6}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P6}) to W.
- Add {PT} to W.
- Wisnow {{PT7}}.
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- Pick {P7} from W.

Remove { P7} from V.
M{P7})is{z: L}.
Compute F7(M):
- M({P4}) UM({P6}) = {x : [—inf,2]} U{z : [5,inf]} = {z : [ inf, inf]}
- Update M ({P7}) to be {z : [— inf, inf]}
M ({P7}) has changed so add the program locations whose fixed point equations directly
depend on M ({P7}) to W.

- According to the system of equations, there is no such location, so no location is
added to W.

W is now {}.

The worklist is empty, meaning we’ve finished the analysis and M is

}
}

M({P0}) = {x : [~ inf, inf]
( = {z : [~ inf, inf]
( {o: [~ inf, 2))
M({P3}) = {o : [—inf, 1]}
( {o: [~ inf, 2]}
M{PS}) = {3, inf]}
M({P6}) = {x: [5,inf]}
M({P7}) = {x : [—inf, inf]}

Example 2:
Input:

{Po}

i =1,

{P13}

I oe= 0

{P2

while (i <= 5) do
[while_true]
{P3}
Joi=3 0+
{P43}
i =1+ 1,
{P53}

end [while_false]

{P63}

Output:

1. Create a system of fixed point equations.

Here, M ({P}) denotes the abstract state at location { P}. M ({P})(z) denotes the abstract value
of variable x at location { P}.

Fo(M) = {i : [—inf,inf], j : [—inf, inf]}
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Fi (M) = Interpret(i := 1, M({Fo}))
Fy(M) = Interpret(j = 0, M({P1}))
F3(M) = Filter(i < 5, M({P2}) UM ({Ps}))
Fu(M) = Tnterpret(j = j + i, M({Ps})
F5(M) = Interpret(i := i + 1, M({P4}))
Fs(M) = Filter(i > 5, M({P,}) U M({P5}))

2. Solve the fixed point equations using a worklist algorithm.
Initially, the map of program locations to abstract states looks like:

M({Fo}) = {i: L,j: 1}

M{P}) = {i: Lj: L}
M{Bs}) = {i: L,j: 1}
M{Ps}) = {i: L,j: 1}
M{P}) = {i: L,j: L1}
M{Ps}) = {i: L,j: L1}

M({Ps})={i:L,j: L}
The worklist W is {{P0}, { P1}, {P2}, {P3}, {P4}, {P5},{P6}}.

- Pick { PO} from .

- Remove { PO} from .

- M({PO})is{i:L,j: L}

- Compute Fy(M), and update the value of M ({P0}), resulting in M ({P0}) = {i :
[—inf,inf], j : [—inf, inf]}.

- M({P0}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P0}) to .

- Add {P1} to W.
- Wisnow {{P1},{P2},{P3},{P4},{P5},{P6}}.

- Pick {P1} from W.

- Remove {P1} from W.
- M{P1})is{i: L,j: L}
- Compute F (M), and update the value of M ({P1}), resulting in M ({P1}) = {i :
[1,1],7 : [~ inf,inf]}, where
- MPL})() = [1,1]
- M({P1})(j) = M({P0})(j)
- M({P1}) has changed, so add the program locations whose fixed point equations

directly depend on M ({P1}) to W.
- Add {P2} to W.
- Wisnow {{P2},{P3},{P4},{P5},{P6}}.
- Pick { P2} from W.

- Remove { P2} from .
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-M{P2})is{i: L,j: L},
- Compute F»(M) and update the value of M ({P2}), resulting in M ({P2}) = {i :
[1,1],7 : [0,0]}, where
- M({P2})(i) = M({P1})(0)
- M({P2})(5) = [0,0]
- M({P2}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P2}) to W.

- Add {P3} and {P6} to W.
- Wisnow {{P3},{P4},{P5},{P6}}.

- Pick {P3} from W.

- Remove { P3} from .
- M({P3})is{i:L,j:L}.
- Compute F3(M):
- MH{{P2y)UMAPS}Y) ={i:[1,1,j:[0,0pufi:L,j:L}={i:[1,1],j
[0, 0]}
- Filtering {7 : [1,1],7 : [0,0]} by ¢ < 5 results in:
-S={i:[1,1],7:[0,0]}
Because { P3} corresponds to a loop head, we widen M ({ P3}) by S.
- M({P3})VSresultsin S’ = {i: [1,1],5 : [0,0]}, where
- 8'(i) = LV[1,1]
- 5'(4) = LV[0,0]
Update M ({P3}) to {i : [1,1],7 : [0, 0]}.
M ({P3}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P3}) to W.
- Add {P4} to W.
W is now {{ P4}, {P5},{P6}}

- Pick {P4} from W.

- Remove { P4} from .
- M{{P4})is{i: L,j: L},
- Compute Fy(M), and update the value of M ({P4}), resulting in M ({P4}) = {i :
[1,1],7 : [1,1]}, where
- M({P4})(i) = M({P3})(7) = [1,1]
- M({P4})(j) = M({P3})(j) + M({P3})(i) = [0,0] + [1,1] = [1,1]
- M({P4}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P4}) to W.
_ Add {P5} to W.
- Wisnow {{P5},{P6}}.

- Pick {P5} from W.

- Remove {P5} from W.
- M({P5})is{i:L,j:L}.
- Compute F5(M), and update the value of M ({P5}), resulting in M ({P5}) = {i :
[2,2],7:[1,1]}, where
- M({P5})(i) = M({P4})(9) + [L,1] = [L,1] + [1,1] = [2,2]

25




- M({P5})(5) = M({P4})(5)
- M({P5}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P5}) to .

- Add {P3} and {P6} to W.
- W is now {{P3},{P6}}.

- Pick {P3} from W.

- Remove {P3} from .
- M({P3})is{i:[1,1],5:[0,0]}.
- Compute F3(M):
- M({{P2}) u M({P5}) = {3 : [1,1],5 : [0,0]} U {3 : [2,2],5 : [1,1]} = {¢ :
[1,2],5:0,1]}
- Filtering {7 : [1,2],7 : [0, 1]} by ¢ < 5 results in:
-S={i:[1,2],5:[0,1]}
Because { P3} corresponds to a loop head, we widen M ({ P3}) by S.
- M({P3})VSresultsin S = {i : [1,inf],j : [0, inf]}, where
- S8'(3) = [1,1)V[1, 2] = [1, inf]
~ 8'(5) = [0,0]V[0, 1] = [0, inf]
Update M ({P3}) to {i : [1,inf], j : [0, inf]}.
M ({P3}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P3}) to W.
_ Add {P4} to W
- Wisnow {{P4}, {P6}}

- Pick {P4} from W.

- Remove { P4} from W.
- M({P4})is {i:[1,1],7: [1,1]}.
- Compute Fy(M) and update the value of M ({P4}), resulting in M ({P4}) = {i :
[1,inf], j : [1,inf]}, where
- M({P4})(i) = M({P3})(i) = [1,inf]
- M({P4})(5) = M({P3})(j) + M({P3})(i) = [0, inf] + 1, inf] = [1, inf]
- M({P4}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P4}) to W.
- Add {P5} to W.
- Wisnow {{P5}, {P6}}.

- Pick {P5} from W.

- Remove {P5} from .
- Compute F5(M), and update the value of M ({P5}), resulting in M ({P5}) = {i :
[2,inf], j : [1,inf]}, where
- M({P5})(i) = M({P4})(i) + [1,1] = [1,inf] + [1,1] = [2, inf]
- M({P5})(j) = M({P4})(j) = [1, int]
- M({P5}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P5}) to .

- Add {P3} and {P6} to W.
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- Wisnow {{P3}, {P6}}.

- Pick {P3} from W.

- Remove {P3} from .
- M({P3})is{i: [1,inf], 7 : [0,inf]}.
- Compute F3(M):
- M({{P2}) UM({P5}) = {i: [1,1],7 : [0,0]} U{é : [2,inf],j : [1,inf]} = {7 :
[1,inf], 7 : [0, inf]}
- Filtering {i : [1,inf], 7 : [0, inf]} by ¢ < 5 results in:
- S={i:[1,5],7:[0,inf]}
Because { P3} corresponds to a loop head, we widen M ({P3}) by S.
- M({P3})V S resultsin S = {3 : [1,inf],j : [0,inf]}, where
- §'(1) = [1,inf]V[1,5] = [1, inf]
- 5'(j) = [0,inf] V][0, inf] = [0, inf]
- Now, M ({P3}) = {i : [1,inf],  : [0, inf]}.
M ({P3}) has not changed, so do not add anything to the worklist.
- Wisnow {{P6}}.

- Pick {P6} from W.

- Remove {P6} from W.
- M({P6})is{i:L,j: L}
- Compute Fg(M):
- M{P2}) U M({P5}) = {i : [1,1],5 : [0,0]} U{é : [2,inf],j : [1,inf]} = {i:
[1,inf], 7 : [0, inf]}
- Filtering {7 : [1,inf], j : [0, inf]} by ¢ > 5 results in
- {i:[6,inf], j : [0,inf]}
- Now, M ({P6}) = {i : [6,inf], j : [0, inf]}
M ({P6}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P6}) to W.

- According to the system of equations, there is no such location, so no location is
added to W.

W is now {}.

The worklist is empty, meaning we’ve finished the analysis and M is

M({Py}) = {i: [—inf,inf], j : [—inf,inf]}
M{P1}) = {i: [1,1],] : [~ inf, inf]}
({P2}) = {i: [1,1],5: [0, 0}
M((Ps}) = {i: [1,inf], j : [0,nf]}
M({Py}) = {i : [1,inf], j : [1,inf]}
M({P}) = {i : [2,inf], : [1,inf]}
M({Ps}) = {i : [6,inf], j : [0,inf]}
Example 3:
Input:
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{Po}

yoe= i

{P1}

while (true) do
[while_truel

{P2}

X := read();

{P33}

while (x <= y) do
[while_true]
{P4}

X = x + 1;

{P5}
end [while_false]

{P6}
end [while_false]

{P7}
1. Create a system of fixed point equations.
Here, M ({P}) denotes the abstract state at location { P}. M ({P})(z) denotes the abstract value
of variable x at location { P}.
Fo(M) = {z : [—inf,inf], y : [ inf, inf]}
Fy(M) = Interpret(y := 7, M({Fy}))
F>(M) = Filter(true, M ({P1}) U M({Ps}))
F5(M) = Interpret(z := read(), M ({P»}))
Fy(M) = Filter(z <y, M({Ps}) UM({P5}))
F5(M) = Interpret(x := z + 1, M({P1}))
Fy(M) = Filter(z > y, M({Py}) U M({P5}))
F;(M) = Filter(false, M ({ P }) U M ({Ps}))

2. Solve the fixed point equations using a worklist algorithm.
Initially, the map of program locations to abstract states looks like:

M{P0}) ={z: L,y: L}
({P1}) ={z: Ly: 1}
({P2}) ={z: Ly: L}
M{P3}) ={z: Ly: L}
({P4}) ={z: Liy: L}
({P5}) ={z: Ly: L}
({P6}) ={z: Ly: L}
M{PT}) ={z: Ly: L}
The worklist W is { PO}, { P1}, {P2}, {P3}, { P4}, { P5}, {P6}, {PT}}.

- Pick { PO} from W.
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- Remove { PO} from .

- M({PO})is{i:L,j:L}.

- Compute Fy(M ), and update the value of M ({P0}), resulting in M ({P0}) = {x
[— inf, inf], y : [— inf, inf]}

- M({PO0}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P0}) to .

- Add {P1} to W.
- Wisnow {{P1},{P2},{P3},{P4},{P5},{P6},{P7}}.

- Pick {P1} from W.

- Remove {P1} from .
- M{P1})is{x: Ly: L}
- Compute F; (M) and update the value of M ({P1}), resulting in M ({P1}) = {z
[—inf,inf], y : [7, 7]}, where
- M({P1})(z) = M({P0})(z)
- M({P1})(y) = [7,7]
- M({P1}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P1}) to .

- Add {P2} and {P7} to W.
- Wisnow {{P2},{P3},{P4},{P5},{P6},{PT7}}.

- Pick { P2} from W.

- Remove { P2} from V.
- M({P2})is{z: L,y: L}
Compute Fy(M):
- M{P1})u M({P6}) = {z : [—inf,inf],y : [7,7]}U{zx: Liy: L} = {x:
[—inf, inf],y : [7,7]}
- Filtering {« : [—inf, inf], y : [7, 7]} by true results in:
- S ={z:[—inf,inf],y : [7,7]}
Because { P2} corresponds to a loop head, we widen M ({ P2}) by S.
- M({P2})VSresultsin S’ = {z : [—inf,inf],y : [7, 7]}, where
- §'(z) = LV[—inf,inf] = [ inf, inf]
- S'(y) = LV[7,7 = [7,7]
- Update M ({P2}) to be {z : [—inf,inf],y : [7,7]}.
M ({P2}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P2}) to .
- Add {P3} to W.
W isnow {{ P3}, { P4}, {P5},{P6},{P7}}.

- Pick {P3} from W.

- Remove {P3} from V.
- M({P3})is{z: Lyy: L}
- Compute F3(M), resulting in M ({P3}) = {z : [~ inf,inf],y : [7, 7]}, where
- M({P3})(z) = [—inf, inf], which is the result of interpreting x := read().
- M({P3})(y) = M({P2})(y)
- M({P3}) has changed, so add the program locations whose fixed point equations

directly depend on M ({P3}) to W.
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- Add {P4} and {P6} to V..
- Wisnow {{P4},{P5},{P6}, {PT7}}.

- Pick {P4} from W.

Remove { P4} from W.
M{P4})is{z: L,y: L}
Compute Fy(M):
- M({P3}) U M({P5}) = {x : [—inf,inf],y : 7,7} U{z: Ly : L} = {z:
[—inf, inf],y : [7,7]}
- Filtering {x : [—inf,inf],y : [7,7]} by 2 < y results in:
- S={x:[-inf,7,y:[7,7]}.
Because { P4} corresponds to a loop head, we widen M ({ P4}) by S.
- M({P4})V S resultsin S = {x : [—inf, 7],y : [7,7]}, where
- 8'(z) = LV[—inf, 7] = [—inf, 7]
- S'(y) = LVI[7,7] =[7,7]
- Update M ({P4}) tobe {z : [—inf, 7],y : [7,7]}.
M ({P4}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P4}) to W.
- Add {P5} to W.
- Wisnow {{P5},{P6},{PT7}}.

- Pick {P5} from W.

- Remove {P5} from W.
- M({P5})is{z: Lyy: L}
- Compute F5(M) and update the value of M ({P5}), resulting in M ({P5}) = {z
[—inf, 8],y : [7,7]}, where
- M({P5})(z) = M({P4})(x) + [1,1] = [-inf, 7] 4+ [1, 1] = [—inf, §]
- M({P5})(y) = M({P4})(y) = [7,7]
- M({P5}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P5}) to .

- Add {P4} and {P6} to W.
- Wisnow {{P4},{P6},{PT7}}.

- Pick {P4} from W.

Remove { P4} from W.
M{P4}) ={x: [—inf, 7],y : [7,7]}.
Compute Fy(M):
- M{P3})UM({P5}) ={z: [—inf,inf],y : [7,7]} U {x : [~ inf, 8],y : [7,7]} =
{z : [—inf,inf],y : [7,7]}
- Filtering {x : [— inf,inf],y : [7,7]} by 2 < y results in:
- S={x:[-inf, 7,y :[7,7]}.
Because { P4} corresponds to a loop head, we widen M ({P4}) by S.
- M({P4})V S resultsin S = {x : [—inf, 7],y : [7,7]}, where
- 8'(z) = [~ inf, 7)V[—inf, 7] = [~ inf, 7]
- S'(y) = [7, V[T, 7] = [7,7]
- Update M ({P4}) tobe {z : [—inf, 7],y : [7,7]}.
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- M({P4}) has not changed, so we don’t add anything to .
- Wisnow {{P6},{PT7}}.

- Pick {P6} from W.

Remove { P6} from WW.
M{{P6})={x:L,y: L}
Compute Fg(M):
- M{P3})UM{P5}) ={z: [—inf,inf],y : [7, 7]} U{z : [~ inf, 8],y : [7,7]} =
{z : [~ inf,inf],y : [7,7]}
- Filtering {x : [—inf,inf],y : [7,7]} by > y results in {x : [8,inf],y : [7,7]}.
- Update M ({P6}) to be {z : [8,inf],y : [7,7]}.
M ({P6}) has changed, so add the program locations whose fixed point equations
directly depend on M ({P6}) to T.
- Add {P2} and {P7} to W.
W is now {{ P2}, {P7}}.

- Pick { P2} from W.

- Remove { P2} from .
M({P2}) = {x : [—inf,inf],y : [7,7]}.
Compute Fy(M):
- M({P1}) UM({P6}) = {x : [—inf,inf],y : [7,7]} U{z : [8,inf],y : [7,7]} =
{z : [~ inf,inf],y : [7,7]}
- Filtering {x : [—inf, inf], y : [7, 7]} by true results in:
- S ={z: [—inf,inf],y : [7,7]}.
Because { P2} corresponds to a loop head, we widen M ({ P2}) by S.
- M({P2})V S resultsin S’ = {x : [—inf,inf],y : [7, 7]}, where
- §'(z) = [~ inf, inf]V[— inf, inf] = [~ inf, inf]
- S'y) = 7,7V, 7] = [7,7]
- Update M ({P2}) to be {z : [—inf,inf],y : [7,7]}.
- M ({P2}) has not changed, so don’t add anything to .
- Wisnow {{P7}}.

- Pick {P7} from W.

- Remove {P7} from W.
- MH{{P7})={x:L,y: L}
Compute F7(M)
- M({P1}) UM({P6}) = {z : [—inf,inf],y : [7,7]} U {z : [8,inf],y : [7,7]} =
{z : [—inf,inf],y : [7,7]}.
- Filtering {x : [—inf, inf], y : [7, 7]} by false results in:
-S={x:1,y: 1}
- Update M ({P7})tobe {z: L,y: L}.
M ({PT7}) has not changed, so don’t add anything to W.
W is now {}.

The worklist is empty, meaning we’ve finished the analysis and M is

M({Py}) = {x : [~ inf,inf],y : [~ inf,inf]}
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M{P}) = {o: [~ inf,inf],y : |
M({Ps}) = {e: [~ inf,inf],y : |
M({Ps}) = {e: [~ inf,inf],y : |
M({Py}) = {w: [~ inf, 7],y [7,7)}
M({Ps}) = {x: [~ int, 8],y : [7,7]}
M({Ps}) = {o: [8,nfl,y : [7,7)}
MU{P}) = {e: Ly: 1}

= N N
P e A §
-

Now, please solve this, outputting the intermediary steps you take:
[Input Program]

\.

B Case Study

In this section we will provide the case study of LLM’s output for each behavior.

B.1 Misunderstanding of Abstract Interpretation
For program ‘as2013-hybrid°®, the LLM has

r

Now, widen the input state {i: [0, inf], j: [10, inf]} with the new state {i:
— [0,91, j: [10, infl}

Widening:

- For i: [0, inf] $\nabla$ [0,9] = [0, inf]

- For j: [10, inf] $\nabla$ [10, inf] = [10, inf]
- So, widened state: {i: [0, inf], j: [10, inf]}

This is the same as the input state to this iteration, so we've reached a
< fixed point for the outer loop.

Now, filter this fixed point by the negation of the loop guard, which is false
< (since the loop condition is true always).

Filtering {i: [0, infl, j: [10, inf]} by false results in bottom ($\bot$)

- Side-effect: abstract state at {P13} is {i: $\bot$, j: $\bot$}

Here, we can see that at the last program location, the LLM misunderstands the definition and wrongly
output the result as bottom (_L).
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