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Abstract

Current AI systems minimize risk by enforcing ideological neutrality, yet this1

may introduce automation bias by suppressing cognitive engagement in human2

decision-making. We conducted randomized trials with 2,500 participants to test3

whether culturally biased AI enhances human decision-making. Participants in-4

teracted with politically diverse GPT-4o variants on information evaluation tasks.5

Partisan AI assistants enhanced human performance, increased engagement, and6

reduced evaluative bias compared to non-biased counterparts, with amplified ben-7

efits when participants encountered opposing views. These gains carried a trust8

penalty: participants underappreciated biased AI and overcredited neutral systems.9

Exposing participants to two AIs whose biases flanked human perspectives closed10

the perception–performance gap. These findings complicate conventional wisdom11

about AI neutrality, suggesting that strategic integration of diverse cultural biases12

may foster improved and resilient human decision-making.13

1 Introduction14

Generative AI systems are increasingly embedded in human decision-making, prompting industry15

efforts to develop “fair” AI by removing culturally or ideologically biased outputs through techniques16

like fine-tuning and RLHF (Lin et al., 2024; Feng et al., 2023; Zou et al., 2023). Yet, despite17

these interventions, biases persist (Feng et al., 2023; Bai et al., 2025; Potter et al., 2024a), raising18

doubts about whether true neutrality is possible (Martin, 2023; Lee et al., 2024; Anthis et al.,19

2024; Fisher et al., 2025; Potter et al., 2024b). Critics also point out that focusing solely on20

model-level fairness neglects the interactive nature of human-AI coordination (Peeters et al., 2021;21

Tsvetkova et al., 2024; Shen et al., 2024), where sanitized, seemingly neutral systems risk promoting22

automation bias (Parasuraman & Riley, 1997; Mosier et al., 1996), diminishing critical engagement23

(Parasuraman & Riley, 1997; Bastani et al., 2024), and leading to moral deskilling (Fan et al., 2025;24

Unk), accountability issues (Porsdam Mann et al., 2023; Wachter et al., 2024), and a homogenization25

of thought (Campo-Ruiz, 2025; Agarwal et al., 2024; Meincke et al., 2025).26

We argue that carefully calibrated, culturally biased AI can enhance human-AI overall performance,27

fostering productive provocation, disagreement, and critical evaluation, rather than passive consensus.28

Existing literature from social sciences shows how deliberately introducing strategic biases may29

improve decision-making by reactivating human critical thinking. Kunda’s motivated reasoning30

framework argues that activating accuracy motivations or directional motivations tends to increase31

cognitive effort (Kunda, 1990), suggesting that purposely biased AI may heighten humans’ engage-32

ment by motivating them to challenge competing views from AI (Tetlock & Boettger, 1989; Ditto &33

Lopez, 1992). Mercier and Sperber’s argumentative theory of reasoning suggests that overtly partisan34

AIs may be experienced as interlocutors that invite rebuttal and critical scrutiny, preventing the overly35

compliant, “sycophantic” drift of AI assistants (Mercier & Sperber, 2017; Sharma et al., 2023).36
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We extend the discussion on culturally biased AI-assistant design by investigating the situation in37

which a user collaborates with multiple AIs. Recent research suggests that users are increasingly38

relying on not one, but multiple AI models to generate competing opinions or configure more39

complex AI agent institutions, such as actor-critic architectures where one agent proposes and another40

critiques (Khan et al., 2024; Lang, 2025; Song et al., 2024). Team-process research demonstrates41

how perspective diversity and well-managed dissent lead to superior collective human outcomes42

(Hong & Page, 2004; Jehn, 1995), which may likewise benefit users exposed to combinations of43

biased AI assistants. More specifically, micro-sociological theory suggests that human dyads may44

be more stable in agreement and shared perspective than human triads, which tend to conflict and45

oscillate between alternative majority views (Simmel, 1902; Yoon et al., 2013). We posit that humans46

working with multiple, distinct AI agents may more likely leverage this instability to retain agency47

and triangulate between alternative perspectives.48

To examine these hypotheses empirically, we conducted two randomized controlled trials (RCTs)49

with data collection pre-registration involving 2,500 online participants. Each participant was tasked50

with assessing news-headline veracity with the aid of one or two pre-instructed GPT-4o assistants51

with randomized political stances, yielding 7,500 human-AI exchanges in total. Study 1 enrolled52

1,000 participants matched with single AI assistants, while Study 2 assigned 1,500 participants to53

interact with two assistants simultaneously. Political information evaluation was selected because it54

provides a simplified yet salient cultural axis for characterizing bias, popular LLMs are thought to be55

ineffective at assisting human fact-checking (DeVerna et al., 2024), and information evaluation reflects56

a real-world application where AI research communities actively seek to contribute (Augenstein et al.,57

2024). Experiment details and analysis methods are elaborated in detail in the Appendix A.58

2 Results59

Our findings are fourfold. First, biased AI assistants improved human decision-making: in-60

teracting with a biased assistant increased post-interaction performance by 6.281% relative to the61

standard, non-biased assistant (Fig. 1B; ∆ = 0.038, 95% CI [0.013, 0.063], p = 0.004), reduced62

evaluative bias across headline categories (Fig. 1C; ∆ = -0.025, 95% CI [-0.050, 0.001], p = 0.056),63

and increased engagement—longer conversations (Fig. 1D; t-test: ∆ = 6.006, 95% CI [3.128, 8.884],64

p < 0.001) alongside higher cognitive and behavioral engagement (cognitive engagement: ∆ = 0.10165

on a 3-point scale, 95% CI [0.026, 0.176], adjusted p = 0.038; behavior engagement: ∆ = 0.092 on a66

3-point scale, 95% CI [0.018, 0.165], adj. p = 0.038).67

Second, performance gains from biased AI carried a trust penalty. Stance intensity was positively68

associated with objective performance (Fig. 2A; no bias vs. moderate bias: ∆ = 0.032, 95% CI69

[0.004, 0.059], adj. p = 0.035; no bias vs. strong bias: ∆ = 0.045, 95% CI [0.017, 0.073], adj. p =70

0.005). In contrast, perceived improvement showed a negative association with stance intensity (Fig.71

2B; no bias vs. moderate bias: ∆ = -0.299, 95% CI [-0.607, 0.014], adj. p = 0.095; no bias vs. strong72

bias: ∆ = -0.359, 95% CI [-0.654, -0.058], adj. p = 0.051), as did perceived meaningfulness of the73

interaction (Fig. 2C; no bias vs. strong bias: ∆ = -0.398, 95% CI [-0.677, -0.127], adj. p = 0.006;74

moderate bias vs. strong bias: ∆ = -0.201, 95% CI [-0.414, 0.011], adj. p = 0.093) and willingness75

to recommend the assistant for information evaluation (no bias vs. strong bias: ∆ = 0.670, 95% CI76

[0.314, 1.042], adj. p < 0.001; moderate bias vs. strong bias: ∆ = 0.355, 95% CI [0.078, 0.636], adj.77

p = 0.020). We contend this trade-off reveals how AI bias enhances user task performance, and we78

provide a formal model of this mechanism in Appendix B.79

Third, the direction of AI bias matters for human-AI collective performance. Interacting with an80

opposing-stance assistant produced additional gains in information-evaluation performance relative81

to an aligned-stance assistant (Fig. 3B; ∆ = 0.028, 95% CI [0.001, 0.056], p = 0.044). These82

gains occurred without detectable changes in participants’ evaluative bias and without diminishing83

perceived improvement or interaction meaningfulness—or increasing cognitive burden.84

Fourth, a stance-balanced dual-assistant configuration addressed the trust–performance gap85

while preserving performance gains. Interacting with two AI assistants with stances that flank86

the participant’s position produced a comparable gain as a single oppositional assistant (Fig. 4C; ∆87

= 0.046, 95% CI [0.000, 0.092], adj. p = 0.027). Objective performance improved, yet perceived88

improvement and interaction meaningfulness were statistically indistinguishable from the single,89

non-biased baseline, indicating that the subjective–objective gap closed (Fig. 4D). Furthermore, the90

2



Backfire Effect
(18.6%)

Persuasion Effect
(81.4%)

Po
si

tiv
e

(5
7.

6%
)

N
eg

at
iv

e
(4

2.
4%

)

***

A

C D
*

*

Randomized stance

Pre-Interaction
Survey

Post-Interaction
Survey

Independent
Pre-Evaluation Human-AI Interaction

Post-Interaction
Re-Evaluation

B

†

**

E

Completely Wrong Completely Correct

Biased: 49.9%
Non-Biased: 50.4%

Completely Wrong Completely Correct

Biased: 31.2%
Non-Biased: 32.6%

Completely Wrong Completely Correct

Biased: 8.1%
Non-Biased: 5.6%

Completely Wrong Completely Correct

Biased: 10.8%
Non-Biased: 11.3%

Figure 1: Assistance from partisan AI increased objective performance, reduced evaluative
bias, and increased task engagement. (A) Experiment design for study 1. (B) Post-interaction
performance of participants byed A grouped condition. Error bars, from dark to light, represent 90%,
95%, and 99% confidence intervals. (C) Average difference of post-interaction performance across
Republican-favored, neutral, and Democrat-favored news headlines. (D) Conversation length and the
degree of engagement during interaction with AI assistants. (E) Proportion of positive and negative
persuasion and backfire effects by conditions. Error bars represent 95% confidence intervals. ***
p < 0.001, ** p < 0.01, * p < 0.05, † p < 0.1.

stance-balanced pair did not increase judgment bias relative to either the baseline or the single biased91

condition, and it elicited longer conversations and higher engagement than the non-biased baseline92

(∆ = 6.146, 95% CI [1.871, 10.420], adj. p = 0.01).93

3 Discussion and Conclusion94

Are “biased” AI systems always harmful? Landmark work documents harms and urges elimination,95

echoed by technical fairness frameworks (Hardt et al., 2016), audit-based governance proposals96

(Mitchell et al., 2019), and recent survey and ethics literature (Waller et al., 2024; Ferrara, 2023).97

We instead recast “cultural bias” as a design lever to counter unintended effects of contemporary98

AI—moral deskilling, cognitive laziness, sycophancy, and cultural homogenization. In an information-99

evaluation task, partisan assistants outperformed a standard, non-biased baseline: users achieved100

higher objective accuracy, exhibited less evaluative bias, and engaged more. These effects align with101

anthropomorphism theory (Epley et al., 2007; Gray et al., 2007) and its application to LLMs (Peter102

et al., 2025), as well as the “computers-as-social-actors” framework (Nass & Moon, 2000), wherein103

social cues (here, a partisan stance) elicit mind attribution and prompt users to interrogate outputs104

rather than accept them. Gains were strongest when the assistant’s stance opposed the participant’s,105

consistent with evidence that exposure to well-argued opposing views sharpens judgment (Hong106

& Page, 2004; De, 2014; Mercier & Sperber, 2011; Coser, 1998; Butera et al., 2019). Collectively,107

these results challenge the premise that an ideal AI partner must be intrinsically neutral; instead,108
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Figure 2: Based AI assistants deliver benefits at the cost of trust. (A) News headline evaluation
performance comparison after interaction with standard, moderately biased, and strongly biased
AI. (B) Perceived performance improvement comparison. (C) Perceived interaction meaningfulness
comparison. (D) Recognized role of AI during the interaction. (E) Distribution of AI independent
judgment correctness about news headlines veracity; vertical lines indicate group means. (F) Graphi-
cal illustration of proposed mechanism of perception-performance mismatch. (G) Illustration of the
mechanism by which biased AI can increase overall success rates through evaluation vs. acceptance.
Error bars represent 95% confidence intervals. *** p < 0.001, ** p < 0.01, * p < 0.05, † p < 0.1.

a calibrated, culturally grounded bias can serve as a tunable hyper-parameter for optimizing fair,109

desirable human–AI outcomes—akin to a voter consulting multiple perspectives on a political issue.110

The perception–performance gap admits two readings. First, it suggests a design paradigm that111

optimizes collective welfare over maximal user satisfaction: even with lower perceived usefulness,112

human–AI collectives can realize gains on desirable outcomes. Second, overt cultural bias carries113

adoption costs: before benefits accrue, users form less favorable impressions. In our study, participants114

interacting with biased assistants were more likely to view the AI as trying to sway their decisions and115

were less willing to recommend it for fact-checking than those with a standard, non-biased baseline.116

Such skepticism poses a deployment hurdle: diminished appreciation can shrink the user base and117

fuel anti-technology or conspiratorial narratives about AI institutions.118

We also probe simultaneous interaction with two assistants. As distinct models proliferate, users119

increasingly consult multiple AIs in daily work (Wu et al., 2023). Moving from a dyad to a triad120

complicates influence dynamics but can unlock gains. In our experiment, participants who engaged121

two assistants with political stances bracketing their own achieved the strongest outcomes—higher122

performance, greater engagement, lower evaluative bias, and a narrower perception–performance gap.123

This stance-balanced dual-AI setup instantiates Simmel’s triad advantage: added epistemic friction124

deepens processing while distributed social pressure preserves enjoyment and trust (Simmel, 1902).125

Users arbitrate between opposing voices, remain “in the majority,” and report greater agency. While126

most multi-agent work is fully automated and human-out-of-the-loop (Wu et al., 2023; Qian et al.,127

2024; Lowe et al., 2017; Lai et al., 2024), our results illustrate a user-in-the-loop approach to multi-128

AI design and motivate systematic study of human–multi-AI teaming grounded in human–human129

collaboration.130
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Figure 3: Oppositional AI enhanced performance without compromising perceived assistance
quality or increasing cognitive load. (A) Graphical representation of the echo-chamber and oppo-
sition biased AI treatment conditions. (B) Post-interaction performance comparison by conditions.
(C) Conversation length and degree of engagement during interaction. (D) Perceived performance
improvement with assistance of differently biased AI. (E) Self-reported human-AI interaction mean-
ingfulness by conditions. Error bars represent 95% confidence intervals. *** p < 0.001, ** p < 0.01,
* p < 0.05, † p < 0.1.

Pre-Interaction
Survey

Post-Interaction
Survey

Independent
Pre-Evaluation Human-AI Interaction

Post-Interaction
Re-Evaluation

*

*

A C

B D

Non-Biased

Opposition Bias

Balanced Bias

*

n.s.

†

n.s.

*

n.s.

*

Figure 4: Stance-balanced dual AI treatments reduced the perception-performance discrepancy
while preserving performance gains. (A) Experimental design of study 2. (B) Treatment catego-
rization schema for dual AI interaction experiment. (C) Post-interaction performance comparison by
conditions. (D) Compressed comparison of perceived improvement, anticipated interaction meaning-
fulness with AI, evaluative bias, and conversation length by conditions. Error bars represent 95%
confidence intervals. *** p < 0.001, ** p < 0.01, * p < 0.05, † p < 0.1.
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Appendix A. Experiment Design308

A.1 News headlines309

We selected 18 news headlines for which factuality assessments vary among both AI assistants and310

humans, using the following procedure: First, we extracted all news headlines fact-checked between311

January 1st 2024 and November 1st 2024 by PolitiFact and Snopes, both widely recognized fact-312

checking outlets with demonstrated credibility in the United States (n = 2780; 866 from PolitiFact313

and 1914 from Snopes) (Lee et al., 2023). All headlines were published after the knowledge cutoff314

date of the GPT-4o-2024-11-20 model. Second, we selected 180 headlines out of 2780 for which315

AI assistants’ reasoning and judgments vary based on political stance. We prompted GPT-4o with316

one among seven stance configurations, the same as in the main experiment and evaluated every317

headline. After that, we retained headlines for which the stance manipulations in the prompts318

produced significant variance in the model’s downstream reasoning or judgments.319

Third, we selected 18 headlines out of 180 that were suitable for human judgments and produced320

variance in human judgments based on their stances. We asked GPT-4o to further rate each headline’s321

suitability for human fact-checking and discarded those deemed overly niche or lacking context,322

resulting in 66 selected headlines. After that, 160 human participants—80 Republicans and 80323

Democrats—were recruited through CloudResearch Connect. Each of the participants was exposed to324

15 headlines sampled from 180 headlines and evaluated each headline. On the basis of their responses,325

we retained 18 headlines that met three criteria: (i) evaluability (i.e., at least 50% of participants326

are able to respond that the given headlines are “true” or “false”), (ii) sufficient difficulty (i.e., <327

70% overall accuracy), and (iii) political divisiveness (i.e., Democrat vs. Republican accuracy gap328

> 0.30, t-test p < 0.10). These 18 items formed the final stimulus set for the main experiment, and329

two researchers have cross-evaluated their veracity by referring to third-party sources other than330

PolitiFact and Snopes (see Table 1 for the final headline list and selection statistics).331

Table 1: Detailed information of the selected 18 news headlines.

# News Headline Date Veracity Validation
Sources

Political
Leaning

Selection Statistics*

1 Silent-era film actor
Charlie Chaplin once
lost a Charlie Chaplin
look-alike contest.

May
15,
2024

Unsure snopes.com,
theui-
junkie.com

Neutral Evaluative Bias: |∆| =
0.333 (P = 0.081);
Difficulty: 5.9%; Accu-
racy: 0.0%

2 During jury selection
for Trump’s hush-
money trial, the judge
asked a potential
juror, “It says here
that you tweeted,
ahem, and I quote
‘f*** that treasonous
orange s***gibbon
and the dead ferret
on his head’—is that
accurate?” The juror
responded, “The
tweet speaks for
itself, your honor.”

April
24,
2024

False snopes.com,
msn.com

Democrat Evaluative Bias: |∆| =
0.417 (P = 0.025);
Difficulty: 0.0%; Accu-
racy: 42.9%

3 Playgirl magazine ran
a “Sleep with Donald
Trump” contest pro-
motion in 1990.

April
21,
2024

True snopes.com,
indy100.com

Neutral Evaluative Bias: |∆| =
0.563 (P = 0.015);
Difficulty: 0.0%; Accu-
racy: 30.8%

*Statistics were calculated based on a separate survey only for news selection, involving 160 participants.
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Table 1 – continued from previous page
# News Headline Date Veracity Validation

Sources
Political
Leaning

Selection Statistics*

4 Microsoft Co-
Founder and billion-
aire Bill Gates owns
a farm that produces
potatoes used in
McDonald’s french
fries.

March
25,
2024

True snopes.com,
greenmat-
ters.com

Neutral Evaluative Bias: |∆| =
0.833 (P = 0.038);
Difficulty: 12.5%; Ac-
curacy: 50.0%

5 Donald Trump said
Adolf Hitler “did
some good things.”

May
10,
2024

Unsure snopes.com,
pbs.org

Democrat Evaluative Bias: |∆| =
0.833 (P = 0.038);
Difficulty: 8.3%; Accu-
racy: 8.3%

6 Medieval Italian
man Bartelomeo
Colleoni’s last name
meant “balls” in
Italian and his coat
of arms featured
testicle-inspired
symbols.

Mar
6,
2024

True snopes.com,
face-
book.com

Neutral Evaluative Bias: |∆| =
0.500 (P = 0.001);
Difficulty: 7.1%; Accu-
racy: 7.1%

7 Joe Biden referred
to Egyptian President
Abdel Fattah El-Sisi
as “the president of
Mexico” during re-
marks about the hu-
manitarian crisis in
the Gaza Strip.

Feb
9,
2024

True snopes.com,
the-
hill.com

Republican Evaluative Bias: |∆| =
0.477 (P = 0.047);
Difficulty: 9.5%; Accu-
racy: 42.9%

8 Former U.S. Pres-
ident Bill Clinton
reportedly once said,
“If you live long
enough, you’ll make
mistakes”, and, “If
you learn from them,
you’ll be a better
person. It’s how you
handle adversity, not
how it affects you.
The main thing is
never quit, never quit,
never quit.”

Jan
5,
2024

True snopes.com,
goodreads.com

Democrat Evaluative Bias: |∆| =
0.500 (P = 0.041);
Difficulty: 0.0%; Accu-
racy: 63.6%

9 Project 2025, a pro-
posed conservative
blueprint for the
next U.S. Republican
presidential admin-
istration, has called
to shut down the
U.S. Department of
Education.

Aug
14,
2024

True snopes.com,
project2025.org

Republican Evaluative Bias: |∆| =
0.417 (P = 0.093);
Difficulty: 0.0%; Accu-
racy: 66.7%

*Statistics were calculated based on a separate survey only for news selection, involving 160 participants.
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Table 1 – continued from previous page
# News Headline Date Veracity Validation

Sources
Political
Leaning

Selection Statistics*

10 The 2024 U.S. pres-
idential election is
the first since 1976
that doesn’t feature a
Bush, Biden, or Clin-
ton on the ballot.

Aug
2,
2024

True snopes.com,
peo-
ple.com

Neutral Evaluative Bias: |∆| =
0.556 (P = 0.007);
Difficulty: 0.0%; Accu-
racy: 46.7%

11 Donald Trump once
suggested that people
inject bleach or other
disinfectants into
their bodies to treat
COVID-19.

Jul
19,
2024

False snopes.com,
politi-
fact.com

Democrat Evaluative Bias: |∆| =
0.625 (P = 0.083);
Difficulty: 0.0%; Accu-
racy: 37.5%

12 In the 1920s, doc-
tors prescribed Guin-
ness beer to pregnant
women for its iron
content.

Jun
27,
2024

True snopes.com,
medium.com

Neutral Evaluative Bias: |∆| =
1 (P < 0.001); Dif-
ficulty: 16.7%; Accu-
racy: 50.0%

13 Donald Trump’s Hol-
lywood Walk of Fame
star had a drain in-
stalled due to people
repeatedly urinating
on it.

Jun
6,
2024

False snopes.com,
checky-
our-
fact.com

Democrat Evaluative Bias: |∆| =
0.313 (P = 0.049);
Difficulty: 6.7%; Accu-
racy: 60.0%

14 Mike Tyson says
he’s willing to box
Olympic DUDE with
all proceeds to go to
a battered women’s
charity.

Aug
15,
2024

False politifact.com,
logically-
facts.com

Democrat Evaluative Bias: |∆| =
0.600 (P = 0.033);
Difficulty: 23.1%; Ac-
curacy: 30.8%

15 Fox News aired a chy-
ron that said, “Ka-
mala could be the
oldest elected female
president.”

Jul
22,
2024

False politifact.com,
checky-
our-
fact.com

Republican Evaluative Bias: |∆| =
0.600 (P = 0.080);
Difficulty: 0.0%; Accu-
racy: 66.7%

16 Pete Hegseth (TV
presenter and former
Army National Guard
officer) said “Germs
are not a real thing. I
can’t see them, there-
fore they are not
real.”

Nov
13,
2024

True snopes.com,
npr.org

Republican Evaluative Bias: |∆| =
0.625 (P = 0.070);
Difficulty: 14.3%; Ac-
curacy: 28.6%

17 American flags were
not visible at a rally
supporting U.S. Vice
President Kamala
Harris’ campaign,
held on the campus
of Temple University
in Philadelphia, on
Oct. 28, 2024

Oct
30,
2024

True snopes.com,
checky-
our-
fact.com

Republican Evaluative Bias: |∆| =
0.458 (P = 0.086);
Difficulty: 0.0%; Accu-
racy: 33.3%

*Statistics were calculated based on a separate survey only for news selection, involving 160 participants.
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Table 1 – continued from previous page
# News Headline Date Veracity Validation

Sources
Political
Leaning

Selection Statistics*

18 Male kangaroos pur-
posely flex their bi-
ceps to impress fe-
males.

Oct
6,
2024

Unsure snopes.com,
(Warbur-
ton et al.,
2013)

Neutral Evaluative Bias: |∆| =
0.500 (P = 0.089);
Difficulty: 16.7%; Ac-
curacy: 8.3%

*Statistics were calculated based on a separate survey only for news selection, involving 160 participants.

A.2 Human data332

A 20-participant pilot study was completed on 3 February 2025. Study 1 was run in two waves333

(15-26 Feb 2025, n = 500; 26-30 May 2025, n = 500), whereas Study 2 was conducted in a single334

wave (15-27 Feb 2025, n = 1500). Specifically, from CloudResearch’s Connect participant pool, U.S.335

citizens aged 18 years or older with a nationally representative distribution of political ideology (30%336

Democrat, 40% Independent, 30% Republican) were sampled. All participants were presented a337

consent form containing a brief overview of the study’s task (i.e., AI-assisted information evaluation),338

but we deliberately withheld specifics about research goals (i.e., whether we are interested in biased339

vs. non-biased AI), experimental design, and AI-assistant configurations to minimize response bias340

(Franke & Kaul, 1978). Only after participants finished the study, we presented them with a debrief341

form, revealing the full intention of our experiment, ground truth about the news headlines they342

had evaluated, and the political stance of the AI assistants with which they had interacted. The343

experiments were deemed minimal risk and exempt by the University of Chicago Social & Behavioral344

Sciences Institutional Review Board (protocol IRB24-1914).345

Participant attentiveness was assessed at two stages. Before entry, an open-ended prompt was346

automatically scored by Claude Haiku 3.5; after completion, we excluded anyone who finished in347

≤ 5 min or whom Qualtrics flagged as highly likely to be bots (probability ≥ 0.90). 61 individuals348

failed these criteria and were promptly replaced to maintain the target sample size. In addition, the349

backend logged each participant’s IP address and unique CloudResearch ID, automatically excluding350

ineligible visitors who attempted to take either study a second time. Overall attrition was modest,351

with bounce rates of 26.98% in Study 1 and 22.71% in Study 2. A logistic-regression analysis of352

dropout showed no evidence of differential attrition between assignment groups (Wald χ2(2) = 0.400,353

p = 0.817). A further completeness check revealed that seven cases in Study 1 and one in Study 2354

lacked human-AI conversation logs owing to GPT-4o API outages, and these cases were removed.355

The final analytic samples therefore comprised 993 respondents in Study 1 and 1499 in Study 2.356

A.3 Experiment process357

In the pre-interaction survey phase, participants in both studies were presented with the same battery358

of 14 questions capturing their political orientation (3Qs), news-consumption habits (1Q), AI usage359

and attitudes (6Qs), and self-assessed ability to evaluate online information veracity (4Qs). Samples360

of both studies were balanced on most of these pretreatment questions (see Fig. 5). For imbalanced361

questions, we controlled them as covariates in our robustness check. Details of the pre-interaction362

survey questions and answer distributions are in Table 2.363

Participants were then invited to evaluate three randomly selected headlines. Each of the 18 headlines364

was displayed with roughly equal frequency (Study 1: mean = 165.500, SD = 2.431; Study 2: mean365

= 249.833, SD = 3.204). After completing their initial headline assessment, participants entered a366

real-time dialogue with one or two instructed GPT-4o AI assistant(s). The Qualtrics interface invoked367

OpenAI’s Chat Completions API via JavaScript calls routed through an AWS Lambda function,368

which inserted participant-specific context into the system prompt and streamed the model’s replies to369

the survey page. Each conversation began with AI message(s) and then alternated between participant370

and AI. The AI was instructed to report, not persuade, its veracity judgment and to maintain that371

stance throughout the exchange to preclude reverse-persuasion dynamics in which participants might372

sway the model. In Study 2, the interaction was extended to a triadic format: two AI assistants373

generated their replies in parallel on every turn and, because both were fed the full conversation374

history, each was fully aware of the other’s statements. Participants had to contribute at least one375

13



message before progressing, and the interface automatically advanced them to the re-evaluation376

screen after three complete participant–AI exchanges. After re-evaluation, they were directed to377

assess the second headline, following the same procedure.378

In the post-interaction survey, participants in both studies answered three core items: (i) perceived379

improvement (“To what extent do you feel your evaluation of the news items improved after getting380

support from AI assistants”); (ii) perceived meaningfulness (“How meaningful did you find the381

information provided by the AI assistant(s)?”); and (iii) perceived AI’s role (“How did you perceive382

the role of the AI assistant(s) during the interaction?”). For exploratory purposes, we asked whether383

participants felt that the AI assistant(s) judged their opinions; those who answered “not” or “some-384

times not” were then queried about whether the absence of judgment made them feel more or less385

comfortable. Study-specific items followed: Study 1 probed participants’ willingness to recommend386

AI fact-checkers to others, whereas Study 2 asked whether they noticed any inconsistencies between387

the two assistants’ reasoning or judgments and, if so, invited an open-text description of how those388

inconsistencies affected them. Note that, for all open-ended responses, including those in the human-389

AI dialogues, the “paste” functionality was disabled to prevent automated responding. We present390

details of the post-interaction survey questions and answer distributions in Table 3.391

Figure 5: Balance check of binary treatment (Biased vs. Non-Biased) assignment.
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Table 2: Pre-treatment survey questions.

# Question Options
1 In the past year, how frequently did

you access the following sources to
obtain news via the internet?

Matrix table:
Categories (row): Search engines (e.g., Google,
Bing), Social media (e.g., Facebook, X), News
aggregators (e.g., Google News, Flipboard), News
websites (e.g., nyt.com, vox.com)
Frequency (column): Never, About once every few
months, About once a month, About once a week,
A few times a week, About once a day, A few times
a day or more

2 Generally speaking, do you usually
think of yourself as a Republican, a
Democrat, an Independent, or what?

Republican, Democrat, Independent, No prefer-
ence, Don’t know

3 [If Q2 == Republican or Democrat]
Would you call yourself a strong
Republican/Democrat or not a very
strong Republican/Democrat?

Strong, Not very strong

4 We hear a lot of talk these days
about liberals and conservatives.
Here is a seven-point scale on which
the political views that people might
hold are arranged from extremely
liberal to extremely conservative.
Where would you place yourself on
this scale, or haven’t you thought
much about this?

Extremely liberal, Liberal, Slightly liberal, Moder-
ate, Slightly conservative, Conservative, Extremely
conservative, Don’t know

5 In general, how familiar are you
with artificial intelligence (AI)?

Very familiar (I frequently use or work with AI
technologies), Somewhat familiar (I have used AI-
powered tools a few times), Not very familiar (I
have heard of AI but have little direct experience),
Not familiar at all (I have no experience with AI)

6 In the past 3 months, how often have
you used AI-powered chatbots such
as ChatGPT and Claude?

Daily, Several times a week, Once a week, A few
times a month, Less than a few times a month,
Never

7 [If Q6 ̸= Never] How comfortable
are you with using AI-powered tools
such as ChatGPT to help you make
decisions or get information?

Very comfortable, Somewhat comfortable, Neutral,
Somewhat uncomfortable, Very uncomfortable

8 [If Q6 ̸= Never] To the best of your
knowledge, have you ever know-
ingly used AI-based services to eval-
uate or analyze news content (e.g.,
fact-checking tools)?

Yes, Maybe, No

9 [If Q6 ̸= Never] How confident are
you in your ability to critically eval-
uate information provided by AI-
powered tools such as ChatGPT?

Very confident, Somewhat confident, Not very con-
fident, Not confident at all

10 [If Q6 ̸= Never] In general, how
trustworthy do you find information
provided by AI-powered tools such
as ChatGPT?

Very trustworthy, Somewhat trustworthy, Neutral,
Somewhat untrustworthy, Very untrustworthy
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Table 2 – continued from previous page
# Question Options

11 [If Q6 ̸= Never] How confident are
you in your ability to evaluate the
truthfulness of news without support
from external sources such as AI or
search engines?

Very confident, Somewhat confident, Not very con-
fident, Not confident at all

12 How much do you trust the infor-
mation you encounter in the news
media?

Fully trust, Moderate trust, Neutral, Mostly dis-
trust, Fully distrust

13 In the past one month, how of-
ten did you reference fact-checking
websites (e.g., snopes.com or poli-
tifact.org) to check whether a head-
line you read is true?

Always, Frequently, Occasionally, Rarely, Never

14 How frequently do you feel you
come across news articles that ap-
pear inaccurate or misleading?

Daily, Several times a week, Once a week, A few
times a month, Less than a few times a month,
Never

Table 3: Post-treatment survey questions.

# Question Options
1 To what extent do you feel your eval-

uation of the news items improved
after getting support from the AI as-
sistant?

Very much, Quite a bit, Somewhat, A little, Not at
all

2 How meaningful did you find the
information provided by the AI as-
sistant?

Extremely meaningful, Very meaningful, Moder-
ately meaningful, Slightly meaningful, Not mean-
ingful at all

3 How did you perceive the role of the
AI assistant during the interaction?

Mostly as a tool to assist me in making my own
determinations, Primarily as an agent trying to in-
fluence or persuade me in making determinations,
A mix of both a tool and an influencing agent, Nei-
ther as a tool nor as an influencing agent, Unsure

4 [Study 1] To what extent did you
feel that the AI assistant was evalu-
ating or judging you based on your
expressed views?

I felt judged during our interaction, Sometimes I
felt judged and sometimes I did not, I did not feel
judged during our interaction

4 [Study 2] To what extent did you
feel that the AI assistants were eval-
uating or judging you based on your
expressed views?

Matrix table:
Assistant (row): AI1, AI2
Magnitude (column): I felt judged during our inter-
action, Sometimes I felt judged and sometimes I
did not, I did not feel judged during our interaction

5 [If Q4 == I did not feel judged dur-
ing our interaction] To what extent
did the AI assistants’ lack of judg-
ment about your views impact your
comfort level during the conversa-
tions?

Significantly increased my comfort, especially
when discussing opposing viewpoints; Somewhat
increased my comfort by providing a judgment-
free interaction; Had no effect on my comfort level;
Somewhat decreased my comfort, as I felt it lacked
human understanding; Significantly decreased my
comfort; Not sure
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Table 3 – continued from previous page
# Question Options

6 [Study 1] Based on your interaction
experience with the AI assistant for
fact-checking, how likely are you
to recommend this AI assistant to
others for fact-checking purposes in
the future?

Very likely, Likely, Neutral, Unlikely, Very un-
likely

6 [Study 2] Did you notice any incon-
sistencies between the two AI assis-
tants?

Yes, No

7 [Study 2; If Q6 == Yes] How did
these inconsistencies make you feel?
Please share your thoughts (at least
two sentences).

Open text

8 Please share any additional thoughts
or feelings about your experience
with the AI assistant(s), if applica-
ble.

Open text

A.4 Experiment process392

From each dialogue transcript, we quantified the accuracy of the AI assistants’ veracity judgments393

and qualitatively coded participant engagement. GPT-4o-mini was prompted to read each dialogue394

transcript and infer the assistant’s veracity judgment of the focal headline, expressed on the 0-1 scale395

used for participant ratings (0 = completely false, 1 = completely true, 0.1 increments). One human396

coder then evaluated all cases following the same procedure. Discrepant cases were adjudicated by397

the coder to produce the final label set. Concordance between the model and human-adjusted ratings398

was very high (Cohen’s k = 0.81, p < 0.001). To assess participant engagement, we supplied GPT-4o399

with detailed guidelines, instructing it to rate each of the five engagement dimensions. Following400

the recommendations of Kamruzzaman and Kim, we prompted the model to adopt a professional401

persona and to articulate its chain of thought before assigning scores to enhance coding reliability402

(Kamruzzaman & Kim, 2024).403

Inferential statistics were based on common generalized linear mixed-effects models implemented in404

R. For continuous outcomes (i.e., performance and conversation length), we used lme4 and lmerTest405

packages for fitting with restricted maximum-likelihood (Bates, 2010; Kuznetsova et al., 2017), while406

for discrete outcomes (i.e., perceived improvement and interaction meaningfulness), we used MCM-407

Cglmm for modeling via Bayesian Markov-chain Monte Carlo (MCMC) sampling (25,000 iterations408

with a 5,000-iteration burn-in) (Hadfield, 2010). For visualization and subsequent comparison tests,409

we used the emmeans package to extract estimated marginal means from fitted models (Searle et al.,410

1980). Particularly for evaluative bias analysis, we obtained estimated marginal means for [treatment,411

control] × headline-category combination, and three pairwise contrasts (Republican vs. Democrat,412

Republican vs. neutral, Democrat vs. neutral) were used to compute a condition-specific absolute413

bias index (mean |∆| across the three comparisons, with mixed-model SEs). We controlled for414

multiple comparisons with the Benjamini–Hochberg false-discovery-rate procedure, which preserves415

statistical power while constraining Type I error (Benjamini & Hochberg, 1995). To probe the416

robustness of our findings, we conducted two supplementary analyses. (i) Re-estimating the model417

with participant-clustered robust standard errors in place of random intercepts left the direction418

and significance of all key coefficients unchanged; (ii) Adding the covariates that showed residual419

imbalance as extra controls also leaves the results unchanged.420

Appendix B. Model of human-AI interaction421

In this section, we present a formal model of the mechanism driving our experimental results. Let422

p ∈ [0, 1] denote the probability that a decision-making algorithm (the LLM in our experiment)423
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generates a correct response, denoted a. The complementary probability 1− p corresponds to the424

algorithm generating an incorrect response, denoted e.425

Accepting a correct response yields a payoff of A > 0, while accepting an incorrect response incurs a426

loss of −E < 0, where E > 0. We assume that human users do not necessarily know the true quality427

of the AI algorithm. Instead, their belief about the algorithm’s quality is represented by a function428

f(p, b) ∈ [0, 1], where p is the true accuracy of the algorithm and b is its perceived bias. We make429

the following assumption about how people perceive algorithmic performance:430

Assumption 1. The perceived quality function f(p, b) is strongly increasing in p for each fixed b,431

and strongly decreasing in b for each p.432

This assumption implies two things. First, higher algorithmic accuracy leads to higher perceived433

quality. This reflects the idea that human perceptions are not entirely detached from reality—when434

the algorithm performs better, users tend to view it more favorably. Second, greater perceived bias435

lowers perceived quality. This captures the notion that users prefer algorithmic outputs appearing436

unbiased, and perceived bias can erode trust even if the algorithm is technically accurate.437

Before deciding whether to accept or reject the algorithm’s output, an agent can evaluate the response438

at cost c >0. This evaluation is imperfect. Specifically, the evaluation test t signals that the response439

is correct with probability q = Pr(t = correct|a) when the output is actually correct, and with440

probability r = Pr(t = correct|e) when the output is incorrect. We assume agents are better than441

random at validation, i.e., 1 > q > 0.5 > r ≥ 0. In our framework, q represents the sensitivity of the442

agent’s evaluation, and r is the false positive rate. A more skilled evaluator is characterized by higher443

q and lower r. The evaluation cost c reflects the time, cognitive effort, or financial resources required444

to validate the output.445

After evaluating the AI algorithm’s response, the agent can choose to either accept or reject it. If the446

agent rejects the output, the resulting payoff is zero. Alternatively, the agent may decide to accept the447

algorithm’s output without evaluating it, avoiding cost c entirely—but at a higher risk of accepting an448

incorrect response.449

The human agent seeks to maximize expected payoff and will choose to evaluate the output if and450

only if the expected utility from evaluation exceeds that of immediate acceptance. That is, the agent451

evaluates if:452

f(a, b) · q ·A− (1− f(p, b)) · r · E − c ≥ f(p, b) ·A− (1− f(p, b)) · E (1)

Claim 1 (Cut-off rule). Fix the perceived bias b. Define453

φ(c, q, r, L,G) :=
L(1− r)− c

L(1− r) +G(1− q)
(0 < φ < 1)

and let p∗ = p∗(b, c, q, r, L,G) ∈ (0, 1) be the unique value that satisfies f(p∗, b) = φ. p∗ is the454

unique threshold such that the human agent chooses to evaluate the algorithm output if p ≤ p∗ and455

accepts it without evaluation if p ≥ p∗. Moreover, p∗ is increasing in b, and decreases in cost c and456

in false-positive rate r, and increases in sensitivity q and loss L.457

Proof. Rearranging inequality (1) gives:458

f(a.b) ≤ L(1− r)− c

L(1− r) +G(1− q)
= φ (2)

By Assumption 1, the map p → f(p, b) is strictly increasing for every fixed b. Hence, there is a459

unique value p∗ satisfying f(p∗, b) = φ. For all p ≤ p∗, inequality (2) holds and the human agent460

chooses to evaluate the output; for all p > p∗ it fails, so the human accepts without evaluation.461

Uniqueness of p∗ follows from the strict monotonicity of f .462

Next, observe that φ is decreasing in evaluation cost c, in false-positive rate r, and in gain G, while it463

is increasing in loss L and sensitivity q. Because f(, b) is increasing, p∗ inherits the same monotonic464

relationships: it decreases with c, r, and G, and increases with q and L.465
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Finally, because f(p, b) itself is decreasing in perceived bias b, threshold p∗ must be increasing in b.466

Let p∗(b) denote the threshold value for a human agent facing perceived bias level b. Define α(p, b)467

as the probability that an accepted response is correct:468

α(p, b) =

{
pq

pq+(1−p)r , if p ≤ p∗(b)

p, if p > p∗(b).

In other words, if the agent chooses to evaluate the output (when p ≤ p∗(b)), the accuracy of accepted469

responses reflects the test’s ability to screen for correctness and the actual quality of the algorithm. If470

the agent does not evaluate (p > p∗(b)), then all outputs of the algorithm are accepted and the overall471

accuracy is simply p. We refer to 1− α(p, b) as the error rate.472

Insofar as α(p, b) depends on threshold p∗(b), which in turn depends on perceived bias b, higher bias473

can in some cases improve accuracy. Specifically, when a small increase in perceived bias causes474

the human agent to switch from skipping to undertaking evaluation, the overall accuracy of accepted475

outputs can rise. This non-monotonicity is formalized in the following claim.476

Claim 2 (Higher bias can increase accuracy). Let b < b
′
. As higher perceived bias raises the477

evaluation threshold, there exists an algorithm quality value, p, such that the accuracy of accepted478

answers is strictly higher at bias level b
′

than b:479

α(p, b
′
) > α(p, b).

Proof. From Claim 1, we know that p∗(b) < p∗(b
′
). Choose any p ∈ (p∗(b), p∗(b

′
)]. At bias level b,480

we have p > p∗(b), so the human agent skips evaluation, and therefore α(p, b) = p. At bias level b
′
,481

we have p ≤ p∗(b
′
), so the human agent chooses to evaluate, and the accuracy of accepted responses482

becomes α(p, b
′
) = pq

pq+(1−p)r .483

Now, observe that because 0 < r < q < 1, we have484

pq

pq + (1− p)r
− p =

p(1− p)(q − r)

pq + (1− p)r
> 0,

which implies α(p, b
′
) > α(p, b).485

This claim shows that for some users, increasing perceived bias can improve overall accuracy by486

lowering perceived quality of the algorithm and thereby prompting the agent to evaluate its output.487

Appendix C. Limitations488

Three limitations merit note. First, we probed only one cultural dimension—political partisan-489

ship—and did so in a single task domain, news-information evaluation. Second, we operationalized490

bias in a deliberately coarse fashion with three prompt-level conditions (i.e., prompts for no bias,491

moderate bias, and strong bias) applied at inference time. Advances in activation engineering now492

enable continuous, high-dimensional steering (Postmus & Abreu, 2024; Marshall et al., 2024; Turner493

et al., 2023). Third, our study captures only the immediate effects of a brief exchange with biased494

and non-biased AI assistants. Real-world, repeated use of AIs may compound benefits or harms495

unpredictably. Longitudinal studies spanning diverse cultural configurations are needed to assess496

cumulative human-AI outcomes and broader socio-psychological consequences.497

Appendix D. Additional supplementary498

D.1 News headline selection499

As elaborated in the main text, we selected 2780 news headlines from PolitiFact and Snopes that were500

published after the knowledge cutoff date of GPT-4o-2024-11-20 model (OpenAI, 2024). Next, we501
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had the model assume each of the seven political stances used in the main experiment and, for every502

stance, evaluated all headlines at the same sampling temperature (i.e., temperature = 0.6). To prevent503

prompt phrasing effects, we ran two separate trials with two prompt templates as shown below.504

Version A:505

You are a [POLITICAL_STANCE] AI assistant. You are about to discuss506

the truthfulness of one news item with a user. The valid options for507

truthfulness are: [OPTION_LIST]. You must choose only one of these options.508

No other responses are allowed. The judged news item is: “[NEWS_TEXT]”.509

Please analyze the news item’s truthfulness from your political perspective,510

explaining your reasoning process. Remember, your response should reflect511

your political stance while sticking to the valid options. Your response512

should be exclusively in the following JSON format: “answer”: “[one513

option]”, “reasoning”: “[your explanation]”. Ensure that the output514

contains the full result.515

Version B:516

You are about to discuss the truthfulness of one news item with a user.517

The news item is: “[NEWS_TEXT]”. Based on your **[POLITIAL_STANCE]**518

political position, thoroughly evaluate the news item’s truthfulness and519

provide a **clear and decisive** judgment. Ensure that your judgment520

is **consistently aligned** with your **political position**. The valid521

options are: ‘True,’ ‘Unsure,’ and ‘False’. You must choose **only522

one of these three options**. Your response should be exclusively in523

the following JSON format: “answer”: “[one of the three options]”,524

“reasoning”: “[your explanation]”.525

Two features distinguish prompt Version A from Version B. First, the response schema differs.526

Version A mirrors the rating scales of the original fact-checking outlets: for PolitiFact headlines the527

model chooses among six labels (True, Mostly True, Half True, Mostly False, False, Pants-on-Fire),528

whereas for Snopes headlines it selects from three (True, Unsure, False). Version B standardizes the529

task to the simpler three-option scale (True, Unsure, False) for all headlines. Second, the higher-level530

instructions differ. Version B adopts the same system prompt used in the main experiment, whereas531

Version A does not. Outputs generated under each version were then screened using two pre-specified532

selection criteria.533

Judgement Inconsistency: The chosen option of Somewhat/Strong Republican and that of Some-534

what/Strong Democrat AI assistants differ.535

Reasoning Inconsistency: The cosine similarity between the reasoning text (computed based on536

all-mpnet-base-v2) of Somewhat/Strong Republican and that of Somewhat/Strong Democrat AI537

assistants is below 0.8.538

180 headlines that could fulfill both criteria in both prompt variants were retained. Then, we asked the539

GPT-4o model with a temperature of 0 to assess whether the headline was problematic for evaluation540

as a U.S. citizen with an average education level. Prompt template as shown below.541

Evaluate the following news item as a U.S. citizen with an average542

education level. Consider whether you would feel comfortable assessing the543

news item at a basic level (i.e., making a rough guess about its validity).544

A news item should be considered problematic for human evaluation if it545

meets any of the following criteria: 1. Lacks context for evaluation.546

2. Contains outdated or invalid time references. 3. Involves actions547

by highly specific individuals who are unlikely to be familiar to the548

general public. Please provide your answer in the following JSON format:549

{"Human_Eva": "<good>/<bad>", "Reason": "<your reasoning>"}. Here is the550

news item: [NEWS_ITEM]551

Of the 180 headlines, 66 were deemed suitable for human evaluation. We then ran two sequential552

surveys to select the final pool. The first survey, fielded on 26 December 2024, recruited 150 U.S.553

participants stratified by political party and gender. Each respondent assessed 15 headlines randomly554

sampled from the 66, interleaved with two commonsense attention checks. They were provided555
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with four options: True, False, Mixed, and I Could Not Even Make A Guess. The instrument took556

an average of 8.13 minutes to complete, achieved a 79.2% completion rate, and paid $1.70 per557

participant. On average, each headline was evaluated by 34 participants. We defined three criteria for558

selection.559

Difficulty: Less than 50% of participants selected “I Could Not Even Make A Guess.”560

Accuracy: No more than 70% of participants specified the correct answer.561

Evaluative bias: Republican and Democratic ratings diverged appreciably—the mean absolute score562

difference exceeded 0.30 (coding: True = 1, Mixed = 0, False = –1), and the pairwise t-test indicated563

this gap was detectable (p < 0.20 for Survey 1 and p < 0.10 for Survey 2).564

We identified 45 headlines that satisfied all three screening criteria and administered a second survey565

with this refined set on 3 January 2025, using the same protocol as the first. 60 participants were566

recruited. The survey took an average of 7.15 min to complete, achieved a 76.5 % completion rate,567

and paid $1.70 per participant. On average, each of the 45 headlines was evaluated by 20 more568

participants. After merging the data from both surveys, we recalculated the three screening metrics569

and retained 18 headlines for the main study.570

We assessed each headline’s ideological orientation through a three-stage procedure. First, we571

identified the author or issuing organization; headlines originating from elected officials or partisan572

bodies were labeled with the corresponding affiliation. For the remaining headlines, whose authorship573

did not signal a clear stance, we applied a triangulated content analysis: OpenAI o1-pro, Claude574

Sonnet 3.5, and the domain-specific classifier PoliticalBiasBERT and Political DEBATE (Baly et al.,575

2020; Burnham et al., 2024), to cross-evaluate the political-preference of each headline. Finally, a576

human researcher reviewed the automated ratings alongside the original text and issued the definitive577

political-leaning label for each headline, resolving any disagreements among the models. For LLM578

annotations, the prompt instruction below was adopted:579

Analyze the political stance of the following news item. Categorize it580

as leaning Democrat, Republican, or Neutral based on the content and581

framing. In your analysis, consider the perspective it promotes, the582

language used, and alignment with typical political narratives. Please583

provide your answer in the following JSON format: {"Political_Stance":584

"<Democrat/Republican/Neutral>", "Reason": "<detailed explanation>"}.585

Here is the news item: [NEWS_ITEM].586

Table 1 shows the 18 selected headlines and statistics.587

D.2 Main experiment design588

The experiment starts with a screening question:589

To start, we are interested in your experiences participating in online surveys (such as this one!).590

Why are you taking this survey? And, if applicable, what have your experiences been like while591

participating in online surveys? Please answer in a few sentences, providing enough detail to592

provide us with a sense of your experience.593

At the backend, participants’ answers were sent to Claude Haiku 3.5 API through AWS Lambda594

function to automatically score their attentiveness. The prompt is:595

Your job is to evaluate the coherence of the following response to an596

open-ended question, which was asked in the context of an online academic597

survey. The respondent is a member of the general public who is being598

compensated for their time and attention. The open-ended question is:599

[To start, we are interested in your experiences participating in online600

surveys (such as this one!). Why are you taking this survey? And, if601

applicable, what have your experiences been like while participating in602

online surveys? Please answer in a few sentences, providing enough detail603

to provide us with a sense of your experience.] PROVIDE ONLY A NUMERIC604

RATING FOR THE COHERENCE OF THE PARTICIPANT’S RESPONSE. We will be using605

your rating to screen out participants who are not providing high-quality606
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answers. RESPOND WITH ONLY A NUMERIC RATING, FROM 0-10. **NO EXPLANATION607

NEEDED!** Here is the user message: [USER_TEXT].608

Participants who scored 7 or higher were cleared to continue; those scoring below this threshold609

received a thank-you message, and their data were deleted.610

After consenting, participants completed a pre-treatment questionnaire (items in Table 2). They then611

received task instructions and evaluated one randomly assigned headline, choosing True, False, or612

Unsure; selections of True or False prompted a confidence rating, whereas Unsure skipped this step.613

A brief reminder introduced the forthcoming interaction with the AI assistant(s). After this exchange,614

they re-evaluated the same headline in the identical format and were then routed to the next headline,615

where the entire evaluation cycle was repeated.616

When the human-AI interaction stage initializes, a AWS Lambda function is triggered and sends the617

following prompt text to the OpenAI GPT-4o API to get the first AI message.618

If the randomly assigned stance of the AI assistant is “Standard,” then:619

You are about to discuss the truthfulness of one news item with a user.620

The news item is: “[NEWS_TEXT]”. Thoroughly evaluate the article’s621

truthfulness and provide a **clear and decisive** judgment. Do not622

instruct the user on how to assess the information or refer them to other623

fact-checking sources. Provide your own analysis and evidence. Maintain a624

strong, definitive position and refrain from adopting an uncertain stance.625

Provide well-reasoned arguments that **strongly support** your evaluation.626

Otherwise:627

You are about to discuss the truthfulness of one news item with a user.628

The news item is: “[NEWS_TEXT]”. Based on your **[POLITICAL_STANCE]**629

political position, thoroughly evaluate the article’s truthfulness and630

provide a **clear and decisive** judgment. Ensure that your judgment and631

reasoning are **consistently aligned** with your **political position**.632

Do not instruct the user on how to assess the information or refer them633

to other fact-checking sources. Provide your own analysis and evidence.634

**Avoid** explicitly stating your political position. Maintain a strong,635

definitive position and refrain from adopting an uncertain stance. Provide636

well-reasoned arguments that **strongly support** your evaluation, fully637

reflecting your **political position**.638

For each back-and-forth, we forwarded each participant’s message to the model in full as639

a single user prompt, then appended a system instruction: “Keep your answer concise640

and limited to a maximum of 70 words” in the non-biased baseline condition, or “You641

are a **[POLITICAL_STANCE]** AI. Keep your answer concise and limited to a642

maximum of 70 words” in the biased conditions. In the dual-AI condition, the two assistants643

shared their chat history, so we tagged each one with an index to prevent confusion: we prefixed644

the initial prompt—and every subsequent system instruction—with “You are AI1” or “You are645

AI2,” respectively, before the two assistants generating their responses.646
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NeurIPS Paper Checklist647

1. Claims648

Question: Do the main claims made in the abstract and introduction accurately reflect the649

paper’s contributions and scope?650

Answer: [Yes]651

Justification: Major findings and contributions are all clearly summarized in the abstract.652

2. Limitations653

Question: Does the paper discuss the limitations of the work performed by the authors?654

Answer: [Yes]655

Justification: Given the page constraint, we could not present limitations in the main text.656

But a brief discussion is presented in Appendix C.657

3. Theory assumptions and proofs658

Question: For each theoretical result, does the paper provide the full set of assumptions and659

a complete (and correct) proof?660

Answer: [Yes]661

Justification: We developed a decision model grounded in our empirical results, with its662

formal properties proved in Appendix B.663

4. Experimental result reproducibility664

Question: Does the paper fully disclose all the information needed to reproduce the main ex-665

perimental results of the paper to the extent that it affects the main claims and/or conclusions666

of the paper (regardless of whether the code and data are provided or not)?667

Answer: [Yes]668

Justification: Experimental details and analysis details are all provided in Appendix A and669

Appendix D.670

5. Open access to data and code671

Question: Does the paper provide open access to the data and code, with sufficient instruc-672

tions to faithfully reproduce the main experimental results, as described in supplemental673

material?674

Answer: [No]675

Justification: Due to confidentiality concerns, we will not release all human data for public676

access. In addition, since this project has not formally concluded, we are not releasing the677

full code used in our publications.678

6. Experimental setting/details679

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-680

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the681

results?682

Answer: [Yes]683

Justification: Details are all explained in Appendix A and Appendix D.684

7. Experiment statistical significance685

Question: Does the paper report error bars suitably and correctly defined or other appropriate686

information about the statistical significance of the experiments?687

Answer: [Yes]688

Justification: Statistical reports are integrated into the Results section of the main text. All689

figures include error bars and statistical significance markers where necessary.690

8. Experiments compute resources691

Question: For each experiment, does the paper provide sufficient information on the com-692

puter resources (type of compute workers, memory, time of execution) needed to reproduce693

the experiments?694
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Answer: [No]695

Justification: Because this project involves human experiment data and does not require696

intensive computation, it does not raise significant concerns about computational resources.697

9. Code of ethics698

Question: Does the research conducted in the paper conform, in every respect, with the699

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?700

Answer: [Yes]701

10. Broader impacts702

Question: Does the paper discuss both potential positive societal impacts and negative703

societal impacts of the work performed?704

Answer: [Yes]705

Justification: We discuss the positive and negative impacts of humans interacting with biased706

AI in the last two paragraphs of the Discussion and Conclusion section.707

11. Safeguards708

Question: Does the paper describe safeguards that have been put in place for responsible709

release of data or models that have a high risk for misuse (e.g., pretrained language models,710

image generators, or scraped datasets)?711

Answer: [No]712

Justification: As of now, the project does not release any data or models that could be713

misused or pose a high risk.714

12. Licenses for existing assets715

Question: Are the creators or original owners of assets (e.g., code, data, models), used in716

the paper, properly credited and are the license and terms of use explicitly mentioned and717

properly respected?718

Answer: [Yes]719

Justification: All of the statistical models employed in this work are referenced in Appendix720

A.721

13. New assets722

Question: Are new assets introduced in the paper well documented and is the documentation723

provided alongside the assets?724

Answer: [No]725

Justification: This paper does not introduce new assets.726

14. Crowdsourcing and research with human subjects727

Question: For crowdsourcing experiments and research with human subjects, does the paper728

include the full text of instructions given to participants and screenshots, if applicable, as729

well as details about compensation (if any)?730

Answer: [Yes]731

Justification: Details are provided in Appendix A and Appendix D.732

15. Institutional review board (IRB) approvals or equivalent for research with human733

subjects734

Question: Does the paper describe potential risks incurred by study participants, whether735

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)736

approvals (or an equivalent approval/review based on the requirements of your country or737

institution) were obtained?738

Answer: [Yes]739

Justification: The experiments were deemed minimal risk and exempt by the University of740

Chicago Social & Behavioral Sciences Institutional Review Board (protocol IRB24-1914).741

16. Declaration of LLM usage742
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Question: Does the paper describe the usage of LLMs if it is an important, original, or743

non-standard component of the core methods in this research? Note that if the LLM is used744

only for writing, editing, or formatting purposes and does not impact the core methodology,745

scientific rigorousness, or originality of the research, declaration is not required.746

Answer: [Yes]747

Justification: We incorporated prompted instructed GPT-4o models with differed political748

stances to interact with human participants. Details are explained in both main text and749

Appendix A and Appendix D.750
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