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Abstract

Reinforcement learning (RL) has become popular in enhancing the reasoning capa-
bilities of large language models (LLMs), with Group Relative Policy Optimization
(GRPO) emerging as a widely used algorithm in recent systems. Despite GRPO’s
widespread adoption, we identify a previously unrecognized phenomenon we term
Lazy Likelihood Displacement (LLD), wherein the likelihood of correct responses
marginally increases or even decreases during training. This behavior mirrors a
recently discovered misalignment issue in Direct Preference Optimization (DPO),
attributed to the influence of negative gradients. We provide a theoretical analysis
of GRPO’s learning dynamic, identifying the source of LLD as the naive penaliza-
tion of all tokens in incorrect responses with the same strength. To address this,
we develop a method called NTHR, which downweights penalties on tokens con-
tributing to the LLD. Unlike prior DPO-based approaches, NTHR takes advantage
of GRPO’s group-based structure, using correct responses as anchors to identify
influential tokens. Experiments on math reasoning benchmarks demonstrate that
NTHR effectively mitigates LLD, yielding consistent performance gains across
models ranging from 0.5B to 3B parameters.

1 Introduction

Reinforcement learning (RL) has become increasingly popular for improving reasoning capabilities
of large language models (LLMs) [4, 9, 23]. In particular, Group Relative Policy Optimization
(GRPO) [22] has emerged as a widely adopted algorithm in RL training pipelines for reasoning tasks.
Models such as DeepSeek-R1 [4], DeepSeek-Math [22], Med-R1 [11], and Search-R1 [10] have
successfully employed GRPO to achieve notable performance gains in code generation, mathematical
problem solving, medical reasoning, and retrieval-augmented generation. These successes highlight
GRPO’s growing importance as a tool for aligning models to task-specific behaviors through rule-
based or heuristic rewards.

Despite its empirical success, the optimization behavior of GRPO remains insufficiently studied, in
part due to its recency. In this work, we focus on the impact of negative gradients in GRPO, which
arise when the advantage function is negative—indicating that the selected action is worse than the
average action at a given state (e.g., an incorrect or suboptimal response). In such cases, the learning
algorithm decreases the probability of selecting this action. We draw a conceptual connection to
Direct Preference Optimization (DPO) [18], which introduces negative gradients when penalizing
dis-preferred responses. Recent studies [19, 17, 30, 20] have revealed that negative gradients can lead
to an arguably counterintuitive behavior: a simultaneous decrease in the probabilities of preferred
responses (y+). Motivated by this insight, we examine whether similar gradient dynamics in
GRPO might cause analogous issues and investigate their impact on policy learning. This effect,
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termed misalignment [20] or likelihood displacement [19], is undesirable as it often degrades model
performance by diverting probability mass away from optimal responses. In this work, we empirically
observe (see Fig. 1) that GRPO can suffer from what we call Lazy Likelihood Displacement (LLD): a
failure to sufficiently increase, or even a decrease in, the likelihood of correct answers during training.
To explain this phenomenon, we provide an analysis of GRPO’s update dynamics and identify that
LLD stems from penalizing certain tokens in dispreferred responses. These updates inadvertently
reduce the likelihood of correct answers due to shared structural or semantic features between positive
and negative responses.

While several approaches have been proposed to mitigate the reduced probabilities of preferred
responses (y+) in DPO [19, 20], they either compromise data efficiency or rely on training procedures
that are not directly compatible with GRPO’s online learning paradigm. For instance, Razin et al. [19]
recommend discarding training examples where the likelihood of positive responses y+ decreases,
thereby avoiding harmful updates—but this strategy reduces data utilization and does not address
cases where the increase in the likelihood of y+ is insufficient. Similarly, Ren and Sutherland [20]
propose modifying DPO into a more online-compatible setup by training on both y+ and y−, which
effectively mitigates the “squeezing effect” imposed by off-policy negative gradient. However, GRPO
already employs online response sampling, and our empirical analysis reveals that it still suffers from
the LLD effect in a subset of training examples (see Fig. 1).

To effectively address LLD in GRPO, we introduce a negative token hidden reward (NTHR) for
selective token penalization, which reduces the penalty on tokens in incorrect responses that most
strongly contribute to lowering the likelihood of correct ones. Interestingly, we find that these
influential tokens often align closely with key reasoning steps in the correct responses (see Fig. 3).
Our approach NTHR provides a fine-grained and targeted mitigation strategy that mitigates LLD
during training. We evaluate GRPO+NTHR through per-sample training and compare it against
baseline methods such as random token dropping and standard GRPO across multiple model sizes.
We demonstrate that GRPO+NTHR successfully mitigates LLD and leads to improved generalization
on held-out mathematical reasoning problems. In summary, our contributions are as follows:

• GRPO exhibits LLD for correct responses. We empirically show that GRPO suffers from Lazy
Likelihood Displacement (LLD), an extended form of the misalignment phenomenon previously
observed only in DPO.

• Identifying the source of LLD. We provide a theoretical explanation for LLD in GRPO, identifying
its cause as a penalization of shared reasoning or correct tokens in dispreferred responses.

• NTHR selective token penalization. We introduce Negative Token Hidden Reward (NTHR) for
selective token penalization that effectively mitigates LLD without sacrificing data efficiency.

• Empirical validation on math reasoning tasks. We demonstrate that GRPO+NTHR consistently
outperforms GRPO on math benchmarks across model sizes ranging from 0.5B to 3B.

2 Preliminaries and Related Work

2.1 GRPO

GRPO loss, introduced in DeepSeek-Math [4] and DeepSeek-R1 [22], enhances fine-tuning by refin-
ing how reward and loss are calculated. Concretely, unlike traditional Proximal Policy Optimization
(PPO) [21], GRPO eliminates the need for value function estimation, employing group-relative
rewards for a more nuanced optimization process.

For a query-answer pair (x,a), the policy πθ samples G responses {yi}Gi=1. Each yi consists of a
sequence of |yi| tokens, and we denote yi,<k the subsequence of the first k tokens. Let ri denote the
reward for response yi. The advantage of the i-th response is computed by normalizing the group-
level rewards {ri}Gi=1 and is the same for each token k = 1, . . . , |yi|. Concretely, Âi,k := ri−µ

σ ,

with µ = Ê[{ri}Gi=1] and σ =

√
V̂ar[{ri}Gi=1] being the empirical average and standard deviation of
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(a) Qwen-0.5B-Instruct (b) Deepseek-1.5B (c) Qwen-Math-1.5B

Figure 1: We show that negative gradients can lead to small or reduced likelihood change of positive
samples in GRPO. The log-likelihood gains achieved by Pos Only training (orange) are significantly
higher than those from GRPO (blue) for Qwen-0.5B-Ins (a) and Deepseek-1.5B (b). In Qwen-Math-
1.5B (c), samples with small or reduced ∆(x) (left) are primarily influenced by negative gradients, as
evidenced by their larger ∆(x) in the Pos Only setup. However, some samples on the right show
smaller ∆(x) than in GRPO, indicating that negative gradients are not always harmful.

the rewards. The GRPO objective JGRPO(θ) is then defined as:

E
(x,a)∼D

{yi}G
i=1∼πθold (·|x)

[ 1∑G
i=1 |yi|

G∑
i=1

|yi|∑
k=1

min
(
γi,k(θ)Âi,k, Âi,k · clip (γi,k(θ), 1− ε, 1 + ε)

)]
(1)

where ε is a clipping hyperparameter, clip(·) is the clipping operation, and γi,k(θ) =
πθ(yi,k|x,yi,<k)
πθold (yi,k|x,yi,<k)

is the likelihood ratio between the current policy πθ and the old policy πθold .

2.2 Positive and Negative Gradient

The GRPO loss includes several regularization mechanisms designed to stabilize training, such as the
KL term and the clipping operation. However, it is common to treat the log-likelihood component of
the generated responses as responsible for “gathering knowledge,” while viewing the regularization
components as responsible for “stabilizing the training procedure.” Without loss of generality, we
focus on the online training setting for GRPO, in which γi,t ≈ 1 and min(·, clip(·)) can be safely
neglected. This simplification is justified by two observations. First, GRPO inherently operates in a
near-online fashion, as it generates new samples on-the-fly and typically uses mini-batches that are
comparable in scale to the full batch. Second, prior work [1] has shown that omitting the clipping
operation does not degrade performance. Additionally, related studies [1, 8] have demonstrated that
the KL term can be omitted when other hyperparameters are carefully tuned. With this simplification,
we can better understand the interactions between positive and negative responses in one roll-out.
The subtle differences between GRPO and its variants, e.g., DAPO [29], Dr.GRPO [13], GPG [1],
etc., could also be well interpreted.

Specifically, the GRPO’s objective gradient ∇θJGRPO(θ) with respect to θ can be approximated as
∇θE

[
1∑G

i=1 |yi|
∑G

i=1

∑|yi|
k=1 Âi,kγi,k(θ)

]
which using ∇θπθ = πθ∇θ log πθ further simplifies to

E
[ 1∑G

i=1 |yi|

G∑
i=1

|yi|∑
k=1

Âi,kγi,k(θ)︸ ︷︷ ︸
constant

∇θ log πθ(yi,k | x,yi,<k)
]
.

This expression allows us to interpret GRPO using a similar framework as proposed by Ren and
Sutherland [20], i.e., imposing a positive or a negative pressure on yi,k. Since γi,k is a ratio of
two probabilities (and hence it must be positive), the sign of the equivalent learning rate on yi,k is
determined by Âi,k. Then, following a common practice that the reward is 1 for correct responses
and 0 for incorrect ones, it is safe to conclude that all the tokens in the correct responses impose
positive gradients while tokens in the wrong responses impose negative ones.
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3 The Effect of Negative Gradients

We begin by empirically analyzing the impact of negative gradients in GRPO [4] on the likelihood
of generating correct responses. Let each question x be associated with G generated samples, of
which N+ := N+(x) give the correct answer so we call them positive and denote by y+

i , i ∈ [N+],
and the rest N−L = G − N+ are incorrect we call them negative and denote by y−

j , j ∈ [N−].
Positive/negative samples are given rewards ri = 1 and rj = 0 respectively.

We conduct experiments using math-reasoning tasks to assess how negative gradient in GRPO training
influences the log-likelihood of correct responses. Specifically, we examine a range of model-dataset
combinations that differ in terms of dataset difficulty and model scale: Qwen-2.5-0.5B [25], Qwen-
2.5Math-1.5B [26] with the MATH dataset [7], and Deepseek-1.5B [4] with the AIME dataset. For
each question, we generate 8 response rollouts, filtering out samples where all responses are either
entirely correct or incorrect. We retain only those examples containing a mix of both.

Our analysis focuses on the GRPO baseline (illustrated by the blue bars in Fig. 4). To precisely
characterize the learning dynamics of the algorithm, we reinitialize the model parameters θ for each
individual sample, perform a single GRPO update to obtain the updated parameters θ′, and evaluate
the average change in the log-likelihood of the correct responses:

∆(x) :=
1

N+

∑N+

i=1

[
lnπθ′(y+

i | x)− lnπθ(y
+
i | x)

]
, (2)

for an input question x with N+ correct responses y+
i , i ∈ [N+]. As illustrated in Fig. 1, some

correct responses experience either a decline or only a marginal improvement in log-likelihood after
training. For example, in Deepseek-1.5B (Fig. 1b), a significant portion of samples exhibit reduced
likelihoods (negative values in the plot). Similarly, in Qwen-Math-1.5B and Qwen-0.5B, many
samples show only minor changes in likelihood. A closer analysis shows the following.

Negative gradients lead to small or reduced likelihood change. In order to isolate the effect of
negative gradients, we introduce a variant which we call Pos Only, where negative advantages are
masked (i.e., values of Âi,k < 0 are set to 0), effectively removing the influence of negative gradients
during training. Fig. 1 shows the Pos Only variant in orange bars. The log-likelihood gains under
Pos Only training are substantially higher than those from GRPO—particularly on the left side of
the plots, where many samples show several-fold improvements.

Negative gradients are not always harmful. It is important to note that negative gradients are not
inherently harmful. In terms of the likelihood change ∆(x), it is possible, as shown in Fig. 1c, that
under Pos Only training, some samples exhibit even smaller ∆(x) than GRPO, which uses both
positive and negative gradients. This decrease may result either from negative gradients "squeezing"
the likelihood mass toward confident y+ [20], or from certain negative gradients increasing ∆(x), as
suggested by our Theorem 4.4 below. Moreover, in terms of performance, we demonstrate that Pos
Only actually yields a 1.3% drop in average performance compared to GRPO. The result is shown in
Tab. 2 for finetuning Qwen-Math-1.5B on the math dataset using GRPO and Pos Only respectively.

What do negative gradients of questions with small likelihood change penalize? We find that
the minimal likelihood change occurs in correct responses of those questions in the dataset that have
partially correct (but eventually incorrect) responses or have correct responses. In Fig. 2, we present
two representative examples from Qwen-0.5B, where the incorrect responses are partially correct
and the corresponding correct responses show the smallest likelihood change. The left example,
highlighted in red, shows an answer that is nearly correct and corresponds to the red-boxed sample
in Fig. 1a. The right example provides a correct answer but does not follow the expected output format
(highlighted in red); it corresponds to the blue-boxed sample in Fig. 1a. Additional examples are
provided in Appendix. This suggests that penalizing entire partially correct responses is suboptimal.

Controlling negative gradients at the token level can improve performance. While negative
gradients do not necessarily hurt performance and penalizing entire incorrect responses is suboptimal,
we show in Sec. 5 that carefully reducing negative gradients at a token level can mitigate small
likelihood change and lead to improvement boosts. Our approach specifically leverages the previous
observation that partial responses might be partly correct by filtering out and selectively penalizing
their consistuent tokens.
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Figure 2: Inspecting negative (incorrect) samples of questions with small average likelihood change
∆(x) (Eq. (2)) reveals that they are either nearly correct (Left) or get the correct response in a wrong
answer format (Right). Thus, penalizing entire negative sample responses might be suboptimal. Red
dashed lines denote omitted reasoning steps.

4 Lazy Likelihood Displacement

We have shown that negative gradient in GRPO can cause a marginal or even reduced likelihood
of correct responses y+. Here, we formalize this observation by introducing the concept of Lazy
Likelihood Displacement (LLD)—a phenomenon in which the probability of correct answers
decreases or increases only marginally after training. Our experiments reveal that LLD frequently
emerges in group-based policy optimization settings, indicating that GRPO and its variants are also
subject to the same limitations observed in preference optimization frameworks such as DPO [20, 19].

Definition 4.1 Let πθinit and πθfin denote the initial and final language models, before and after
optimizing a preference learning objective J (e.g., Eq. (1)) over a dataset D, such that J (θfin) <
J (θinit). We say that LLD occurs for a tuple (x,y+) ∈ D if, for small nonnegative constant ϵ ≥ 0,

lnπθfin(y
+|x) < lnπθinit(y

+|x) + ϵ . (3)

4.1 Understanding LLD

We begin by showing that GRPO effectively performs a weighted group preference optimization
between two groups of responses: correct and incorrect ones (detailed proof in the appendix).

Lemma 4.2 When reward is binary, GRPO performs preference optimization between two distinct
groups: the group of correct responses (ri = 1) and the group of incorrect responses (ri = 0).
Specifically, the optimization objective reduces to the following:

p+
N+∑
i=1

min

(
πθ(y

+
i |x)

πθold(y
+
i |x)

, 1 + ε

)
− p−

N−∑
j=1

max

(
πθ(y

−
j |x)

πθold(y
−
j |x)

, 1− ε

)
, (4)

where p ∆
= p(x)

∆
= 1

G

∑
i∈[G] 1[ri(x) = 1] denotes the correctness rate for a given input, N+ = pG

and N− = (1− p)G are the sizes of the correct and incorrect response groups respectively, and the
group-specific weights are defined as p+ = 1−p√

p(1−p)
and p− = p√

p(1−p)
.

Next, we introduce an assumption of unconstrained features, which allows us to focus our analysis on
the final-layer hidden embedding hx ∈ Rd and the token unembedding matrix W ∈ R|V|×d, where
V is the vocabulary of tokens.
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Assumption 4.3 (Unconstrained Features) Expressive (enough) neural networks can produce un-
constrained embeddings hx ∈ Rd independent of the architecture’s specific complexities [27, 16,
34, 19]. These embeddings are subsequently transformed into logits by a token unembedding matrix
W ∈ R|V|×d. The resulting logits are passed through a softmax function to yield a probability
distribution over possible next tokens. To assign probabilities to sequences y ∈ V∗, the language
model πθ operates in an autoregressive manner, i.e., πθ(y | x) =

∏|y|
k=1 Softmax(Whx,y<k

)yk
.

Here, hx,y<k
is the embedding of sequence (x,y<k) and Softmax(·)yk

is the yk-th entry of the
V -dimensional softmax map. We focus on the online training setting for GRPO, as state in Sec. 2.2,
the effect of the clipping operation is effectively removed. We assume that the objective is optimized
via gradient flow and theoretically analyze the dynamics of the log-likelihood of a positive response,
d
dt lnπθ(t)(y

+
i | x), yielding the following characterization1 (see the appendix for a proof).

Theorem 4.4 For any question x, at any time t ≥ 0 of training, and any correct response y+
i , i ∈

[N+] , in addition to the dependence on token unembeddings, the likelihood change d
dt lnπθ(t)(y

+
i |x)

exhibits increased laziness (that is, has smaller magnitude) as the following quantity increases:

p−
|y+

i |∑
k=1

N−∑
j=1

|y−
j |∑

k′=1

α−
k,k′ · ⟨hx,y+

i,<k
,hx,y−

j,<k′
⟩︸ ︷︷ ︸

impact of negative gradient

−p+
|y+

i |∑
k=1

N+∑
i′=1

|y+

i′ |∑
k′′=1

α+
k,k′′ · ⟨hx,y+

i,<k
,hx,y+

i′,<k′′
⟩. (5)

Here, α−
k,k′ and α+

k,k′′ are token-level prediction error similarity weights, which quantify the similarity
of token-level prediction error across responses (see Appendix for formal definitions. ). We refer to
the quantity in Eq. (5) as Group Weighted Hidden Embedding Score (GWHES).

The first term in Eq. (5) captures the influence of negative gradients on the likelihood of the correct re-
sponse. Specifically, this shows that a negative token with a large value of α−

k,k′ · ⟨hx,y+
i,<k

,hx,y−
j,<k′
⟩

is more likely to cause the LLD of the correct responses. This motivates the following corollary.

Corollary 4.5 For any question x, the negative gradient associated with the hidden embedding of a
token k′ in any incorrect response y−

j , j ∈ [N−], will exert a greater adverse effect on the likelihood
change d

dt lnπθ(t)(y
+
i |x) as the following quantity getslarger:

|y+
i |∑

k=1

α−
k,k′ · ⟨hx,y+

i,<k
,hx,y−

j,<k′
⟩. (6)

This can occur when the negative and positive tokens have high embedding similarity, theoretically
supporting the observation in Fig. 2 that LLD samples are often nearly correct.

4.2 Identifying LLD Samples

Top-K Qwen-1.5B-deepseek Qwen-1.5B-math
GWHES Random GWHES Random

10 50% 17.5% 60% 21.3%
15 75% 26.3% 75% 31.9%

Table 1: Ranking questions by GWHES results
in a significantly higher Top-K overlap with the
likelihood-change ranking compare to ranking ran-
domly. This demonstrates the effectiveness of
GWHES in identifying LLD samples.

Theorem 4.4 suggests using ∆GWHES as a met-
ric to identify samples that cause LLD. Here,
we verify the validity of this metric experimen-
tally. For Qwen-1.5B-deepseek, we generate
responses for the first 100 questions from the
AIME dataset (1983–2023) and compute the
GWHES scores for those questions with non-
extreme predicted probabilities (0 < p < 1),
resulting in 57 valid questions. For Qwen-
2.5Math-1.5B, we use questions from the Math
dataset and retain 47 valid questions. We then
calculate the Top-K overlap accuracy between two rankings of questions: one based on the ascending

1Theorem 4.4 can be seen as an extension of [19, Thm.3] for DPO to the more challenging GRPO setting
with group-based structure. Unlike DPO, we will exploit this group-structure to selectively penalize tokens
rather than responses.
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order of likelihood changes ∆(x) as defined in Eq. (2) (denoted QL
K), and the other based on the

descending order of GWHES scores as defined in Eq. (5) (denoted QS
K). The overlap accuracy

is computed as |QL
K∩QS

K |
K . The results in Tab. 1 indicate that the overlap achieved using GWHES

is significantly greater than that of the random ranking baseline, highlighting a strong alignment
between high GWHES scores and LLD samples.

5 Selective Token Penalization in Incorrect Responses

Theorem 4.4 identifies samples prone to causing LLD and Corollary 4.5 quantifies the influence of
individual tokens’ negative gradients on the likelihood of correct responses. The goal of this section
is to explore whether appropriately controlling negative gradients can mitigate LLD and further
lead to performance improvements over vanilla GRPO. One approach could be using ∆GWHES to
identify negative samples y−

i that cause LLD and entirely discard them during training. However,
this compromises data efficiency and fails to address cases where samples only marginally improve
y+. Instead, we propose a more targeted approach: identify tokens that negatively impact ∆(x) and
reduce the penalty applied to them.

Figure 3: Key insight: Tokens of negative samples (incorrect responses) can be logically or step-
correct. Tokens with high NTHR tend to strongly correlate with these types of tokens (highlighted in
red). yThe bold dots represent omitted reasoning.

5.1 Negative Token Hidden Reward (NTHR)

Motivated by Corollary 4.5, we define the impact that an individual token k′ of incorrect response
y−
j , j ∈ [N−] has on the likelihood of a group of correct responses as follows:

s−j,<k′ :=

N+∑
i=1

|y+
i |∑

k=1

α−
k,k′ ·

〈
hx,y+

i,<k
,hx,y−

j,<k′

〉
, (7)

which defines a relative influence from imposing a negative gradient on y−
j to all tokens in all positive

responses. Specifically, a token from an incorrect response can negatively affect the likelihood of
a group of a group of correct responses when s−j,<k′ ≥ 0, with the magnitude of s−j,<k′ indicating
the severity of this effect. We refer to this value as the negative token hidden reward (NTHR):
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it quantifies a token’s detrimental impact on correct responses’ likelihood. In Fig. 3, we visualize
tokens with high s−j,<k′ values—highlighted in red. We find that many of these influential tokens
are logically or stepwise correct terms (such as “odd,” “prime,” and “intersection” in the specific
example). These terms exhibit strong semantic alignment with the correct responses.

5.2 NTHR selective token penalization.

Algorithm 1 NTHR selective token penalization

1: Input: Responses’ hidden embeddings
{h+

i }N
+

i=1, {h−
j }N

−

j=1, coefficient α, scale factor
η and β.

2: for i′ = 1 to N+ do
3: s̄+i′ ← Eq. (7)
4: end for
5: τ ← β ·mini′∈[N+] s̄

+
i′

6: Select negative tokens:
7: for each negative response j do
8: V−

j ←
{
y−
j,k′ | s−j,<k′ > τ

}
9: end for

10: Apply selective penalization:
11: for each retained token y−

j,k′ ∈ V−
j do

12: Â−
j,k′,η ← η · Â−

j,k′

13: end for

As shown in Corollary 4.5, tokens with high
positive NTHR values tend to cause signifi-
cant reductions in the likelihood of generated
correct responses. To mitigate this adverse
effect, we introduce a selective penalization
strategy (detailed in Algorithm 1 and complex-
ity discussion in Appendix) that attenuates
the penalty on tokens from negative responses
whose NTHR scores exceed a threshold τ .
Concretely, we define the resulting set of se-
lected tokens as:

V−
j =

{
y−
j,k′

∣∣∣ s−j,<k′ > τ
}
. (8)

To determine the threshold τ , an effective prat-
ical strategy is computing the minimum av-
erage token-level influence exerted by each
correct response on all other correct responses.
Formally, we set τ = β · mini′∈[N+] s̄

+
i′ ,

where β is a scale factor and s̄+i′ measures the average impact of the i′-th correct response’s to-
kens on the likelihoods of other correct responses:

s̄+i′ :=
1

|y+
i′ |

|y+

i′ |∑
k′′=1

N+∑
i=1

|y+
i |∑

k=1

α+
k,k′′(t) ·

〈
hx,y+

i,<k
(t),hx,y+

i′,<k′′
(t)
〉
. (9)

A larger s̄+i′ indicates a stronger mutual influence among positive responses, which could be interpreted
as an estimation of the “local elasticity” of a deep neural network [6]. Finally, to apply selective
penalization, we define the advantage of each retained token using a scale factor η < 1, resulting in
Â−

j,k′,η := η · Â−
j,k′ . The scale factor will reduce the penalty on selected negative tokens.

5.3 NTHR Selective Token Penalization Mitigates LLD

(a) Qwen-0.5B-Instruct (b) Qwen-3B (c) Qwen-1.5B-Math

Figure 4: GRPO+NTHR consistently improves likelihood change of correct responses, as indicated
by the green bars exceeding the blue bars. While GRPO+Random offers only modest improvements,
GRPO+NTHR consistently outperforms it, highlighting the effectiveness of NTHR in identifying
LLD tokens.

To evaluate the effectiveness of our NTHR selective token penalization in mitigating LLD, we
conduct experiments using the same setup described in Sec. 4. Specifically, we identify the selected
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token set V−
j in incorrect responses using a scale parameter β = 1, and apply no penalization to these

tokens by setting η = 0. We refer to this variant as GRPO+NTHR (green bars). We then compare
the following two baselines: (1) Standard GRPO (blue bars), and (2) GRPO+Random (orange bars),
where we randomly select |V−

j | tokens and set their advantage to 0 (thus avoid penalizing them in
optimization).

The results in Fig. 4 show that GRPO+NTHR consistently improves likelihood change across
all samples, as evidenced by the green bars surpassing the blue bars. Notably, while removing
negative gradients entirely—as in the Pos Only in Fig. 1c—can sometimes reduce the likelihood
change compared to GRPO in Qwen-Math-1.5B, our GRPO+NTHR approach (Fig. 4c) maintains
consistent improvements. Furthermore, unlike GRPO+Random that provides only modest gains
across all models, GRPO+NTHR delivers consistent and substantial improvements, highlighting the
effectiveness of our proposed NTHR in identifying LLD tokens.

5.4 Performance of NTHR Selective Token Penalization

Having demonstrated the impact of negative gradients on likelihood change and the effectiveness of
our method in mitigating the LLD issue in Sec. 5.3, we now study the effect of negative gradient on
model performance. For this, we finetune models with different sizes using MATH dataset (levels
3–5) [7] and use greedy decoding to evaluate finetuned models on five math benchmarks: AIME24,
AMC, MATH500, Minerva, and Olympiad (detailed implementation details in Appendix).

We find that NTHR consistently boosts model performance across various sizes, with detailed results
presented in Tab. 2. Notably, even for Qwen2.5-Math which shows a substantial improvement of
over 20% after RL fine-tuning—outpacing gains seen in other models—NTHR still provides an
average improvement of 0.8%. For Qwen2.5-0.5B-Ins and Qwen2.5-1.5B-Ins, NTHR consistently
outperforms GRPO by 1.1% and 1.5% on average respectively. Similar improvements are observed
with a larger model Qwen2.5-3B, where NTHR reaches 36.30 % compared to GRPO’s 33.88
% and the base model’s 31.36 %. We further fine-tune Qwen2.5-Math on the more challenging
DeepScaler [14] dataset and observe that NTHR outperforms GRPO by 1.8%.

Base model + Method AIME24 AMC MATH500 Minerva Olympiad Avg.
Qwen2.5-Math-1.5B

Base 3.3 20.0 39.6 7.7 24.9 19.10
GRPO 13.3 57.5 71.8 29.0 34.1 41.14
Pos Only 10.0 57.5 70.6 30.1 31.0 39.84
NTHR 16.7 57.5 70.8 30.5 34.2 41.94

Qwen2.5-0.5B-Ins
Base 0.0 2.5 33.4 4.4 7.0 9.46
GRPO 0.0 7.5 33.8 9.2 8.1 11.72
NTHR 0.0 10.0 36.6 8.1 8.6 12.66

Qwen2.5-1.5B-Ins
Base 0.0 22.5 53.0 19.1 20.7 23.06
GRPO 3.3 32.5 57.2 18.8 23.0 26.96
NTHR 6.7 35.0 58.8 21.0 20.9 28.48

Qwen2.5-Math-1.5B (deepscaler)
Base 3.3 20.0 39.6 7.7 24.9 19.10
GRPO 10.0 42.5 72.4 32.4 31.9 37.80
NTHR 16.7 47.5 73.2 29.4 31.4 39.60

Qwen2.5-3B
Base 10.0 37.5 58.6 26.1 24.6 31.36
GRPO 6.7 35.0 66.6 31.2 29.9 33.88
NTHR 10.0 47.5 65.6 31.6 26.8 36.30

Table 2: Results across selected math benchmarks for different Qwen2.5 models and methods. NTHR
consistently provides average performance gains on various models.

6 Conclusion
In this work, we study how negative gradients affect the likelihood of correct responses in GRPO.
We identify a phenomenon we term Lazy Likelihood Displacement (LLD), where penalization of

9



incorrect responses inadvertently reduces or lead to small likelihood change of correct ones. To
address this, we propose the negative token hidden reward (NTHR) along with a selective token-level
penalization strategy. NTHR reduces the penalty on tokens in incorrect responses that contribute most
to lowering the likelihood of correct responses, thus successfully mitigating the LLD issue. Through
experiments on math reasoning tasks across models ranging from 0.5B to 3B, we demonstrate
that NTHR improves GRPO, validating the effectiveness of our approach in addressing LLD and
enhancing performance.
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7 Appendix

Notation. For any time t ≥ 0, we use W (t), wz(t), and hz(t) to denote the token unembedding
matrix, unembedding of a token z ∈ V , and hidden embedding of z ∈ V∗, respectively. We let
zk be the k-th token in z and z<k be the first k − 1 tokens in z. For a question x, the old policy
πθold generates a group of G samples and resulting (x, {y+

i }N+ , {y−
j }N−), where N+ +N− = G.

Lastly, we denote by ez ∈ R|V| the standard basis vector corresponding to z ∈ V .

7.1 Proof of Lemma 4.2: GRPO as Group Preference Optimization

In this section, we demonstrate that training with GRPO constitutes preference optimization. We
adopt a binary reward system, assigning r = 1 to correct responses and r = 0 to incorrect ones,
consistent with recent works [13, 29]. It is notable that this also applies to its variants, e.g., DAPO [29],
Dr.GRPO [13], GPG [1], etc.

For a single question x, we simplify the expected loss E{yi}G
i=1∼πθold (·|x)

[Jx] in Eq. (1) by omitting
the token normalization term 1∑G

i=1 |yi|
, yielding:

E{yi}G
i=1∼πθold (·|x)

 G∑
i=1

|yi|∑
k=1

min
(
γi,k(θ)Âi,k, Âi,k · clip (γi,k(θ), 1− ε, 1 + ε)

) . (10)

The success probability for question x is p = P̂i(ri,x = 1) ≈ P(rx = 1) where we use a population
approximation for large enough G. In this case, we take µ = p and σ =

√
p(1− p). Consequently,

the advantage Âi,k becomes:

Âi,k =


1−p√
p(1−p)

if ri = 1,

− p√
p(1−p)

if ri = 0.
(11)

Since
min

(
γi,k(θ)Âi,k, Âi,k · clip (γi,k(θ), 1− ε, 1 + ε)

)
is equivalent tos {

Âi,k ·min (γi,k(θ), 1 + ε) , if Âi,k > 0 ⇔ ri = 1,

Âi,k ·max (γi,k(θ), 1− ε) , if Âi,k < 0 ⇔ ri = 0 ,

the expected loss then becomes:

E{yi}G
i=1∼πθold (·|x)

[Jx] =
1− p√
p(1− p)

E{yi}G
i=1∼πθold (·|x)

[
min

(
πθ(yi|x)
πθold(yi|x)

, 1 + ε

)
1ri=1

]
− p√

p(1− p)
E{yi}G

i=1∼πθold (·|x)

[
max

(
πθ(yi|x)
πθold(yi|x)

, 1− ε

)
1ri=0

]
.

(12)

When generating G sampled responses, the loss becomes:

p+
N+∑
i=1

min

(
πθ(y

+
i |x)

πθold(y
+
i |x)

, 1 + ε

)
− p−

N−∑
j=1

max

(
πθ(y

−
j |x)

πθold(y
−
j |x)

, 1− ε

)
, (13)

where N+ = pG, N− = (1 − p)G, p+ = 1−p√
p(1−p)

and p− = p√
p(1−p)

. This represents group

preference optimization, i.e., increasing the likelihood of correct responses while penalizing incorrect
ones.

7.2 Proof of Theorem 4.4

Assume that all responses are sequences whose first tokens are distinct from each other. Then we
analyze the likelihood change for a correct response y+

i by measuring d
dt lnπθ(t)(y

+
i |x). According

13



to the chain rule, using the loss in Eq. (13) and denoting π<k = πθ(y
+
i,k|x,y

+
i,<k) and πold,<k =

πθold(y
+
i,k|x,y

+
i,<k) for brevity , we can obtain:

d

dt
lnπθ(t)(y

+
i |x) =

〈
∇ lnπθ(t)(y

+
i |x),

dθ(t)

dt

〉
(14)

=
〈
∇ lnπθ(t)(y

+
i |x),

p+
N+∑
i′=1

|y+

i′ |∑
k=1

π<k

πold,<k
δ

(
1 + ϵ− π<k

πold,<k

)
∇ lnπθ(t)(y

+
i′,k|x,y

+
i′,<k)

− p−
N−∑
j=1

|y−
j |∑

k′=1

π<k′

πold,<k′
δ

(
π<k′

πold,<k′
− 1 + ϵ

)
∇ lnπθ(t)(y

−
j,k′ |x,y−

j,<k′)

〉
(15)

where δ(x) =
{
1 if x ≥ 0

0 if x < 0
is the gradient of the clip function. We assume πθ(t) = πold since GRPO

is online or nearly online due to sampling new responses at each iteration. Thus we obtain:

d

dt
lnπθ(t)(y

+
i |x) =

〈
∇ lnπθ(t)(y

+
i |x), p

+
N+∑
i′=1

∇ lnπθ(t)(y
+
i′ |x)− p−

N−∑
j=1

∇ lnπθ(t)(y
−
j |x)

〉
.

As per the unconstrained features Assumption 4.3, the model’s trainable parameters are

θ =
(
W ,hx ,

{
hx,y+

i′,<k

}
i′∈[N+],k∈{2,...,|y+

i′ |}
,
{
hx,y−

j,<k′

}
j∈[N−],k′∈{2,...,|y−

j |}

)
.

Here, we also used the (mild) assumption that all responses differ in their first token. Unfolding the
gradients with respect to these parameters yields:

d

dt
lnπθ(t)(y

+
i |x) =

〈
∇W lnπθ(t)(y

+
i |x), p

+
N+∑
i′=1

∇W lnπθ(t)(y
+
i′ |x)− p−

N−∑
j

∇W lnπθ(t)(y
−
j |x)

〉

+

〈
∇hx lnπθ(t)(y

+
i,1|x), p

+
N+∑
i′=1

∇hx lnπθ(t)(y
+
i′,1|x)− p−

N−∑
j=1

∇hx lnπθ(t)(y
−
j,1|x)

〉

+

|y+
i |∑

k=2

||∇h
x,y

+
i,<k

lnπθ(t)(y
+
i,k|x,y

+
i,<k)||

2 . (16)

For softmax model output the gradients can be easily computed as follows:

∇W lnπθ(t)(z|x) =
|z|∑
k=1

(
ezk
− πθ(t)(·|x, z<k)

)
h⊤
z<k

(t)

In addition, the gradient with respect to the hidden representation at each position k is:

∇hx,z<k
lnπθ(t)(z|x) = wzk

(t)−
∑
z∈V

πθ(t)(z|x, z<k) ·wz(t), k ∈ {1, . . . , |z|}

Putting this back in (16) together with a few algebra steps, yields

d

dt
lnπθ(t)(y

+
i |x) = (I)− (II) + (III) + (IV) (17)
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where:

(I) = p+
|y+

i |∑
k=1

N+∑
i′=1

|y+

i′ |∑
k′′=1

α+
k,k′′(t) ·

〈
hx,y+

i,<k
(t),hx,y+

i′,<k′′
(t)
〉

(18)

(II) = p−
|y+

i |∑
k=1

N−∑
j=1

|y−
j |∑

k′=1

α−
k,k′(t) ·

〈
hx,y+

i,<k
(t),hx,y−

j,<k′
(t)
〉

(19)

(III) =

〈
wy+

i,1
(t)−

∑
z∈V

πθ(t)(z|x) ·wz(t),

N+∑
i′=1

p+wy+

i′,1
−

N−∑
j=1

p−wy−
j,1

〉
(20)

(IV) =
|y+|∑
k=2

∥∥∥∥∥wy+
i,k
(t)−

∑
z∈V

πθ(t)(z|x,y+
i,<k) ·wz(t)

∥∥∥∥∥
2

(21)

where α+
k,k′′(t) =

〈
ey+

i,k
− πθ(t)(·|x,y+

i,<k), ey+

i′,k′′
− πθ(t)(·|x,y+

i′,<k′′)
〉

and α−
k,k′(t) =〈

ey+
i,k
− πθ(t)(·|x,y+

i,<k), ey−
j,k′
− πθ(t)(·|x,y−

j,<k′)
〉

.

Specifically, (I) and (II) capture how token embeddings influence changes in likelihood, while (III)
and (IV) reflect how the geometry of token unembeddings governs such changes. Our focus is on (I)
and (II) because:

• Token embeddings encapsulate the contribution of all network parameters excluding the
token unembedding layer.

• Token embeddings are influenced by the words in the sample, which span a broader space
than token unembeddings.

Our results in Tab. 1 further validate the effectiveness of these terms. Thus we arrive at Theorem 4.4:
as (II)− (I) increases, the likelihood change decreases.

7.3 Implementation Details

Dataset. For training, we use the MATH dataset (levels 3–5) to train the model. Additionally, we
include a subset of the DeepScaler dataset [14], which contains more challenging problems. For
evaluation, we assess the reasoning capabilities of the fine-tuned models on five standard math
benchmarks: AIME 2024 [24], AMC, MATH500, Minerva Math [12], and OlympiadBench [5].

Models. We we select models range from 0.5B-3B [25]. We use 0.5B-ins and 1.5B-ins models as
[32] found small base model may not follow the format prompt well. We also use Qwen2.5-Math-
1.5B [26] to show the influence of math knowledge. For 3B model, we use Qwen-2.5-3B [25] base
model. For all models, we conduct reinforcement fine-tuning using GRPO and NTHR using the
same hyperparameters.

Hyperparamters. For the 0.5B model, we use two A6000 GPUs with a batch size of 32, maximum
rollout length of 2500 tokens, learning rate 5e−7 and a mini-batch size of 16, resulting in two iteration
updates per training step. We use math dataset to train the model for 105 steps.
For the larger models, we utilize four A100 GPUs with a batch size of 256, learning rate 1e− 6 and a
mini-batch size of 64, leading to four iteration updates per step, for the math dataset, we train for
40 steps, which approximates one epoch. For the DeepScaler dataset, which contains more data, we
train for 45 steps.
Across all models, we generate 8 rollouts per prompt. We use a default sampling temperature of
1.0, a clipping ratio of 0.2, and set the KL loss coefficient to 1× 10−4. The Qwen-math model [26]
uses its full context length of 3072 tokens for rollouts, while all other models use a maximum rollout
length of 4000 tokens. To accelerate training, we employ dynamic sampling [29], which filters out
samples with zero advantage.
Lastly, we use β = 1 and define the weighting factor as η = 2× |0.5− p|, where p is the success
rate. This formulation penalizes questions with success rates near 0.5 less, avoiding excessive reward
for easy samples while not over-relying on difficult questions, whose scarce correct responses may
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not yield effective token selection. Finally, we set the temperature to 0 to perform greedy decoding,
following standard practice in math evaluation tasks [28, 2, 13]. This enables the assessment of the
model’s most confident output, which is essential for math tasks requiring exact correctness and
providing users with consistent answers to repeated queries.

7.4 Complexity Discussion

In this section, we introduce several techniques to enhance the computational efficiency of NTHR,
which is essential for practical implementation.

Output last-layer embeddings with old policy probabilities. Since GRPO relies on the old policy
πold to compute the old probabilities used in the clip(·) operation, we only need to extract the last-
layer embeddings during the forward pass of the old policy. This approach introduces no additional
forward passes and thus keeps the computational overhead minimal. Moreover, last-layer embeddings
have been widely adopted in prior work [33, 15] for constructing robust reward signals.

Calculate summations first. We more conveniently rewrite (7) as a matrix inner product.〈
N+∑
i=1

|y+
i |∑

k=1

(
ey+

i,k
− πθ(t)(·|x,y+

i,<k)
)
hT
x,y+

i,<k

,
(
ey−

j,k′
− πθ(t)(·|x,y−

j,<k′)
)
hT
x,y−

j,<k′

〉
Importantly, our reformulation involves calculating the summations over i, k first before taking the
inner product. This reduction reduces the overall complexity for compute (7) by 3.

Focus on vocabulary of the responses. As the formulation involves computing the outer product
between the prediction error vector (e.g., ey+

i,k
− πθ(t)(·|x,y+

i,<k)) and the hidden embedding, which
incurs a computational complexity of O(|V|d). Since the probability mass is primarily concentrated
on the output words, for each question x, we restrict the computation to the vocabulary V⋆

x associated
with its generated responses. Since |V⋆

x| ≪ |V|, this significantly lowers the overall cost to O(|V⋆
x|d).

Running time of each module. We also track the average time cost of each module during training,
as reported in Tab. 3. Notably, the data generation (Data Gen) module that using dynamic sampling
accounts for the majority of the total training time. In contrast, the overhead introduced by NTHR is
minimal, contributing only a small fraction to the overall cost. Notably, although deepseek-1.5B has
a longer average output length of approximately 3,400 tokens, our NTHR still maintains a low time
overhead.

Model+dataset Data Gen Model Upd THR Ref Old Prob Total (Sec)
Qwen2.5-Math-1.5B (Math) 250 140 22 55 55 522

Table 3: Average running time (per step, in seconds) of each module for different models and tasks.

αk,k′ =
〈
ey+

i,k
− πθ(· | x,y+

i,<k), eyk′ − πθ(· | x,y<k′)
〉

(22)

As a result, our method does not introduce additional inference overhead, and the overall complexity
remains small.

7.5 Performance across training iterations

In this section, we present the performance of various models across training iterations. As illustrated
in Fig. 5, although performance fluctuates throughout training, NTHR consistently outperforms
GRPO. Notably, for the Qwen-2.5-1.5B-Ins model, we report results at update step 100 (corresponding
to 25 training steps), as performance begins to decline beyond this point.

7.6 Ablation study

In this section, we conduct ablation studies to shed more light on the role played by different modules.
Ablation on β. We conduct ablation study on β, i.e., the scaling factor for the threshold τ in
Eq. (8), which is then used to control how bad the negative tokens should be masked out. We set β
with {−∞, 0, 0.1, 1, } and train with Qwen2.5-Math-1.5B using Math dataset. Choosing β = −∞
corresponds to apply η to all incorrect tokens. As shown in Tab. 4, this removal results in worse
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Figure 5: Performance across training iterations for various models, NTHR consistently outperforms
GRPO for most of the training process.

performance compared to GRPO. As further shown in Tab. 4, incorporating NTHR consistently
improves performance over GRPO. While different β values result in varying degrees of improvement,
all settings outperform GRPO, indicating that reducing the influence of identified negative gradients
is beneficial.

Base model + Method AIME24 AMC MATH500 Minerva Olympiad Avg.
GRPO 13.3 57.5 71.8 29.0 34.1 41.14
NTHR (β = −∞) 13.3 50.0 71.8 30.5 34.4 40.00
NTHR (β = 0) 20.0 55.0 70.0 29.8 32.9 41.54
NTHR (β = 0.1) 13.3 57.5 71.4 30.9 34.4 41.50
NTHR (β = 1.0) 16.7 57.5 70.8 30.5 34.2 41.94

Table 4: Ablation study on β. Although changes in β (except∞) lead to variations in performance,
they consistently improve GRPO, indicating that reduce influence of identified negative gradients is
beneficial.

Ablation on η. We conduct an ablation study on η using three variants: η = 1 − p, η = p, and
η = 2 · |0.5− p|. As shown in Tab. 5, while the optimal choice of η varies across different models,
the variant η = 2 · |0.5− p| consistently yields strong performance across all models. Therefore, we
adopt η = 2 · |0.5− p| in our training.

Base model + Method AIME24 AMC MATH500 Minerva Olympiad Avg.
Qwen2.5Math-1.5B

GRPO 13.3 57.5 71.8 29.0 34.1 41.14
NTHR (η = p) 13.3 55.0 72.4 29.0 33.3 40.60
NTHR (η = 1− p) 13.3 62.5 72.8 30.5 34.2 42.66
NTHR (η = 2 · |0.5− p|) 16.7 57.5 70.8 30.5 34.2 41.94

Qwen2.5-3B
GRPO 6.7 35.0 66.6 31.2 29.9 33.88
NTHR (η = p) 10.0 47.5 64.6 33.8 26.8 36.54
NTHR (η = 1− p) 6.7 42.5 63.8 32.4 28.0 34.68
NTHR (η = 2 · |0.5− p|) 10.0 47.5 65.6 31.6 26.8 36.30

Table 5: Ablation study on η.
7.7 Results on Llama

Figure 6: Response length dynamics
of Llama3.2-1B-Instruct across different
stages of GRPO training.

As shown in Fig. 6, the response length of Llama3.2-1B-
Instruct declines rapidly after a few epochs, with the av-
erage length dropping from about 1.2K tokens to roughly
500. This reduction may stem from the model’s limited
cognitive behaviors [3], but once equipped with them, they
can match Qwen’s trajectory of self-improvement [3]. De-
spite this, We still test NTHR using Llama3.2-1B-Instruct
and observed consistent improvements when applying our
NTHR method as shown in Tab. 6.

7.8 NLL Loss as a Complementary

Recently, Yue et al. [31] proposed directly applying an
NLL loss to positive samples, which aligns closely with the

17



Method math500 minerva_math olympiad aime24 amc23 avg

GRPO 37.0 7.4 9.3 3.3 20.0 15.4
+ NLL Loss 36.0 9.6 11.0 3.3 25.0 16.98
+ NTHR 37.4 8.1 11.0 3.3 20.0 15.96

Table 6: Performance comparison across math reasoning benchmarks on Llama. Bold numbers
indicate the best performance per column.

LLD issue we identify, as it increases the likelihood of correct responses. Specifically, incorporating
a supervised NLL term reinforces the model’s confidence in generating correct outputs. Motivated by
this, we augmented GRPO with an additional NLL loss and trained it using Llama-3.2-1B-Instruct.
As shown in Tab. 6, this modification leads to improved performance across multiple tasks. The NLL
objective tackles LLD from a complementary perspective—strengthening correct responses through
positive gradients—while NTHR mitigates harmful negative updates. Both methods consistently
yield performance gains.

7.9 Results on Deepseek-1.5B

We utilize four A100 GPUs with a batch size of 256 and a mini-batch size of 64, resulting in four
update iterations per training step. Each prompt generates 8 rollouts. We adopt a default sampling
temperature of 0.6, set the clipping ratio to 0.2, and use a KL loss coefficient of 1 × 10−4. The
maximum rollout length is capped at 4000 tokens. We set β = 0 and define the weighting factor as
η = 2 · |0.5− p|. We limit training to 35 steps, as we observed a consistent decline in response length
with continued training.

Since the context window length is limited, the results are very unstable, as a results, we calculate the
last two checkpoints’ average performance and report the results in the table below. Although this
setting may not be optimal or robust, we include the results and observe that our NTHR consistently
outperforms GRPO on average.

Base model + Method AIME24 AMC MATH500 Minerva Olympiad Avg.
Deepseek-1.5B

Base 20.0 50.0 68.8 20.6 29.6 37.8
GRPO 25.0 65.0 81.10 34.6 40.0 49.1
NTHR 25.0 70.0 80.60 33.7 40.7 50.0

Table 7: Results across selected math benchmarks for deepseek-1.5B.

7.10 Examples of LLD Incorrect Responses

We present the top-ranked incorrect response based on LLD for Qwen-2.5Math-1.5B in Fig. 1c. As
shown in Tab. 8, the answer is nearly correct, with the only issue occurring in the final step.

Similarly, Fig. 1b shows the top-ranked incorrect response by LLD for Deepseek-1.5B. As detailed
in Tab. 9, the response includes the correct answer multiple times; however, due to continued self-
reflection, it becomes truncated by the context window limit, resulting in a final answer that is
wrong.

7.11 Words with high NTHR

We present additional examples of words with high NTHR scores. As shown in Tab. 10, using the
same response from Tab. 8, we observe that the correct parts are associated with high NTHR values,
while the incorrect portion in step 5 receives low NTHR values (in black). We also show response
with incorrect output format in Tab. 11, using the same response from Fig. 2, we observe that core
steps and correct answer 8 are with high NTHR.
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Model & Data Problem & Answer Incorrect Response
Qwen2.5math-
1.5B
Math (order 1)

Question: A portion of the
graph of a quadratic function
f(x) is shown.

Let g(x) = −f(x), h(x) =
f(−x). If a is the number of
points where the graphs of y =
f(x) and y = g(x) intersect,
and b is the number of points
where the graphs of y = f(x)
and y = h(x) intersect, what is
10a+ b?
Answer: 21

To solve the problem, we need to analyze the given functions
f(x), g(x), and h(x) and determine the points of intersection
between the graphs of these functions.
Graph of f(x):
The graph of f(x) is a quadratic function. From the given
graph, we can observe the following:

• The roots of f(x) are at x = 1 and x = 3.
• The vertex of the parabola is at x = 2.

Graph of g(x) = −f(x):
The graph of g(x) is the reflection of the graph of f(x) across
the x-axis. Therefore:

• The roots of g(x) are also at x = 1 and x = 3.
• The vertex of the parabola for g(x) is at x = 2.

Graph of h(x) = f(−x):
The graph of h(x) is the reflection of the graph of f(x) across
the y-axis. Therefore:

• The roots of h(x) are at x = −1 and x = −3.
• The vertex of the parabola for h(x) is at x = −2.

Next, we determine the points of intersection:
Intersection of f(x) and g(x):
Since g(x) = −f(x), the graphs of f(x) and g(x) intersect
at the points where f(x) = −f(x). This simplifies to:

f(x) = 0

The roots of f(x) are at x = 1 and x = 3. Therefore, the
graphs of f(x) and g(x) intersect at two points:

a = 2

Intersection of f(x) and h(x):
Since h(x) = f(−x), the graphs of f(x) and h(x) intersect
at the points where f(x) = f(−x). This implies that f(x) is
an even function, and its graph is symmetric about the y-axis.
The roots of f(x) are at x = 1 and x = 3, but these are not
symmetric about the y-axis. Therefore, the graphs of f(x)
and h(x) do not intersect. Thus: b = 0
Finally, we calculate 10a + b: 10a + b = 10 · 2 + 0 = 20
Thus, the final answer is:

20

Table 8: Incorrect response example from qwen2.5math-1.5B. The incorrect response is almost
correct.
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Model & Data Problem & Answer Incorrect Response
Deepseek-1.5B
AIME (order 1)

Question: One commercially
available ten-button lock may be
opened by pressing – in any or-
der – the correct five buttons.
The sample shown below has
{1, 2, 3, 6, 9} as its combination.
Suppose that these locks are re-
designed so that sets of as many
as nine buttons or as few as
one button could serve as com-
binations. How many additional
combinations would this allow?
Answer: 770

To solve the problem, explain your reasoning step by step,
and put your final answer within boxed. Alright, so I have this
problem about ten-button locks and figuring out how many
additional combinations a redesign would allow. Let me try
to break it down step by step. First, the original lock. It seems
like a ten-button lock where you need to press five buttons
in any order to open it. The combination given is 1,2,3,6,9,
which is a set of five buttons. So, the question is asking about
how many additional combinations would be possible if we
redesign the locks to allow sets of as many as nine buttons
or as few as one button. I think I need to figure out the total
number of possible combinations before and after the redesign
and then find the difference. That should give me the number
of additional combinations. Starting with the original lock
...
Therefore, the number of additional combinations is 1022−
252 = 770.Wait, thatś the same answer as before. So, perhaps
770 is the correct answer. But wait, let me make sure. Is the
original number of combinations one, or 252?
...
Then, the redesigned lock allows for any number of buttons
from one to nine, so 210− 2 = 1022 possible combinations,
but the original combination was just one. So, the number
of additional combinations would be 1022− 1 = 1021. But
that seems like a lot more. Wait, which is it? Is the original
combination one specific combination, or is it 252 unique
combinations? In the problem, it says, "one commercially
available ten-button lock may be opened by pressing – in any
order – the correct five buttons."
...
After redesign, the number of possible combinations is 1022.
So, the number of additional combinations is 1022−1 = 1021.
But wait, the redesign allows for any combination from one to
nine buttons. So, the number of possible combinations is 1022,
which includes the original 252 combinations. Therefore, the
number of additional combinations is 1022− 252 = 770.
...
The redesigned allows for more combinations, but if you
consider that each combination is a set of buttons, then the
number of additional combinations is 1022−252 = 770. But
the problem says, "the sample shown below has 1,2,3,6,9 as
its combination." So, the sample is a specific combination, so
thatś one combination. So, originally, the number of possible
combinations was 252, including the correct one. So, if you
redesign it, the number of possible combinations is 1022,
which includes all the original 252 combinations plus 1022−
252 = 770 additional combinations. Therefore, the number
of additional combinations is 770. But to make sure, let me
think of another approach. If the original lock had only one
combination, the number of possible combinations is 252,
each being a unique set of five buttons. Then, if you redesign
it so that you can have any number of buttons from one to
nine, the number of possible combinations is
Stop due to limited context window length.

Table 9: Incorrect response example from deepseek-1.5B on AIME: Although the response in-
cludes the correct answers, excessive self-reflection causes the output to exceed the context window,
preventing it from being formatted correctly. Green dashes means omitted reasoning.
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Model & Data Problem & Answer Incorrect Response
Qwen2.5math-
1.5B
Math

Question: A portion of the
graph of a quadratic function
f(x) is shown.

Let g(x) = −f(x), h(x) =
f(−x). If a is the number of
points where the graphs of y =
f(x) and y = g(x) intersect,
and b is the number of points
where the graphs of y = f(x)
and y = h(x) intersect, what is
10a+ b?
Answer: 21

To solve the problem, we need to analyze the given functions
f(x), g(x), and h(x) and determine the points of intersection
between the graphs of these functions.
1. Graph of f(x): The graph of f(x) is a quadratic function.
From the given graph, we can observe the following: - The
roots of f(x) are at x = 1 and x = 3. - The vertex of the
parabola is at x = 2.
2. Graph of g(x) = −f(x):The graph of g(x) is the reflection
of the graph of f(x) across the x-axis. Therefore: - The roots
of g(x) are also at x = 1 and x = 3. - The vertex of the
parabola for g(x) is at x = 2.
3.Graph of h(x) = f(−x):** The graph of h(x) is the reflec-
tion of the graph of f(x) across the y-axis. Therefore: - The
roots of h(x) are at x = −1 and x = −3. - The vertex of the
parabola for h(x) is at x = −2.
Next, we determine the points of intersection:
4. Intersection of f(x) and g(x): Since g(x) = −f(x),
the graphs of f(x) and g(x) intersect at the points where
f(x) = −f(x). This simplifies to:

f(x) = 0

The roots of f(x) are at x = 1 and x = 3. Therefore, the
graphs of f(x) and g(x) intersect at two points:

a = 2

5. Intersection of f(x) and h(x): Since h(x) = f(−x),
the graphs of f(x) and h(x) intersect at the points where
f(x) = f(−x). This implies that f(x) is an even function,
and its graph is symmetric about the y-axis. The roots of f(x)
are at x = 1 and x = 3, but these are not symmetric about
the y-axis. Therefore, the graphs of f(x) and h(x) do not
intersect.
Thus:

b = 0

Finally, we calculate 10a+ b:

10a+ b = 10 · 2 + 0 = 20

Thus, the final answer is:

20

Table 10: High NTHR (highlight in red) example from qwen2.5math-1.5B. Core steps in correct
parts are with high NTHR. The erroneous words of step 5 are with low NTHR values.
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Model & Data Problem & Answer Incorrect Response
Qwen2.5-0.5B-
Ins
Math

Question: What is the greatest
integer n such that n2 − 11n +
24 ≤ 0?
Answer: 8

To solve the inequality n2 − 11n + 24 ≤ 0, we need to
find the values of n that satisfy the inequality. Since the
inequality is an inequality, we should first find the roots of the
corresponding equation n2 − 11n+ 24 = 0. Let ’s solve the
equation n2−11n+24 = 0: 1. Factor the quadratic equation:
n2−11n+24 = (n−3)(n−8) = 0. 2. Set each factor equal
to zero and solve for n: n − 3 = 0 or n − 8 = 0. 3. Solve
for n: n = 3 or n = 8. Therefore, the roots of the equation
n2−11n+24 = 0 are n = 3 and n = 8. Now, we need to find
the values of n that satisfy the inequality n2 − 11n+ 24 ≤ 0.
Since the inequality is an inequality, we should check the
intervals between the roots. The roots n = 3 and n = 8
divide the number line into three intervals: (−∞, 3], [3, 8],
and [8,∞). Let ’s test a point in each interval to determine
where the inequality holds true. 1. For n in (−∞, 3), let ’s test
n = 0: 02−11(0)+24 = 24 > 0. 2. For n in (3, 8), let ’s test
n = 5: 52− 11(5)+ 24 = 25− 55+ 24 = −4 < 0. 3. For n
in (8,∞), let ’s test n = 9: 92−11(9)+24 = 81−99+24 =
6 > 0. Therefore, the inequality n2 − 11n + 24 ≤ 0 holds
true for 3 ≤ n ≤ 8.Hence, the greatest integer n that satisfies
the inequality is n = 8. In boxed format, the answer is 8.

Table 11: High NTHR (highlight in red) example from qwen2.5-0.5B-Ins. This example have
correct answer but in wrong format. Core steps and correct answer 8 are with high NTHR.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: We give clear motivation and summarized the contribution of our work in
introduction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: In conclusion, we discussed the limitaions.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [Yes]
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Justification: We provide the main theory in main paper and proof and assumptions in
appendix.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We provide algorithms and details in appendix to ensure reproducibility.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: The data are all opensource data, we plan to open-source all the code after the
paper is accepted.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We report the details in appendix

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We run on different models, some model we report the average performance.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: Yes, the paper provides sufficient information on the computer resources
needed to reproduce the experiments in appendix
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Yes, the research conducted in the paper conforms, in every respect, with the
NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer:[Yes]
Justification: this can help achieve better LLM reasoning.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification:

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All foundation models and dataets used are properly cited.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not introduce any new assets such as code, data, or models.
Therefore, there is no documentation provided alongside new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA] .

Justification: The paper does not involve crowdsourcing experiments or research with human
subjects. Therefore, it does not include instructions given to participants, screenshots, or
details about compensation.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve any study participants, crowdsourcing experiments,
or research with human subjects. Therefore, it does not describe potential risks incurred
by study participants, disclose such risks to subjects, or obtain Institutional Review Board
(IRB) approvals.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: we don’t rely on LLM in developing our method.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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