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ABSTRACT

When designing AI systems for complex tasks, it is becoming increasingly com-
mon to query a model in different ways and aggregate the outputs to create a com-
pound AI system. In this work, we mathematically study the power and limita-
tions of aggregation within a stylized principal-agent framework. This framework
models how the system designer can partially steer each agent’s output through re-
ward specification, but still faces limitations due to prompt engineering ability and
model capabilities. Our analysis uncovers three natural mechanisms—feasibility
expansion, support expansion, and binding set contraction—through which ag-
gregation provides benefit to the system designer. Our analysis identifies three
mechanisms—feasibility expansion, support expansion, and binding set contrac-
tion—through which aggregation can expand the set of elicitable outputs. We
prove that any aggregation operation must implement one of these mechanisms to
provide benefit, though none are sufficient alone. To sharpen this picture, we es-
tablish necessary and sufficient conditions for when aggregation expands elicitable
outputs.Altogether, our results take a step towards characterizing when compound
AI systems can overcome limitations in model capabilities and in prompt engi-
neering.

1 INTRODUCTION

Compound AI systems—which leverage multiple AI components, rather than a single model in
isolation—present a powerful paradigm to tackle complex tasks (BAIR Research Blog, 2024). In
the context of large language models (LLMs), one common approach is to create many copies of
the same model, give these models different prompts or access to different tools, and aggregate
the outputs of these models at test-time. This approach has proven fruitful in multi-agent research
systems (Anthropic Engineering, 2024) where a lead LLM agent delegates subtasks to different
specialized agents and aggregates their outputs, in multi-agent debate protocols where different LLM
agents seek consensus (Du et al., 2024) or argue for different answers (Khan et al., 2024), and in
prompt ensembling approaches where the outputs from different prompts are combined (Arora et al.,
2023).

Given the empirical success of these compound LLM systems, this raises the question of when
aggregating across multiple copies of the same model unlocks greater performance than querying
a single model. At first glance, aggregation may seem redundant when the model copies are ho-
mogeneous. However, one source of improved performance is at the prompt level: a model with
a complex prompt engineering approach may be replaceable by a set of models with simple but
diverse prompting strategies (Arora et al., 2023), illustrating how aggregation across models can
overcome limitations in prompt engineering ability. Another source of improved performance is at
the output level: aggregating multiple LLM agents over repeated interactions can help correct errors
such as hallucinations (Du et al., 2024), illustrating how aggregation can overcome limitations in
model capabilities as well. This suggests that the extent to which aggregation overcomes these limi-
tations in prompt engineering and model capabilities fundamentally impacts the power of compound
AI systems.

In this work, we study the power and limitations of aggregation from a theoretical perspective, build-
ing on a classical principal-agent framework (Kleinberg et al., 2019). Our focus is on compound AI
systems where a system designer passes reward specifications (e.g., via prompts) to many copies of
the same model and then aggregates their outputs. In this stylized principal-agent framework (Sec-
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tion 2), the system designer (i.e., the principal) designs reward specifications to elicit N -dimensional
outputs from each agent, and aggregates these outputs to produce a synthesized output. Each agent
generates the outputs in its feasible set that maximizes the reward, and the system-designer strategi-
cally co-designs the rewards across models to try to produce a specific output. We capture prompt
engineering limitations as the rewards operating over a coarser M -dimensional feature space, and
model capability limitations as conic constraints on each agent’s feasible set of outputs.

Using this framework, we characterize when aggregating across multiple agents enables the system
designer to elicit to a greater set of outputs than relying on a single model. To build intuition, we
formalize three natural mechanisms by which aggregation can expand the set of elicitable outputs
(Section 3). The first mechanism is feasibility expansion, where aggregation produces outputs out-
side of any agent’s feasibility set. The second is support expansion, where aggregation combines
outputs with smaller supports into an output with a larger support. The third is binding set contrac-
tion, where aggregation combines outputs that are binding with respect to constraints into an output
that falls within the interior.

We formally connect these mechanisms to elicitability-expansion. Specifically, we find that the
power of aggregation fundamentally relies on at least one of these mechanisms being implemented:
if none are implemented, then aggregation does not expand elicitability on any problem instance
(Theorem 3.7). However, these mechanisms are not sufficient to expand elicitability in general,
although we show that each mechanism results in elicitability-expansion under stronger conditions.

To more completely capture the power and limitations of aggregation, we provide a more general
characterization of elicitability-expansion (Section 4). We first characterize when an aggregation op-
eration is elicitability-expanding in a given problem instance (Theorem 4.1), linking this to whether
feasible directions for agent outputs intersect with feature-improving directions. To analyze the lim-
itations of aggregation, we derive general conditions (Definition 4.2) under which an aggregation
operation never expands the set of elicitable outputs, regardless of the level of coarseness of the fea-
ture space (Theorem 4.3), and we show that these conditions are tight (Theorem 4.4). The conditions
in Definition 4.2 test whether feasible directions under which an agent can change the aggregated
output can sufficiently violate the binding constraints of individual outputs.

Altogether, our results uncover key mechanisms that underpin the power and limitations of an aggre-
gation in compound AI systems. Our results suggest conditions for aggregation to add no power to
a system, regardless of the level of prompt engineering limitations. Moreover, our results illustrate
how the power of an aggregation depends on the interplay between prompt engineering ability and
model capabilities. More broadly, our results take a step towards understanding when aggregation
of multiple copies of the same model provides benefits to system designers.

1.1 RELATED WORK

Aggregation across multiple models. Aggregating outputs from multiple LLMs is a common
strategy for complex tasks (BAIR Research Blog, 2024). Approaches include resampling the same
model or reasoning trace and selecting outputs via reward models (Christiano et al., 2017), self-
consistency (Wang et al., 2023), or synthesis (Zhang et al., 2025); routing queries across different
LLMs (Chen et al., 2024); adversarially combining models to expose safety risks (Jones et al., 2025);
and consensus games between generators and discriminators (Jacob & Andreas, 2024). Closest to
our setting are systems with multiple copies of the same model under different reward specifica-
tions, as in LLM debate (Du et al., 2024), prompt ensembling (Arora et al., 2023), and multi-agent
research frameworks (Anthropic Engineering, 2024). We provide a theoretical perspective on when
such aggregation elicits strictly more outputs than a single model. Classical work has analyzed
aggregation in settings such as ensembling (Dietterich, 2000), voting (Ladha, 1992), distributed
algorithms (Lynch, 1996), and multi-agent reinforcement learning (Tan, 1993).

Principal-Agent Models and Reward Design. Our model is inspired by the principal-agent
model by Kleinberg et al. (2019). We extend their technical result to incorporate agent limitations
in the form of conic constraints and derive new results that characterize elicitability via aggregation.
This falls under the broader principal-agent framework (Holmström, 1979; Grossman & Hart, 1983;
Laffont & Martimort, 2002; Bolton & Dewatripont, 2005), which captures the challenge of design-
ing rewards based on imperfect proxies. (Zhuang & Hadfield-Menell, 2020) use this framework to
study misalignment of AI, which is similar to our motivation. Work in this framework also incorpo-
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rates agent’s limitations in the form of costs for actions. Particularly related are multitask settings
that study the effects of costs being dependent between tasks, including cases of substitutability and
complementarity, which is similar to our conic constraints that capture dependence among multiple
output dimensions (Holmström & Milgrom, 1991; Slade, 1996; Bond & Gomes, 2009; Demougin
et al., 2022).

Principal–agent theory has also considered multiple agents (Holmström, 1982; Lazear & Rosen,
1981; Dasaratha et al., 2024), focusing mainly on the joint design of rewards. Our work differs
in allowing aggregation to synthesize new outputs. Our focus also differs and is on characteriz-
ing the powers and limitations of aggregation. when aggregation provides provable benefits rather
than addressing algorithmic design. Complementary work studies benefits of heterogeneity across
agents (Gentzkow & Kamenica, 2017; Collina et al., 2025), though they don’t study heterogeneity
through differently designed rewards.

2 MODEL

We extend the principal-agent framework in Kleinberg et al. (2019) to model a compound AI system
with K agents (who represent LLMs) and a single principal (the system designer). The system
designer designs reward specifications to elicit outputs from the agents, and aggregates the outputs
to synthesize a new output. The system designer faces limitations on the complexity of rewards they
can design, and the agents face limitations in terms of the space of outputs that they can generate.
We defer a discussion of model limitations to section 5.

2.1 OUTPUT SPACE

We embed outputs of agents into M -dimensional vectors with non-negative coordinates. We view
each output dimension as capturing a different characteristic of the output. The vector representation
x quantifies the degree to which the output captures each characteristic. We note that some dimen-
sions may capture undesirable characteristics (e.g., hallunications). The system designer seeks a
specific output x(A) ∈ RM

≥0, which we assume to be unit ℓ1-norm ∥x(A)∥1 = 1.

Our model captures how the agents have restrictions on the set of output vectors that it can produce,
for example due to capability limitations. The first restriction is that the ℓ1 norm of the output
vectors is bounded, which captures budget limitations. The second restriction is conic constraints
on the output, which each take the form cTx ≤ 0 where c ∈ RM contains at least strictly positive
entry and at least strictly negative entry. These conic constraints capture restrictions on the types of
outputs that the agent can produce: for example, some agents may not be able to avoid producing
hallucinations without facing capability degradation along other characteristics.

We let L denote the number of conic constraints, and we let C ∈ RL×M denote the conic constraints
themselves. Let Ci ∈ RM denote the ith row of C for i ∈ [L], and let CV ∈ R∣V ∣×M denote the set
of rows corresponding to indices V ⊆ [M]. Given a budget level E > 0, we let B(E) denote the
feasible set at budget level E, defined to be:

B(E) ∶= {x ∈ R≥0 ∣ Cx ≥ 0, ∥x∥1 ≤ E} .

We denote by C∅ the zero-vector, to capture how {d ∶ C∅ ≤ 0} = RM
≥0.

2.2 REWARD SPECIFICATION

The system designer designs a reward specification R(k) and a budget level E(k) for each agent
k ∈ [K]. The reward specification represents the reward implicit in the prompt that they give to the
agent, and the budget level represents the level of test-time compute that the agent is allowed to use.

To capture prompt engineering limitations, we model the reward specification as operating
over a coarser N -dimensional feature space than the outputs. Here, the features F (x) =
[F1(x), . . . , FN(x)] take the form

Fj(x) = fj (
M

∑
i=1

αijxi) ,

where fi(⋅) is nonnegative, smooth, weakly concave (i.e., diminishing returns from increasing qual-
ity on this dimension), and strictly increasing, and where the values αij ≥ 0 are nonnegative feature
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weights. We will denote by α ∈ RM×N
>0 the matrix with entries αij and call this the feature weights

matrix.

We consider reward specifications R(1), . . . ,R(K) ∶ RN → R which operate on these features.
Following prior work (Kleinberg et al., 2019), we restrict to monotone reward functions R which do
not decrease if all features are weakly increased, and where there exists j ∈ [N] such that R strictly
increases whenever the feature Fj strictly increases.

Given a monotone reward specification R(k) and a positive budget level E(k) > 0, each agent k
produces an output that maximizes its reward over the feasible set B(E(k)): that is,

x ∈X∗(R(k),E(k)) ∶= argmaxx∈B(E(k))R
(k)
(F (x)).

This captures how even though agents are homogeneous and solve the same optimization program,
they can be given different reward specifications and thus produce different outputs.

2.3 ELICITABILITY

We say that a reward specification R and budget level E elicits an output x if x ∈ X∗(R,E). This
captures whether an agent can produce the output x: that is, if x ∈ argmaxx∈B(E)R(F (x)). As
shown in prior work (Kleinberg et al., 2019) and illustrated in Section 3.1, some output vectors
x ∈ B where x are not elicitable by any reward specification R and budget level E.

We say that an output x is elicitable if there exists a monotone reward specification R and a positive
budget level E that elicits x. The condition for whether x is elicitable only depends on x through
the following sufficient statistic (S(x),V(x)). The first component S(x) = {j ∶ xj > 0} denotes
the support of x. The second component V(x) = {l ∈ [L] ∶ Clx = 0} denotes the set of indices of
conic constraints that are binding at x.

Aggregation. When the system designer can aggregate the outputs of different agents, this may
expand the set of elicitable outputs. The following definition captures when this occurs.

Definition 2.1. We call x(1) . . . ,x(K) → x(A) is an elicitability-expanding operation if

• There exist monotone reward specifications R(1), . . . ,R(K) and positive budget levels
E(1), . . . ,E(K) such that x(k) ∈X∗(R(K),E(K)) for all k ∈ [K].

• There does not exist a monotone reward specification R and budget level E > 0 such that x(A) ∈
X∗(R,E).

Intuitively, if an aggregation operation is elicitability-expanding, then allowing the system-designer
to aggregate outputs according to this operation produces an output that is not elicitable with a single
reward, but can be obtained by combining outputs elicited from multiple reward specifications.

3 NATURAL MECHANISMS FOR ELICITABILITY-EXPANSION

In this section, we formalize natural mechanisms by which aggregation expands elicitability. First,
we show how mechanisms expand elicitability via examples (Section 3.1). Then, we show that
these mechanisms are necessary for elicitability-expansion (Section 3.2). The results in this section
leverage the technical tools that we develop in Section 4. Note that our goal in this section is to link
the mechanisms to elicitability expansion, rather than characterize it; we defer a full characterization
to Section 4.

3.1 FORMALIZING THE MECHANISMS AND MOTIVATING EXAMPLES

We formalize three natural mechanisms through which aggregation can provide benefits in our
framework. For each mechanism, we illustrate through an example how the mechanism can en-
able an aggregation operations to expand the set of elicitable outputs.

In our examples, the aggregation operations in this section will be based on the following two ag-
gregation rules. The first is intersection aggregation, which is defined to be the coordinate-wise
minimum of the vectors:

Aintersect(x
(1), . . . ,x(K)) = x(1) ∧ . . . ∧x(K). (1)
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This aggregation rule combines outputs based on commonality among different output vectors,
which is conceptually similar to debate protocols (Du et al., 2024) that aim to create agreement
or inference scaling methods that aim to filter out incorrect information (Zhang et al., 2025). The
second is addition aggregation, which takes a weighted sum of the vectors. For a weight vector
w ∈ RK

≥0, the rule is given by

Aadd(x
(1), . . . ,x(K);w) =

K

∑
i=1

wix
(i). (2)

Addition aggregation interpolates among different output directions. This rule conceptually captures
system designers synthesize multiple outputs to delegate specialized subtasks to each agent and
synthesize the outputs of these subtasks (BAIR Research Blog, 2024; Anthropic Engineering, 2024).
At the end of this subsection, we consider investigate the extent to which they can implement the
mechanisms that we formalize below.

Our examples also focus on a 3-dimensional output space (M = 3) with 2-dimensional features

(N = 2). We focus on feature weights matrices α of the form αq ∶= [
1 0 q
0 1 q

]. Each of the

output dimensions x1, x2 specialize to features F1, F2, respectively. That is, increasing the first
output dimension x1 only increases the first feature F1, and increasing the second output dimension
x2 only increases the second feature F2. Increasing the third output dimension x3 increases both
features, though the contribution is weighted by a factor of q. The parameter q captures the extent
to which it is possible to simultaneously maximize both features.

Mechanism 1: Feasibility Expansion. Aggregation can help overcome the output limitations
(i.e., the feasibility constraints faced by each agent), producing outputs that are outside of the feasible
set. We formalize this through the following mechanism.
Definition 3.1 (Feasibility Expansion). Given a constraint matrix C, an aggregation operation
x(1), . . . ,x(K) → x(A) implements feasibility expansion relative to C if x(A) is infeasible i.e.,
Cx(A) /≤ 0 but all x(i) for i ∈ [K] are feasible i.e., Cx(i) ≤ 0.

The following example illustrates how aggregation operations which implement feasibility expan-
sion can in turn expand elicitability.
Example 3.2. Let the feature map be α = α2, so that increasing the third output dimension con-
tributes significantly to both features. We view the first two output dimensions as corresponding to
two types of “bad” behavior, while dimension 3 corresponds to “good” behavior. Let C be a single
constraint of the form x3 ≤ x1 + x2. The constraint captures how the model cannot produce the
desirable dimension without also producing some of the undesirable dimension(s).

The output [0,0,1] is outside the feasibility set since it has only desirable dimensions and
hence is not elicitable with any reward specification β. The system designer can still
produce this output through intersection aggregation x(1) = [1,0,1],x(2) = [0,1,1] →

Aintersect(x
(1), . . . ,x(K))(x(1),x(2)) = [0,0,1] (Proposition C.1 in Appendix C.1).

Mechanism 2: Overcoming Reward Specification Limitations. Even when an output is in the
feasible set, the limitations of reward specification still restrict which outputs are elicitable. Aggre-
gation can overcome the reward specification limitations faced by the system designer, as the next
two mechanisms formalize.

Mechanism 2a: Support Expansion. One challenge due to reward specification limitations is the
impossibility of eliciting outputs with a large support.1 Aggregation can produce combine outputs
with smaller supports into an output with a larger support, as the following mechanism formalizes.

Definition 3.3 (Support expansion). An aggregation operation x(1), . . . ,x(K) → x(A) implements
support-expansion relative to i if S(x(A)) /⊆ S(x(i)).

Aggregation operations which implement support-expansion can in turn expand elicitability, by pro-
ducing outputs with larger supports than that are elicitable by a single agent, as the following exam-
ple illustrates.

1Kleinberg et al. (2019) studied this in single-agent environments without constraints.
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Example 3.4. Let the feature map be α = α0.6. Suppose that there are no constraints C = ∅, so
elicitability challenges entirely stem from reward specification limitations. We will think of the first
two dimensions as two aspects we would like our output to simultaneously capture.

An output vector supported on both dimensions 1 and 2 cannot be elicited directly through reward
design based on F1 and F2 (Prop C.2 in Appendix C.2). An output supported on just one of these
two dimensions can be elicited through the reward function this dimension specializes in. However,
any reward focusing on both features makes dimension 3 strictly preferred over the combination of
dimensions 1 and 2.

The system designer can still produce vector [1/2,1/2,0] supported on both dimen-
sions 1 and 2 through addition aggregation x(1) = [1,0,0],x(2) = [0,1,0] →

Aadd(x
(1), . . . ,x(K);w)(x(1),x(2); [1/2,1/2]) = [1/2,1/2,0] (Prop C.2 in Appendix C.2).

Mechanism 2b: Binding Set Contraction. The next mechanism overcomes reward specification
limitations by taking advantage of the output limitations of the agent. Perhaps counterintuitively, the
constraints on the output space can make it easier to elicit an output through a single reward. When
a constraint is binding for an output vector, some reward-increasing directions become inaccessible
to the agent, as these directions will lead to violation of the binding constraint. Aggregation can
combine outputs with binding constraints into an output with fewer binding constraints.

Definition 3.5 (Binding set contraction). An aggregation operation x(1), . . . ,x(K) → x(A) imple-
ments binding set contraction relative to i if V(x(A)) /⊇ V(x(i)) or V(x(A)) = V(x(i)).

Aggregation operations which implement binding set contraction can expand elicitability, as follow-
ing example illustrates.
Example 3.6. Let the feature map be α = α0.2. As in the first example, we will think of x3 to be
a “good” dimension and x1, x2 to be “bad” dimensions. Let C be a single constraint of the form
x1 + x2 ≤ x3. This constraint captures how the model cannot produce the bad dimension(s) without
also producing some of the good dimension.

The value of q = 0.2 is small leading to dimension 3 being inelicitable without the constraint (Propo-
sition C.3 in Appendix C.3). The constraint allows us to elicit a vector with some amount of x3, but
not a vector that has only x3. The intersection aggregation operation x(1) = [1/2,0,1/2],x(1) =

[0,1/2,1/2] → Aintersect(x
(1), . . . ,x(K))(x(1),x(2)) = [0,0,1/2].

Implementable Mechanisms by Intersection and Addition Aggregation. Our examples con-
structed problem instances that intersection aggregation can implement feasibility-expansion and
binding-set contraction, while addition aggregation can implement support expansion. We turn to
more general problem instances, and investigate whether each aggregation rule can implement these
mechanism on any problem instance. We summarize our findings in Table 1, which shows funda-
mental limitations of each aggregation rule.

3.2 CONNECTIONS BETWEEN ELICITABILITY-EXPANSION AND MECHANISMS

Moving beyond the examples in Section 3.1, we more generally study the powers and limitations
that these mechanisms provide for elicitability-expansion.

Necessity of these mechanisms. First, we show that if an aggregation operation expands elic-
itability for some feature weights matrix, it must implement at least one of the three mechanisms.
Specifically, Theorem 3.7 shows that either the operation must implement feasibility-expansion or it
must implement at least one of support-expansion or binding-set contraction for every output x(i).

Theorem 3.7. Fix conic constraints C, and any aggregration operation x(1), . . . ,x(K) → x(A). If
x(1), . . . ,x(K) → x(A) is elicitability-expanding for some feature weights matrix α, then at least
one of the following conditions holds:

• x(1), . . . ,x(K) → x(A) is feasibility-expanding relative to C (Definition 3.1).

• For each i ∈ [K], x(1), . . . ,x(K) → x(A) is either support-expanding relative to i (Definition 3.3)
or binding set-contracting relative to i (Definition 3.5).
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The proof of Theorem 3.7 builds on the technical tools we develop in Section 4 (i.e., Theorem 4.3).

Theorem 3.7 reveals a strong form of limitation for aggregation operations who do not implement
at least one of the mechanisms (Definition 3.1, 3.5, and 3.3). Specifically, the result illustrates that
if an operation does not implement the mechanisms according to the conditions in Theorem 3.7,
then aggregation is not elicitability-expanding, regardless of the feature weights matrix. This result
illustrates conditions under which aggregation adds no power to compound AI systems regardless
of the level of prompt engineering limitations.

Partial sufficiency of these mechanisms in concrete instances. We now turn to analyzing when
mechanisms are sufficient for guaranteeing the power of aggregation. We focus on a weak form
of power that only requires that aggregation expands elicitability for some feature weights matrix,
taking a negation of of the limitation show in Theorem 4.3. (We defer an analysis of the role of the
feature weights matrix to Section 4.1.)

We first show that feasibility expansion guarantees this form of power, providing a partial converse
of Theorem 3.7.

Proposition 3.8. Fix conic constraints C. If an aggregation operation x(1), . . . ,x(K) → x(A)

implements feasibility-expansion, then there exists a feature map α such that x(1), . . . ,x(K) → x(A)

is elicitability-expanding.

We now turn to support expansion and binding-set contraction. Interestingly, even if an aggre-
gation operation implements support-expansion for every i ∈ [K], the aggregation still may not
elicitability-expanding for any feature weights matrix (Proposition B.6). Similarly, binding-set con-
traction also does not guarantee that aggregation has power (Proposition B.5).

Nonetheless, we show stronger conditions under which support expansion and binding-set contrac-
tion do guarantee that aggregation expands elicitability for some feature map. For support expan-
sion, the main requirement is a global form of support expansion across outputs i, requiring that the
“witnesses” don’t span all of the output dimensions.2

Proposition 3.9. Fix conic constraints C, and any x(1), . . . ,x(K) → x(A). Suppose that there exist
witnesses j(i) ∈ S(x(A)) ∖ S(x(i)) for each i ∈ [K] such that {j(i) ∣ i ∈ [K]} ≠ [M]. Suppose
that V(x(A)) = ∅. Then, x(1), . . . ,x(K) → x(A) is elicitability-expanding for some α.

Turning to binding-set contraction, the main requirement is again a global form of binding-set con-
traction across outputs i which links witnesses (i.e., a constraint in V(x(i)) ∖ V(x(A)) for each
i ∈ [K]) together (Proposition B.7). A global variant of support expansion and binding-set contrac-
tion also emerges in our characterizations in Section 4.

Summary. While these three natural mechanisms are necessary for aggregation to have power,
these mechanisms do not fully characterize it. In Section 4, we provide a general, necessary-and-
sufficient condition that more precisely captures the power and limitations of aggregation.

4 CHARACTERIZING ELICITABILITY-EXPANSION IN GENERAL

In this section, we provide general characterizations of when an aggregation operation
x(1), . . . ,x(K) → x(A) is elicitability-expanding. We begin by analyzing, for a fixed feature weights
matrix and feasibility constraints, whether a given aggregation operation expands elicitability (Sec-
tion 4.1). We then turn to a more structural question: given only the feasibility constraints, what
necessary and sufficient conditions ensure that aggregation operation is not elicitability-expanding
for any feature weights matrix (Section 4.2)? These characterizations provide the technical founda-
tion for our earlier results in Sections 3.1 and 3.2 which connected the mechanisms implemented by
aggregation with elicitability-expansion.

2The fact the witnesses cannot span all of the output dimensions condition also turns to be a necessary
condition for aggregation to not be powerless (Proposition B.4).
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4.1 CHARACTERIZING WHEN ELICITABILITY-EXPANSION SUCCEEDS

To analyze the power of aggregation, we characterize whether an aggregation operation is
elicitability-expanding in a given problem-instance (i.e., given a feasibility set and feature weights).
Our analysis generalizes the single-agent characterization from prior work (Kleinberg et al., 2019)
to allow for output limitations (i.e., nontrivial constraints C). We then leverage this characterization
to analyze aggregation operations.

Given a statistic (S,V ) = (S(x),V(x)), elicitability is determined by the structure of the set

BS,V = {d ∈ RM
∶ CV d ≤ 0}

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
(1)

∩{d ∈ RM
∶ dj ≥ 0∀j ∈ S

c
}

´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶
(2)

∩{1td < 0}
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

(3)

.

The set BS,V captures the set of directions along which the agent can move x while maintaining the
constraints C (term (1)), maintaining nonnegativity constraints (term (2)), reducing ℓ1 norm (term
(3)). Specifically, elicitability expansion can be characterized by whether the sets BS,V intersect
with the set of feature-improving directions {d ∈ RM

≥0 ∣ αd ≥ 0}.
Theorem 4.1. Fix conic constraints C, feature weights matrix α, and aggregation operation
x(1), . . . ,x(K) → x(A). The aggregation operation x(1), . . . ,x(K) → x(A) is elicitability-
expanding if and only if both of the following conditions hold:

• BS(x(i)),V(x(i)) ∩ {d ∈ RM ∣ αd ≥ 0} = ∅ for i ∈ [K]

• BS(x(A)),V(x(A)) ∩ {d ∈ RM ∣ αd ≥ 0} ≠ ∅.

This characterizing condition depends on both the reward specification limitation (which reflect
prompt engineering limitations) via α and the output limitation (which reflect model capability lim-
itations) via the conic constraints C. This dependence highlights the role of both forms of limitations
and their interplay in determining the power of aggregation.

Proof ideas. The main idea is that elicitability of a vector x is determined by whether the set
of feasible perturbation directions BS(x),V(x) intersects the set of feature-improving directions
d ∈ RM ∶ αd ≥ 0 (Lemmas E.3 and E.4). This lemma allows us to characterize when each out-
put x(i) (for i ∈ [K]) is elicitable, while the aggregate x(A) is not —precisely the condition for
elicitability expansion.

To prove the lemma, one direction is straightforward: if the intersection is nonempty, then there
exists a feasible direction d that weakly improves every monotone reward over the features, having
lower ℓ1 norm. Scaling the vector obtained by moving in this direction to have ℓ1 norm equal to one
strictly improves any monotone reward function, providing a certificate that x cannot be elicitable.

The other direction of the characterization is more involved and shows that whenever the intersection
is empty, there is a reward function that elicits x. Similar to ?, we show any such elicitable x can be
elicited by a reward function that is linear in the features.

4.2 CHARACTERIZING WHEN ELICITABILITY-EXPANSION FAILS

To analyze the limitations of aggregation, we characterize conditions under which aggregation oper-
ations are not elicitablity-expanding for any feature map. This represents a particularly strong form
of limitation, as it rules out elicitability-expansion for all forms of reward specification limitations.
The characterizing condition is stated below.
Definition 4.2. [Limitation-characterizing condition] Fix constraints C and aggregation opera-
tion x(1), . . . ,x(K) → x(A). We say that the limitation-characterizing condition is satisfied for
x(1), . . . ,x(K) → x(A) if and only if (1) x(1), . . . ,x(K) → x(A) does not implement feasibility-
expansion for C and (2) there does not exist d ∈ RM satisfying both conditions:

• d ∈ BS(x(A)),V(x(A))

• For every i ∈ [K], there exists γ(i) ∈ R∣V(x
(i))∣

≥0 such that

(γ(i))TCV(x(i)d − ∣1
td∣ ⋅ ∣min

j∈[M]
(min(0, ((γ(i))TCV(x(i)))j))∣ > 0,
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or there exists j ∈ S(x(i))c such that −dj − ∣1td∣ > 0.

The condition is a combination of two sub-conditions. The first requires that the aggregation opera-
tion does not implement feasibility-expansion. The second sub-condition further requires one of two
things to fail. The first is related to binding set contraction. In particular contraction via violation
of a weighted sum of binding constraints and by a minimum margin that depends on the magnitude
of the most negative coordinate in the weighted constraint. The second is related to failure of sup-
port expansion occuring by expanding in a dimension outside of the support again by a minumum
amount.

The following theorem shows that the limitation-characterizing condition is necessary for an aggre-
gation operation to not expand elicitability under any feature map.

Theorem 4.3 (Necessary). Fix constraints C. If the limitation-characterizing condition is satis-
fied, then there does not exist a feature weights matrix α under which x(1), . . . ,x(K) → x(A) is
elicitability-expanding.

The main idea of this theorem is showing that without a strengthened version of support-expansion or
binding-set contraction, an aggregation operation is bound to have no power under all feature maps.
Turning to the other direction, the next theorem shows that whenever the limitation-characterizing
condition is violated, the aggregation operation is not limited in the strong sense. That is, the opera-
tion expands elicitablity under some feature weights matrix.

Theorem 4.4 (Sufficient). Fix constraints C, and aggregation operation x(1), . . . ,x(K) → x(A). If
the limitation-characterizing condition is not satisfied for x(1), . . . ,x(K) → x(A), then there exist
feature weights α such that x(1), . . . ,x(K) → x(A) is elicitability-expanding.

Proof idea. We prove this constructively by designing a feature weights vector that makes aggre-
gation elicitability-expanding. The idea is to find a direction d(A) feasible for x(A) but violating
constraints for every x(i). We then define a feature map where improvement is possible only along
d(A), which is infeasible for any x(i). The existence of such a direction relates to a versions support-
expansion and binding-set contraction. An additional condition allows such a feature map to be
constructed.

5 DISCUSSION

In this work, we study how aggregating multiple copies of the same model gives access to a greater
set of outputs than using only a single model. Building on a principal-agent framework, our results
show how aggregation must implement one of three natural mechanisms—feasibility-expansion,
support expansion, and binding-set contraction—in order to expand the set of elicitable outputs.
Since these mechanisms are not sufficient to ensure that aggregation adds power, we also precisely
characterize when aggregation expands the set of elicitable outputs in general problem instances.

Our results offer a theoretical insights into the power and limitations of aggregation in compound AI
systems. First, our results illustrate how aggregation not only overcomes model capability limita-
tions (feasibility expansion), but also overcomes prompt engineering limitations through combining
multiple output characteristics (support expansion) and through taking advantage of output-level
limitations (binding set-contraction). These latter two mechanisms enable aggregation to add power
even as model capabilities continue to improve. On the flip side, our results illustrate how aggrega-
tion operations that do not take advantage of these mechanisms offer no power, regardless of whether
the system designer employs sophisticated or unsophisticated prompt engineering practices.

Limitations and Future Work. Our stylized model, which builds on a classical principal-agent
framework (Kleinberg et al., 2019), makes simplifying assumptions for tractability. While rewards
R can be nonlinear, we restrict output and reward-specification limitations to linear forms, leaving
nonlinear extensions,requiring more complex optimization, open for future work. We also assume
each agent’s reward depends only on its own outputs, though richer interdependencies may arise in
repeated, multi-turn interactions (Du et al., 2024). Finally, future work could extend beyond reward
design to other system-level choices, such as tool use and fine-tuning, that shape specialized models
in compound AI systems (BAIR Research Blog, 2024).
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6 REPRODUCIBILITY STATEMENT

We provide full proofs of all of the results in the Appendix.
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B ADDITIONAL DETAILS FOR SECTION 3

B.1 ADDITIONAL DETAILS OF SECTION 3.1

Intersection aggregation does not implement support expansion for any problem instance, as the
following result formalizes.
Proposition B.1 (Intersection does not expand support). Consider any aggregation operation of the
form x(1), . . . ,x(K) → x(A) = Aintersect(x

(1), . . . ,x(K))(x(1), . . . ,x(K)). For any i ∈ [K], this
aggregation operation does not implement support-expansion relative to i.

Proposition B.1 follows from the fact that the support ofAintersect(x
(1), . . . ,x(K)) is always a subset

of the support of each x(i).

Intersection aggregation can implement feasibility-expansion as shown in Example 3.2 and binding
set-contraction as shown in Example 3.6. In fact, these examples go one step further and demonstrate
that elicitability expansion is achievable via these mechanisms.

Addition aggregation does not implement feasibility expansion for any problem instance, as the
following result formalizes.
Proposition B.2 (Addition cannot expand feasibility). Consider constraints C. Any aggregation
operation of the form x(1), . . . ,x(K) → x(A) = Aadd(x

(1), . . . ,x(K);w)(x(1), . . . ,x(K)) does not
implement feasibility expansion relative to C.

Proposition B.2 directly follows from the fact that the constraint set C is conic.

On the other hand, addition aggregation operations can implement the other two mechanisms. Ex-
ample 3.4 already constructed a problem instance where addition aggregation implements support
expansion. The next example constructs a problem instance where addition aggregation can imple-
ment binding set contraction (Definition 3.5) and achieve elicitability-expansion for some feature
mapping.
Example B.3 (Addition can result in binding set contraction). Consider the constraint matrix

C = (
1 −1 0
1 − 1

4
−1
) ,

and consider vectors x(1) = (1,1,2) and x(2) = (2,4,1). Note that they are both fea-
sible and x(1) is binding in the first constraint and x(2) in the second. Their sum is
Aadd(x

(1), . . . ,x(K);w)(x(1),x(2); [1,1]) → x(A) = (3,5,3), which is also feasible but does
not have any binding constraints.

B.2 ADDITIONAL DETAILS OF SECTION 3.2

Feasibility
Expansion

Support
Expansion

Binding Set
Contraction

Intersection aggregation ✓

(Example 3.2)
×

(Proposition B.1)
✓

(Example 3.6)

Addition aggregation ×

(Proposition B.2)
✓

(Example 3.4)
✓

(Example B.3)

Table 1: Implementability of mechanisms in Section 3.1 for the intersection aggregation rule equa-
tion 1 and additional aggregation rule equation 2. The symbol✓ denotes that there exists a problem
instance where the aggregation rule implements that mechanism. The symbol × denotes that the
aggregation rule does not implement the mechanism for any problem instance.

Proposition B.4. Fix conic constraints C, and any x(1), . . . ,x(K) → x(A). Suppose that
V(x(A)) = V(x(1)) = . . . = V(x(K)) = ∅, and suppose that x(1), . . . , x(K) → x(A) is not feasibility-
expanding. Suppose also that there do not exist witnesses j(i) ∈ S(x(A))∖S(x(i)) for each i ∈ [K]

such that {j(i) ∣ i ∈ [K]} ≠ [M]. Then, x(1), . . . ,x(K) → x(A) is not elicitability-expanding for
any α.
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Proposition B.5. There exists an aggregation operation x(1),x(2) → x(A) and a set of conic con-
straints C such that x(1), . . . ,x(K) → x(A) implements binding-set contraction relative to i for
every i ∈ [K]. However, x(1),x(2) → x(A) is not elicitability-expanding for any feature map α.

Proposition B.6. Fix C = ∅. There exists an aggregation operation x(1),x(2) → x(A) such
that x(1),x(2) → x(A) implements support-expansion relative to i for every i ∈ [K]. However,
x(1),x(2) → x(A) is not elicitability-expanding for any feature map α.

Proposition B.7. Fix conic constraints C and x(1), . . . ,x(K) → x(A). Suppose that M ≥ 2, and
S(x(A)) = [M]. Suppose that there exist witnesses ℓ(i) ∈ V(xi) ∖ V(x(A)) such that there exists d
such that Cℓ(i)d + (∣minj∈[M]Cℓ(i),j ∣) ⋅ 1

td > 0 for all i ∈ [K], 1td < 0, and CV(x(A))d ≤ 0. Then,
x(1), . . . ,x(K) → x(A) is elicitability-expanding for some feature weights matrix α.

C PROOFS FOR SECTION 3

Recall that the examples in this section use the feature weights matrix αq ∶= [
1 0 q
0 1 q

].

C.1 ANALYSIS OF EXAMPLE 3.2

Proposition C.1. For the feature weights matrix α2 and constraint matrix with the row x3 ≤ x1+x2

in Example 3.2, x(1) = [1,0,1],x(2) = [0,1,1] → x(A) = [0,0,1] is elicitability-expanding.

Proof. From the construction, it is easy to see that x(1) can be elicited with a linear reward function
[1,0,0] equal to the F1 and budget level E = 2 and x(1) can be elicited with a linear reward function
[0,1,0] equal to the F1 and budget level E = 2.

Let us use our characterization Theorem 4.1 to formally elicitability-expansion.

For x(i), the support set S(x(i)) is {i}. The constraint is binding on both x(i). The set
BS(x(1)),V(x(1)) is {d ∶ d3 ≤ d1 + d2,d2 ≥ 0,d1 + d2 + d3 < 0}. For any d in this set, d3 < 0

and d1 +d2 < −d3. The set BS(x(2)),V(x(2)) is {d ∶ d3 ≤ d1 +d2,d1 ≥ 0,d1 +d2 +d3 < 0}. For any
d in this set, d3 < 0 and d1 + d2 < −d3.

Now consider the set of feature-improving direction {d ∶ d1 + 2d3 ≥ 0,d2 + 2d3 ≥ 0}. For any d in
this set, d1 + d2 ≥ −4d3.

All three conditions d3 < 0, d1 +d2 < −d3, and d1 +d2 ≥ −4d3 cannot be satisfied since for d3 < 0,
−d3 > −4d3. Hence there is no intersection between feasibility improving directions and features
improving directions and x(1) is elicitable. Similarly, x(2) is also elicitable.

x(3) is not feasible and hence not elicitable. This shows that x(1),x(2) → x(3) is elicitability-
expanding by implementing feasibility-expansion.

C.2 ANALYSIS OF EXAMPLE 3.4

Proposition C.2. For the feature weights matrix α0.6 and null constraint matrix Example 3.4,
x(1) = [1,0,0],x(2) = [0,1,0] → x(A) = [1/2,1/2,0] is elicitability-expanding.

Proof. The set of directions BS(x(1)),V(x(1) = {d ∶ d2 ≥ 0,d3 ≥ 0,d1 + d2 + d3 < 0}. And the set of
feature-improving directions is A = {d ∶ d1 + 0.6d3 ≥ 0,d2 + 0.6d3 ≥ 0}.

d ∈ BS(x(1)),V(x(1)) means that d1 < −(d2 + d3) < −d3 and d3 ≥ 0. d ∈ A1 means that d1 ≥

−0.6d3. These three conditions cannot be simultaneously showing that x(1) is elicitable due to
empty intersection of A and B1. Symmetrically, we can also show that x(2) is also elicitable.

Now let us argue that x(A) = [1/2,1/2,0] is not elicitable. The feasibility improving directions set
is BS(x(A)),V(x(A)) = {d ∶ d3 ≥ 0,d1 + d2 + d3 < 0}. Consider d = [−0.6,0.6,1]. d ∈ A ∩ BA. This
shows that x(A) is not elicitable.
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C.3 ANALYSIS OF EXAMPLE 3.6

Proposition C.3. For the feature weights matrix α0.2 and conic constraint matrix with one con-
straint x1 + x2 ≤ x3 from Example 3.6, x(1) = [1,0,1],x(2) = [0,1,1] → x(A) = [0,0,1] is
elicitability-expanding.

Proof of Proposition C.3. The feature-improving directions are the setA = {d ∶ d1+0.2d3 ≥ 0,d2+

0.2d3 ≥ 0}.

The constraint is binding at both x(1) and x(2). The feasibility improving directions are
B(S(x(1)),V(x(1)) = {d ∶ d1 + d2 ≤ d3,d2 ≥ 0,d1 + d2 + d3 < 0}.

If d ∈ B(S(x(1)),V(x(1)), then d1 + d2 + d3 < 0 and d1 + d2 + d3 ≤ 2d3. This implies that d3 < 0. If
d ∈ A, then d1 ≥ −0.2d3 and d2 ≥ −0.2d3. If all the conditions are satisfied simultaneously, then
d1 > 0 and d2 > 0. This contradicts d1 + d2 ≤ d3 < 0.

The conic constraint is not binding at x(A). Now consider the feasibility improving directions of
d(A): B(S(x(A)),V(x(A)) = {d ∶ d1 ≥ 0,d2 ≥ 0,d1 + d2 + d3 < 0}. The vector d = (0.2,0.2,−1) ∈
A ∩ BA demonstrating that x(A) is not elicitable.

D PROOFS IN SECTION 3.2

D.1 PROOF OF THEOREM 3.7

Proof of Theorem 3.7. We show this as a corollary of Theorem 4.3. We will prove this by showing
that when both of the conditions in the theorem are violated, the limitation-characterizing condition
is satisfied and hence x(1), . . . ,x(K) → x(A) cannot be elicitability-expanding.

One of the condition of the limitation-characterizing condition is the lack of feasibility-expansion
which is implied by the violation of the theorem’s condition. We will show that the other condition
of the limitation-characterizing condition also holds.

When the second condition of the theorem is violated, there exists i ∈ [K] with respect to which
x(1), . . . ,x(K) → x(A) is neither support-expandin nor binding-set contracting. That is, there is an
i such that V(x(i)) ⊆ V(x(A)) and S(x(i)) ⊇ S(x(A)).

For every d ∈ {CV(x(A))d ≤ 0,dS(x(A))c ≥ 0,1
⊺d = −1}, CV(x(i))(d) ≤ 0 and dS(x(i))c ≥ 0 , since

the rows of CV(x(i)) are a subset of the rows in CV(x(A)) and similarly, the rows in dS(x(i))c ≥ 0 are

a subset of the rows in dS(x(A))c . Hence for any γ(i) ∈ R∣Vi∣
≥0 , (γi)⊺CVid − ∥(γ

⊺
i CVi)−∥∞ ≤ 0.

D.2 PROOF OF PROPOSITION 3.8

Proof of Proposition 3.8. This follows from Theorem 4.4.

D.3 PROOF OF PROPOSITION B.6

Proof of Proposition B.6. This follows from Proposition B.4.

D.4 PROOF OF PROPOSITION B.5

Proof of Proposition B.5. Consider a problem with two output dimensions having the following two
constraints: 1) c1 ∶ x1 − x2 ≤ 0, 2) c2 ∶ −2x1 + x2 ≤ 0. Consider an aggregation operation x(1) =
(1/2,1/2),x(2) = (1/2,2/3) → x(A) = (5/12,7/12), where the binding constraints sets are Vx(i) =
{ci} for i ∈ {1,2} and Vx(A) = ∅.

In this example, we will show how the limitations-characterization condition holds, meaning that
the operation cannot be elicitability-expanding for any feature map α.
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For any γi ≥ 0 and d, γicid − γi∥(ci)−∥∞ > 0 if and only if cid − ∥(ci)∞∥ > 0. In this example,
the existence of γi for this inequality to be satisfied for each i corresponds to the conditions that 1)
d1 − d2 > 1 and −2d1 + d2 > 2. Since there are no elements outside the support of the vectors, there
are no additional conditions to check for the limitations-characterization condition.

These two conditions imply that 1+d2 < d1 < (d2−2)/2. Hence the conditions can only be satisfied
when 1 + d2 < (d2 − 2)/2. This is only satisfied when d2 < −4 and this implies d1 < −3. Hence
the two conditions being satisfied means 1d<−7. So the set of d such that 1⊺d = −1 cannot intersect
with the set of d satisfying the two conditions.

D.5 PROOF OF PROPOSITION B.4

Proof of Proposition B.4. Suppose that M ≥ 2, and S(x(A)) = [M].

We apply Theorem 4.3. It suffices to show that the limiting-characterization condition (Definition
4.2 is satisfied. By assumption, we know that the aggregation operation is not feasibility expanding.
It suffices to show that that there does not exist d such that for every i ∈ [K] there exists j(i) ∈

S(x(i))c such that −dj(i) − ∣1⊺d∣ > 0.

Let’s show the contrapositive: assume that there exists d such that for every i ∈ [K] there exists
j(i) ∈ S(x(i))c such that −dj(i) − ∣1⊺d∣ > 0. Since d ∈ BS(x(A)),V(x(A)), we know that dj′ ≥ 0 for
j′ /∈ S(x(A)) and we know that 1⊺d < 0. If j /∈ S(x(A)), then note that −dj < 0, so this means that
j(i) ∈ S(x(A)). Putting this together, we see that j(i) ∈ S(x(A)) ∖ S(x(i)).

It suffices to show that {j(i) ∣ i ∈ [K]} ≠ [M]. Assume for sake of contradiction that
{j(i) ∣ i ∈ [K]} = [M]. Then since we know that 0 < −dj(i) − ∣1⊺d∣ = 1⊺d − dj(i), if we add
up all of these equations in the set {j(i) ∣ i ∈ [K]}, we would obtain that 0 < M ⋅ 1⊺d − ∑j dj =
(M − 1) ⋅ 1⊺d −∑j dj , which means that 1⊺d > 0 which is a contradiction.

D.6 PROOF OF PROPOSITION 3.9

Proof of Proposition 3.9. We apply Theorem 4.4. It suffices to show that the limiting-
characterization condition (Definition 4.2 is violated. Let d be the vector such that dj(i) = −1
for all i ∈ [K], dj = ∣ {j(i) ∣ i ∈ [K]} ∣ − 0.5 for some j /∈ {j(i) ∣ i ∈ [K]}, and 0 elsewhere. It
follows from definition that d ∈ BS(x(A)),V(x(A)). It suffices to show that for all i ∈ [K], it holds
that:

−dℓ(i) − ∣1
⊺d∣ > 0.

Using that 1⊺d < 0, this can be rewritten as:
−dℓ(i) − ∣1

⊺d∣ = ∑
j≠ℓ(i)

dj = ∣ {j(i) ∣ i ∈ [K]} ∣ − 0.5 − ∣ {j(i) ∣ i ∈ [K]} ∣ + 1 = 0.5 > 0,

as desired.

D.7 PROOF OF PROPOSITION B.7

Proof of Proposition B.7. We apply Theorem 4.4. It suffices to show that the limiting-
characterization condition (Definition 4.2 is violated). For each i ∈ [K], we take γ(i) to be the
1-hot vector with the 1 on the ℓ(i)th condition. Let d be the vector given by the condition in the
theorem statement. It follows immediately that d ∈ BS(x(A)),V(x(A)). It suffices to show that for all
i ∈ [K], it holds that:

Cℓ(i)d − ∣1
⊺d∣ ∣min

j∈[M]
min(0,Cℓ(i),j)∣ .

Using that 1⊺d < 0 and using that Cℓ(i) has at least one negative coordinate, this can be written as:

Cℓ(i)d + 1
⊺d ∣min

j∈[M]
Cℓ(i),j∣ > 0,

15
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which we know holds.

E PROOFS FOR SECTION 4

E.1 KEY LEMMAS FOR SECTION 4

The following lemmas provides the characterization for the elicitability of a vector x under a feature
weights matrix α in terms of the intersection of feasible perturbation directions BS(x),V(x) = {d ∶
CV(x)d ≤ 0}∩{d ∶ dS(x)c ≥ 0}∩{1

td < 0} and feature-improving directions d ∈ RM : {d ∶ αd ≥ 0}.
These results generalize the characterization results in Kleinberg et al. (2019) to allow for conic
constraints C.

Lemma E.1. If a vector x is elicitable with budget E, then ∥x∥1 = E.

Proof. This is because, for any feasible vector x with ∥x∥1 < E, scaling x to obtain x′ = Ex/∥x∥1
results in a feasible vector that has strictly larger reward for any reward function.

x′ clearly maintains nonnegativity constraints and bounded ℓ1 norm constraint. Additionally since
the only other constraints are conic, scaling the feasible x non-negatively also maintains the addi-
tional conic constraint.

By the monotonicity of the reward functions we consider, for all reward functions, x′ has reward at
least as high as x.

By the strict monontonicity of our feature mapping functions and for the notion of monotonicity of
reward functions we consider, x′ achieves a strictly higher reward than x.

The following lemma shows that elicitability of a vector only depends on the direction of the vector
and not of the norm. It allows us to study elicitability of the normalized vector using budget 1 i.e.,
ℓ1 norm bound of one. Hence our elicitability characterizations will be expressed with budget 1.

Lemma E.2. A vector x is elicitable with some budget E, under a reward function R if and only
x/∥x∥1 is elicitable with budget 1 for the same reward function.

Proof. If x is elicitable, it is elicitable with a budget of ∥x∥1 by Lemma E.1. It is elicitable if and
only there is no feasible y with ∥y∥1 ≤ ∥x∥1 with higher reward tham x. If such a y exists, then
x/∥x∥1 is not elicitable with budget 1 since y/∥x∥1 also has budget 1, is feasible and has higher
reward than x. Similarly, if an improving y existed for x/∥x∥1 under budget 1, then y∥x∥1 is
improving for x under budget ∥x∥1.

Lemma E.3 (Single output elicitation necessary). An output vector x is elicitable only if
BS(x),V(x) ∩ {αd ≥ 0} is non-empty.

Proof of Lemma E.3. Let d ∈ BS(x),V(x) ∩ {αd ≥ 0}. It suffices to construct a feasible output
vector y that has strictly higher reward than x for every x with ℓ1 norm equal to one and for every
monotone reward function of the features. This is sufficient to prove the lemma since by lemma E.1,
any elicitable vector has ℓ1 norm equal to one.

This vector y we construct is y = (x + λd)/∥x + λd∥1 where λ > 0 is chosen to be small enough so
that y ≥ 0.

First consider the vector y′ = x + λd for an appropriate choice of λ > 0 that we will describe in a
bit. First note that y′ is feasible on all conic and non-negativity constraints that are binding at x(x)
due to d’s membership in {d ∶ CV(x)d ≤ 0} ∩ {d ∶ dS(x)c ≥ 0}.

We can choose λ to be small enough so that y′ continues to meet all non-binding constraints. That is
choose λ <minj∈V(x)c,Cjd>0 −Cjx/Cjd and mini∈(x),di<0 −xi/di. This establishes that we have a
positive choice of λ making y′ satisfy the nonnegativity and conic constraints. Additionally, we have
that 1ty′ = ∥y′∥1 = ∥x∥1 − λ1td < ∥x∥1 = 1. That is, y′ satisfies the bounded ℓ1 norm constraint in
a non-binding manner. This shows that y′ is feasible.
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We also have that αty′ = αt(x + d) ≥ αtx since αtd ≥ 0. Hence y′ satisfies feasibility constraints
and has at least as high values on all features. By the monotonicity of the reward functions we
consider, for all reward functions, y′ has reward at least as high as x. Lemma E.1 shows that scaling
y′ to have ℓ1 norm equal to one results in strictly higher reward for all reward functions. Hence
y′/∥y′∥1 is feasible and has strictly higher reward than x for all monotone reward functions.

Lemma E.4 (Single output elicitation sufficient). An output vector x is elicitable if BS(x),V(x) ∩
{αd ≥ 0} is non-empty.

Proof. Write S ∶= S(x) and V ∶= V (x).

Existence of multipliers. By positive scaling of directions, the assumption BS,V ∩ Dα = ∅ is
equivalent to infeasibility of the system :

CV d ≤ 0, dSc ≥ 0, α⊺d ≥ 0, 1⊺d < 0. (3)

Let ISc ∈ R∣S
c∣×M be the coordinate-selector matrix whose rows are the vectors e⊺j for j ∈ Sc, so

that IScd = dSc .

By Motzkin’s transposition theorem of the alternative, infeasibility of equation 3 implies the exis-
tence of multipliers (i.e., dual variables)

γ ∈R
∣V ∣
≥0 , λ ∈R

∣Sc∣
≥0 , ν ∈RN

≥0, τ > 0

such that
C⊺V γ − I⊺Scλ + τ − α⊺ ν = 0 (4)

holds. (The strict right-hand side 1⊺d < 0 yields τ > 0.)

Reward function construction. Define a reward function that is linear in the features

R(z) =
N

∑
i=1

βizi with βi ∶=
νi

f ′i((α
⊺x)i)

(> 0),

which is well-defined since each fi is strictly increasing, hence f ′i((α
⊺x)i) > 0. Let r(u) ∶=

R(F (u)) = ∑
N
i=1 βifi((α

⊺u)i). Because each fi is concave and increasing, r is concave. Its gradi-
ent at x is

∇r(x) =
N

∑
i=1

βif
′
i((α

⊺x)i)α⋅,i = αν,

where α⋅,i is the i-th column of α.

Elicitability. Consider the reward maximization program

max
u∈RM

r(u) s.t. Cu ≤ 0, u ≥ 0, 1⊺u ≤ 1.

This is a concave program, and its Lagrangian is

L(u,λ0, µ, γ̃) = r(u) + λ0 (1 − 1
⊺u) + µ⊺u − γ̃⊺(Cu),

with multipliers λ0 ≥ 0, µ ≥ 0, γ̃ ≥ 0. Evaluate the KKT conditions at u = x with the choice

λ0 ∶= τ, µS ∶= 0, µSc ∶= λ, γ̃V ∶= γ, γ̃V c ∶= 0.

Primal feasibility holds by definition of S,V . Complementary slackness holds since xj = 0 for
j ∈ Sc and (Cx)ℓ = 0 for ℓ ∈ V , while µS = 0. For stationarity,

∇r(x) − λ01 + µ − C⊺γ̃ = αg − τ1 + I⊺Scλ − C⊺V γ = 0

by equation 4. Finally, λ0 = τ > 0 certifies that the ℓ1-budget binds (1⊺x = 1, consistent with
Lemma C.2).

Since r is concave and the constraints are linear, the KKT conditions are sufficient; hence x maxi-
mizes r over the feasible region and is therefore elicitable.
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E.2 PROOF OF THEOREM 4.1

Theorem 4.1 follows directly from the single-agent results in the previous subsection.

Proof of Theorem 4.1. We apply Lemma E.3 and Lemma E.4 to obtain necessary and sufficient
conditions on when x is elicitable. We apply this to the outputs x(1), . . . ,x(K) as well as x(A).

E.3 KEY INTERMEDIATE RESULTS FOR THE PROOF OF THEOREM 4.3 AND THEOREM 4.4

To prove Theorem 4.3 and Theorem 4.4, we will use an alternate but equivalent way of expressing
the limitations-characterizing condition (Definition 4.2). This equivalent condition is defined below.

Definition E.5. Fix constraints C and aggregation operation x(1), . . . ,x(K) → x(A). We say
that the alternate limitations-characterizing condition is satisfied for x(1), . . . ,x(K) → x(A) if 1)
x(1), . . . ,x(K) → x(A) does not implement feasibility-expansion, and 2) there does not exist d(A) ∈
BS(x(A)),V(x(A)) such that:

{u + λd(A) ∣ u ∈ RM
≥0, λ ≥ 0}⋂

⎛

⎝
⋃
i∈[k]
BS(x(i)),V(x(i))

⎞

⎠
= ∅.

The following proposition shows that the limitation-characterizing condition is equivalent to the new
condition we defined above.

Proposition E.6. The conditions defined in Definition 4.2 and Definition E.5 are equivalent.

Proof. For ease of notation, let Vi =∶ V(x
(i)) for i ∈ [K] and let VA ∶= V(x

(A)). It suffices to show
that {u + λd ∶ u,λ ≥ 0} for a d ∈ B[M],Vx(0)) has empty intersection with B[M],Vx(i)), for each

i ∈ [K] if and only if for every γ(i) ∈ R∣Vi∣
≥0 , γT

i CVid − ∥(γ
T
i CVi)−∥∞ > 0 or ISc

A
d < 1dd. Without

loss of generality, it suffices to prove this for all γ(i) ∈ R∣Vi∣
≥0 with bounded norm, say ∥γ(i)∥1 ≤ 1.

For any d ∈ B[M],Vx(0 , the intersection of {u + λd ∶ u,λ ≥ 0} and B[M],Vx(i is non-empty if and
only if there exists a u,λ ≥ 0 such that CVi(u + λd) ≤ 0 and 1t(u + λd) < 0.

d ∈ B[M],Vx(0 means that 1td < 0, CVA
d ≤ 0, and −ISc

A
d ≤ 0. We can always normalize d so that

1td = −1. We can also scale the inequalities for non-empty intersection by dividing by λ. (Note that
λ ≠ 0, since 1tu ≥ 0.) Hence, we can equivalently write the condition for non-empty intersection
as the existence of v ≥ 0 such that CVi(d + v) ≤ 0, −ISc

i
(d + v) ≤ 0 and 1tv < −1dd = 1.These

inequalities for the non-empty intersection condition hold if and only if all weighted sums (with
non-negative weights) of the inequalities also hold true. That is, for every γ(i) ≥ 0, λ(i) ≥ 0, weight
vectors, γ(i)tCVi(d + v) − λ

(i)⊺ISc
i
(d + v) ≤ 0 and 1tv < 1.

A v satisfying (γ(i)tCVi − λ
(i)⊺ISc

i
))(d + v) ≤ 0 and 1tv < 0 to simultaneously exists if and only if

inf
v≥0∶1tv≤1

sup
γ(i)≥0,∥γ(i)∥1≤1

(γ(i)tCVi − λ
(i)⊺ISc

i
)(d + v) ≤ 0.

Since (γ(i)tCVi − −λ
(i)⊺ISc

i
)(d + v) is an affine function in γ(i), λ(i) and v, and since the sets we

optimize over {γ(i) ≥ 0, ∥γ(i)∥1 ≤ 1} and {v ≥ 0,1tv ≤ 1} are convex and compact, we can apply,
we can apply minimax theorem to get

inf
v≥0∶1v<1

sup
γ(i),λ(i)≥0,∥γ(i)∥1≤1,∥λ(i)∥1≤1

(γ(i)tCVi − λ
(i)⊺ISc

i
)(d + v)

= sup
γ(i),λ(i)≥0,∥γ(i)∥1≤1,∥λ(i)∥1≤1

inf
v≥0∶1v<1

(γ(i)tCVi − λ
(i)⊺ISc

i
)(d + v).
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Note that for a given γ(i), λ(i), we can construct an optimal v as follows. If γ(i)tCVi − λ
(i)⊺ISc

i

has a negative coordinate, then v places a weight of 1 on the most negative coordinate of γ(i)tCVi −

λ(i)⊺ISc
i
. Otherwise, then v = 0. Using this construction, we know that:

inf
v≥0∶1v≤1

(γ(i)tCVi − λ
(i)⊺ISc

i
)(d + v) = (γ(i)tCVi − λ

(i)⊺ISc
i
)d − ∥(γ(i)tCVi − λ

(i)⊺ISc
i
)−∥∞.

Thus, the condition of non-empty intersection becomes the condition that (γ(i)tCVi − λ
(i)⊺ISc

i
)d −

∥(γ(i)tCVi − λ
(i)⊺ISc

i
)−∥∞ ≤ 0 for all γ(i), λ(i) ≥ 0, ∥γ∥1, ∥λ∥1 ≤ 1.

Note that γ(i)tCVi − λ
(i)⊺ISc

i
subtracts λj from some coefficient of the jth row of γ(i)tCVi . As a

result, we can write ∥(γ(i)tCVi−λ
(i)⊺ISc

i
)−∥∞ as ∥γ(i)tCVi−∥∞+∥λ

(i)⊺ISc
i −∥∞ = ∥γ(i)tCVi−∥∞+1.

So the condition (γ(i)tCVi − λ
(i)⊺ISc

i
)d − (∥γ(i)tCVi−∥∞ + 1) ≤ 0 is equivalent to the condition

that γ(i)tCVi − ∥γ
(i)tCVi−∥∞ ≤ 0 and −λ(i)⊺d − 1 ≤ 0 (since both terms being ≤ 0 implies the sum

is ≤ 0 and conversely, if the sum is not ≤ 0, one must be > 0). This is exactly the condition in the
limitation-characterizing condition.

E.4 PROOF OF THEOREM 4.3

Using this equivalence, we will show the necessity of the alternative condition to establish the ne-
cessity of the limitations-characterizing condition

Proof of Theorem 4.3. We will prove the contrapositive: If x(1), . . . ,x(K) → x(A) is elicitability-
expanding for some feature map α and for conic constraints C, then the limitations-characterizing
condition (Definition 4.2) is violated.

One case is that x(1), . . . ,x(K) → x(A) is elicitability-expanding through feasibility-expansion.
This automatically violates the limitations-characterizing condition.

The other case is that x(1), . . . ,x(K) → x(A) is not feasibility-expanding. Then x(1), . . . ,x(K) →
x(A) is feasible. We will show that if the limitations-characterizing condition

If the violation occurs through existence of x(1), . . . ,x(K) is not elicitable.

Suppose that x(A) is not elicitable under a feature mapping α and constraints C. We will show
that a violation of the limitations-characterizing condition implies that one of x(1), . . . ,x(k) is not
elicitable, which contradicts x(1), . . . ,x(K) → x(A) being elictability-expanding.

Since x(A) is not elicitable under a feature weights matrix α, by Lemma E.4, there is a d(A) ∈
KS0,V0 such that αd(A) ≥ 0. Since the limitation-characterizing condition is violated, the alternate
limitation-characterizing condition is also violated (Proposition E.6). This means that there exists
x(i) with KSi,Vi having non-empty intersection with {u + λd(0)}.

It suffices to show that x(i) is not elicitable under feature mapping α. To see this, let di denote
an element of the intersection KSi,Vi ∩ {u + λd

(0)}. We can then write di = u + λd
(A). Note that

αdi = αu+λαd(A). We know that αu ≥ 0 since u ≥ 0 and α has non-negative entries. Additionally,
αd(A) ≥ 0 as shown above. Hence αdi ≥ 0. By Lemma E.3, this means that xi is not elicitable.

E.5 PROOF OF THEOREM 4.4

Proof of Theorem 4.4. Suppose the limitation-characterizing condition is satisfied. By Proposition
E.6, this means that the alternate limitation-characterizing condition is satisfied. Then we know that
we are in one of two cases.
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Case 1: x(1), . . . ,x(K) → x(A) implements feasibility expansion. Consider a feature mapping
with a single feature and all dimensions contribute equal weights of one to this feature. All output
vectors with the same ℓ1 norm result in the same reward for all reward functions, and thus all feasible
outcomes are elicitable. That is any output vector is elicitable if and only if it is feasible. Under
this construction, feasibility-expansion implies elicitability-expansion.

Case 2: there exists d(A) ∈ KS(x(A),V(x(A)) such that for all u ≥ 0, λ ≥ 0, u + λd(A) /∈ KSi,Vi for
i ≠ 0. We will construct a feature mapping α based on d(A) such that the set of directions weakly
increasing feature values i.e., the set Dα = {d ∶ αd ≥ 0} is a subset of {u + λd(A) ∶ u ≥ 0, λ ≥ 0}.
This implies that for all other outputs xi, Dα ∩KS(x(i),V(x(i)) is empty and hence x(i) is elicitable
under α.

To complete this argument, we will explicitly construct such an α based on d(A). Let P0 = {i ∈

[m] ∶ d
(A)
i > 0} denote the positive coordinates of d(A) and let N0 = {i ∈ [m] ∶ d

(A)
i ≤ 0} denote

the negative or zero coordinates. We construct two sets of features:

• For every p ∈ P0, there is a corresponding feature Fp whose row in A is the vector ep which is
the vector with 1 at coordinate p and zero everywhere else. That is, the action xp has weight 1 on
feature Fp and all other actions have zero weight.

• The next set of features are defined for every pair p ∈ P0, q ∈ N0. This feature Fp,q has a
corresponding row in A0 that is the vector d(A)p eq −d

(A)
q ep. That is, the only actions with possible

non-zero weights to Fp,q are actions xp, xq . The weight from xp is ∣d(A)q ∣ and the weight from xq

is ∣d(A)p ∣.

Now let us show that the set Dα = {d ∶ αd ≥ 0} is a subset of B0 = {u + λd
(A)}. Take any d ∈Dα.

For every p ∈ P0, since d weakly improves value of Fp, it holds that dp ≥ 0. By ensuring that
λ ≤ dp/d

(A)
p for all p ∈ P0, we can ensure that dp − λd

(A)
p ≥ 0.

For every p ∈ P0, q ∈ N0, since d weakly improves value of Fp,q , it holds that −dpd
(A)
q +dqd

(A)
p ≥ 0.

In other words, dq ≥ dpd
(A)
q /d

(A)
p .

We will show that it is possible to choose a λ ≥ 0 such that d − λd(A) ≥ 0, and hence d can be
expressed as u + λd(A) for u ≥ 0. If there is a p ∈ P0 with dp = 0, then dq ≥ 0 while d

(A)
q ≤ 0. So for

all λ > 0, dq − λd
(A)
q ≥ 0. Otherwise, we can choose λ less than dp/d

(A)
p and we get dq − λd

(A)
q ≥ 0.
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