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Abstract

Domain Adaptation of Black-box Predictors (DABP) transfers knowledge from a
labeled source domain to an unlabeled target domain, without requiring access to
either source data or source model. Common practices of DABP leverage reliable
samples to suppress negative information about unreliable samples. However, there
are still some problems: i) Excessive attention to reliable sample aggregation leads
to premature overfitting, ii) Valuable information in unreliable samples is often
overlooked. To address them, we propose a novel spatial learning approach, called
Controlled Visual Hallucination via Thalamus-driven Decoupling Network (CVH-
TDN). Specifically, CVH-TDN is the first work that introduces the thalamus-driven
decoupling network in the visual task, relying on its connection with hallucina-
tion to control the direction of sample generation in feature space. CVH-TDN
is composed of Hallucination Generation (HG), Hallucination Alignment (HA),
and Hallucination Calibration (HC), aiming to explore the spatial relationship
information between samples and hallucinations. Extensive experiments confirm
that CVH-TDN achieves SOTA performance on four standard benchmarks.

1 Introduction

Traditional unsupervised domain adaptation (UDA) adapts models trained on a fully labeled source
domain to an unlabeled target domain, aiming to alleviate the constraints of data collection and
annotation in training deep neural networks [[115]]. However, the application of UDA techniques is
limited in some scenarios like personal medical records, where access to source data is restricted due
to privacy-preserving policies. To solve this problem, source-free domain adaptation (SFDA) methods
[6H8] were introduced recently, which assume the availability of only unlabeled target domain data
and a pre-trained source model during adaptation. Although SFDA methods reduce the possibility
of privacy leaks by using the pre-trained source model instead of source data, certain generation
techniques like 9} [10] can potentially reconstruct the source data by learning from the source model.
Compared to UDA and SFDA settings, domain adaptation of black-box predictors (DABP) provides
better data privacy protection with more flexible portability, which adapts a model using only the
unlabeled target data and a black-box predictor trained on the source domain, e.g., an API service in
the cloud [11]. As demonstrated in Appendix A, we present a detailed exposition of the respective
processes and the differences among UDA, SFDA, and DABP.
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Recently, some researchers have paid
attention to DABP, and the proposed
methods [8, 11} [13-H15]] have made
modest contributions. Early works
[L6H18] employ self-training learning
with the pseudo-labelling techniques
to subdivide target noisy labels and se-
lect reliable samples for model train-
ing. These self-training methods ini-
tially absorb useful target data and
adapt well, but eventually forget tar-
get knowledge due to the accumula-
tion of pseudo-label noise, leading to
model collapse [[13]]. Recent proposed

methods [11, 114, 15] distill the source  Fjgyre 1: The feature visualizations on the Office-Home
knowledge and then fine-tune the dis- (A —P) using t-SNE [[12]]. The points represent target samples
tilled model to further fit the target ,nq the different colors correspond to their ground-truth
domain through a two-step (distilla-  ¢Jagses. Previous DABP methods struggle with handling
tion & fine-tuning) process. The core 4 few Jow-reliability samples effectively. Even if the fine-
of the two-step process is to use high-  typing (FT) process is used to force the aggregation of low-
reliability samples or the most reliable  rejiability samples, the model still struggles to judge, leading
estimates to suppress negative infor- {6 confusion between similar classes and a risk of degraded
mation about low-reliability samples  or stagnant performance. CVH-TDN solves this problem and

during training. However, this sup- jmproves model generalization without the FT process.
pression leads to some problems: 1)

Excessive focus on aggregating reli-

able samples or estimates leads to premature overfitting, thereby limiting the model’s ability to
generalize effectively to the target data; ii) For low-reliability samples or estimates, only simple
processing is applied, without any effective methods specifically to extract their useful information.
Figure 1 illustrates the decline in model generalization due to overfitting in the previous methods. In
addition, the fine-tuning process involves additional computational costs compared to pseudo-labeling
methods.
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In the fields of pathology, Thalamus-driven Decoupling Network (TDN) [[19] observes that abnormal
synchronous activity between the thalamus and cortex, when combined with memory confusion,
causes functional thalamic hallucinations and cognitive impairments. Therefore, TDN analyzes
human responses from lesion studies and summarizes an explanatory framework for synchronous
hallucinatory attention. In neuroscience, [20] further interprets this hallucination framework from
the perspective of human attention, dividing the process of TDN into three parts: hallucination
manifestations, human responses, and lesion treatment. In DABP, the black-box predictor resembles
a cognitively impaired “person” who possesses only partial knowledge and is prone to errors. As
a result, the target model’s learning process is inevitably influenced by this noisy guidance from
the black-box predictor. To address this issue, we draw inspiration from neuroscience, where such
conditions are categorized as hallucination disorders: situations in which useful and interfering
information are blended, preventing the brain to make reliable decisions.

Inspired by TDN, we propose a novel spatial learning method, named Controlled Visual Hallucination
via Thalamus-driven Decoupling Network (CVH-TDN), to address the existing DABP problem:s.
CVH-TDN builds on TDN’s exploration of cognition-hallucination relationships to drive the explo-
ration of the relationship between samples and hallucinations in the feature space. As shown in Figure
2, drawing on the connection between hallucination and brain cognition revealed by TDN, we divide
CVH-TDN into three main modules: Hallucination Generation (HG), Hallucination Alignment (HA),
and Hallucination Calibration (HC). In HG, considering that the generation of hallucinations is a
random process that deepens with cognition, we design a progressive feature masking mechanism
to control the direction of the generation process in feature space. HG generates some controlled
masking in the areas specified by our strategy. With the increase of the prediction reliability, the
masking degree increases in the specific areas of images that the model focuses on. In HA, based on
the connections between real cognition and hallucination, we use contrast learning to explore the
spatial relationship between the target sample and the corresponding generated image. In HC, we
design a hierarchical calibration method that aggregates low-reliability samples with similar features
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nesses of existing DABP methods and
address them by proposing a novel
method, called CVH-TDN, that sig-
nificantly enhances the reasoning abil-
ity of model and discrimination capac-
ity of classes. (2) Based on the re-
lationship between hallucination and
cognition, CVH-TDN contains three
parts: Hallucination Generation, Hal-
lucination Alignment, and Hallucina-
tion Calibration, aiming to explore the
spatial relationships between samples and hallucinations. (3) We perform extensive experiments to
verify the effectiveness of CVH-TDN, and the results show that it achieves SOTA performance on
four benchmarks. Moreover, we demonstrate the effectiveness of each component of our model and
discuss the relationship between them through a large number of ablation experiments.

Figure 2: Conceptual figure of CVH-TDN. The black-box
predictors resemble agents with prior knowledge but lack the
ability to perform targeted discrimination. HG controls mask
formation by modeling the location where hallucinations are
pathologically generated, driven by the key cognitive impair-
ments observed in TDN. HA improves feature discrimination
by simulating how humans deal with cognitive impairments.
HC draws on neurotherapeutic principles to guide unreliable
data through reasoning using reliable feature representations.

2 Related Works

Domain Adaptation of Black-box Predictors. With the development of generative adversarial
networks (GAN), GAN-based white-box attacks are becoming more and more mature recently,
requiring source models from which original source data can be recovered [13]. In early work, [18]
proposed the DABP, which has almost no risk of privacy leakage. Recent method DINE [11] has
found that a two-step (distillation & fine-tuning) process can encourage source-target class alignment,
which distills knowledge and then fine-tunes the distilled model to adapt to the target distribution.
DINE implicitly leverages the confirmed reliable knowledge from the distillation stage to cluster
unreliable samples towards reliable ones during the fine-tuning process. Based on the two-step
process, [[14] establishes a threshold to explicitly divide the high- and low-reliability subdomains
and further aligns the distribution discrepancy between the two subdomains. Based on [[L1} [14],
[L5] introduces neighborhood clustering to prevent the model from forgetting minority classes.
Another line of work [[13] mimics human memory to mitigate the “forgetting" problem. This work
distinguishes useful information and irrelevant information, primarily focusing on learning useful
samples while handling irrelevant ones on the fly. Although these methods have contributed, they use
high-reliability samples to suppress the negative information from low-reliability samples, which
leads to the effective information of low-reliability samples being ignored. Different from the above
methods, CVH-TDN employs the sample spatial similarity to replace the targeted sample information
suppression. More recent DA works and the advantages of CVH-TDN are presented in Appendix A.

Visual Hallucination and Thalamus-Driven Decoupling Network. In computer vision, some
works [21H23]] have found that deep features correspondence information can be discovered by
jointly learning the input data and hallucinatory data with signature features. However, they are all
unidirectional exploration techniques in which hallucinations are only used to reconstruct the original
samples. In the absence of hallucinatory data, revealing connections for deep feature correspondences
among samples is unexplored. In the field of neuroscience, Thalamus-driven Decoupling Network
(TDN) [19] reveals the process and principle of human hallucinations, and mimics the effects of
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Figure 3: Overview of the completed training period of CVH-TDN. The processing flow of each
module is indicated by arrows of the same color. Before training, we upload target data and obtain
hard predictions from the cloud API. Feature extractor controls masking direction by evaluating
knowledge from sharpened images, and the difference between the hallucination generation and other
methods is shown in (c). In the hallucination alignment, we reduce the difference between samples
and corresponding hallucinations by bidirectional alignment, as shown in (a). As shown in (b), we
adopt hierarchical learning with the dynamic division for different types of samples based on spatial
information in the hallucination calibration.

hallucinations when losing consciousness by interrupting information flow. Based on TDN, we fill
the gap in uncovering the correspondence deep features between hallucination and reality without
hallucinated images. Unlike generation- or augmentation-based methods [24-26]], our method
generates controlled hallucination masking in the model interest area of the image without additional
networks, which avoids model degradation by controlling the moving direction of the cluster center
on the feature space.

3 Proposed Method

The whole overview and the entire process of our method are illustrated in Figure 3. First, we assume

that a target dataset D, = {(xz)}f\gl containing N; unlabeled samples, where z; € X and X is the
image set. According to the DABP setting, we upload the target dataset D; to black-box predictors
(i.e., cloud API services) and obtain the hard predictions P; of target samples from a source model
stored in the predictors, where the source model trained by source dataset Dy = {(z3, yf)}f\;sl
consisting of N labeled samples. After obtaining the hard predictions, we introduce target data x
and initialize them into controlled generation version data 9. With the increase of model training, x9
are transformed from the unmasked or slightly masked version images to the masked version images
in specific areas that the model focuses on. Our model My is parameterized by 6 and composed of
two components, namely, a feature extractor F' and a prediction classifier C. The feature extractor
is denoted by F' : X — Z € RX, where K is the dimension of the feature space, and Z is the
K -dimensional transitional output from the bottleneck layer. The prediction classifier is denoted by
C:Z —Y € RV, where N is the number of predicted classes and Y is the classification prediction
output.

3.1 Hallucination Generation

As revealed by TDN, the process of hallucination generation is jointly determined by controllable
factors (e.g., context, emotion, memory, efc.) and uncontrollable factors (random connections). To
generate exploitable hallucinations, we utilize the local areas and their adjacent context information
to generate some specific masking blocks by evaluating the global image and comparing it with
each local area. The strategy introduces a semi-automatic generation way that combines targeted
generation and random masking. Specifically, we first set the masking block to a square of patch size



p and the class location weights o} to connect the k-th dimensional feature with the n-th class. The
class location weights aj can be defined as follows:

L1 how Y™
Q. = h X w Zi:l Zj:l 323“1 ) (1)

where h is the number obtained through dividing the image height H by the masking height p,
iel,...h= %]; W is the image width and divided by the masking width p to obtain the number

w,j €l ..,w= %]; the patch size p of masking block is set to max (min (H, W) /32, 8); k is
the index of the feature space dimension K, 2F is the k-th dimensional feature of the transitional
outputs Z, k € [1, ..., K]; n is the class index and Y™ represents the classification prediction for the

n-th class, n € [1,..., N]. And gz;n is the gradient information obtained by backpropagation of n-th

1,7
class on the k-th dimensional feature.

Then, we perform a weighted combination of forward activation maps. The attention computing
process is defined as follows:

Att; j = max (Tanh (ZZaZz,k]/ZZszw> ,0> , 2)
n k h w k

where a};zf]_ is the linear combination of maps; maxz (T'anh(-)) is used to suppress negative pixels
from other categories that the model is not interested in. Z is the K-dimensional transitional

output from the bottleneck layer, which stores z,’f . s a matrix, where each zﬁ . 18 a scalar at the

corresponding position in Z. If there is no max (T'anh(-)), attention values sometimes highlight not
only the desired class but also other elements, and thus perform worse in feature localization. We
only randomly generate masking where the model is of interest, and the masking generated formula

is as follows:
Maskip+1:(i+1)p7 = [Atti’j >r & Ui j > 7’2}, 3)

Jp+1:(j+1)p
where r is a hyperparameter that controls the arousal ratio between regions of model interest and
non-interest; u; ; is a random number, u; ; ~ U (0,1); ro is the uncontrollable masking ratio and is
set to 0.5. Subsequently, we simply sharpen the features of data x and combine the sharpened data x
with the generated masks, as follows:

29 = Mask ® 7, 4
where © is the element-wise multiplication symbol.

In the initial training, due to the lack of prior model training, the model attention for the entire image
is distributed and unreliable. At this stage, according to Eq. (3), 29 represent the unmasked or slightly
masked hallucination version of the image. With increased model discrimination, the generation of
z9 controlled by the model attention generates controllable masking in the area of model interest.

3.2 Hallucination Alignment

In the hallucination state model, predictions of sensory-level data assume crucial roles. These predic-
tions reflect prior information about what could occur in the upcoming hallucination environment:
i.e., what is expected to be seen in that context. The focus of this work is how to efficiently explore
sensory level data (i.e., the model’s immediate predictions and importance assessment of the original
samples). For this, we first introduce a permanent memory storage M, which stores the global
predicted probabilities and mimics a memory structure that stores and processes sensory-level data.
With each iteration, M overwrites the probabilities for the current batch samples. The storage M is
the key container of our method, which controls the movement direction of the samples on the feature
space by acquiring the sample state immediately and can be expressed as follows:

M = {(Hier(z;), norm(Z;), Softmaz(Y;))} N, = {(Mi(l)7 Mi(Q), M-(S))}f\i'l, 5)

?

where M (¥) corresponds to the k-th subset in AM; norm(-) denotes the normalization function;
norm(Z;) represents the spatial features of the samples, which is used to calculate the similarity
between the samples; Hier(-) is the hierarchical strategy to judge the current sample is reliable R or
unreliable U R. The judgment process can be expressed as:

Dif(Y;) = TopK (Y, 1) — TopK(Y;,2), ©)



" Z Dif (Y, Z TopK (M,1), %)

where TopK (-, j) defines the ]—th largest value in the correspondmg tensor; the threshold of 7 is to
filter samples that are at the boundary of similar classes in the feature space, and the threshold of 7
is to filter samples that are judged unreliable in the current batch. Therefore,

Hier(z:) =4 1o if Dif (Vi) > 7 &TopK (M.1) > 7. ®)
UR;, otherwise

where )\ is a hyperparameter that controls the ratio between reliable and unreliable samples in a
mini-batch. The combination of 7; and 72 constitutes our hierarchical strategy.

Then, we design a bidirectional weight module w to assign different weights by pairing features with
different similarities between the original image and the corresponding generated image. The module
can be defined as follows:

w = exp(log(sim(M P norm(29)))), ©)

where Z9 is denoted the transitional output of the generated image x7; sim(-) is the operation of
calculating cosine similarity. The hallucination alignment deploys contrastive learning to explore the
spatial relationship, its process of calculating the loss is as follows:

cherward — _yy x log(sim(M®), a(Y9))), (10)
Ly = —log(1 — sim(M®) 0 (Y?))), (11)
Lia= LI+ Lk, (12)

where Y9 is the prediction of the generated data x9 and o(+) is the Softmax. Ly 4 is composed of

bidirectional losses: E}cfgw”d encourages samples whose features are similar to be aligned with the

EbaCk Eforward

generated version in the feature space; calibrates
common features to prevent overfitting of the model.

and reduces the noise caused by

3.3 Hallucination Calibration

Previous DABP methods [13H15] maintained a fixed momentum parameter when updating the
adaptive label smoothing [[11]], which is considered to perform better than the original model output
Y and can be expressed as follows:

i,(n) . .
(i) = {N Z AdaLS( pit ), beginning 7 (13)
wS(x:) + (1 — )Y, otherwise

where AdaLS(-) is the calculation of the adaptive label smoothing; Ps ‘(") is the hard prediction for
(n)-th class of the i-th sample used as input from the black-box predictors before the training; y is the
momentum hyperparameter that holds a fixed value in these methods. In this study, we found that this
operation has some problems: i) The initial hard predictions from the black-box predictors are more
robust than the training model, but this operation pays more attention to the early training model,
resulting in the accumulated noise in the early training and affecting the subsequent training; ii) During
the mid-to-end training stages, the model discriminant ability and the output reliability are enhanced,
but the update variable is fixed, which limits the efficiency of extracting feature knowledge. Different
iis, begining

g — Iter x (i — p) /Tter_total, other

update S(x;) that is similar to the brain cognitive process, where Iter is the number of iterations and
[is 1s to initialize information extraction. The process details are described in Appendix F.

from them, we replace p with dynamic variable ;i = {

Then, the hallucination calibration is divided into two parts: i) Hierarchical sample calibration (Hsc)
and ii) Common feature exclusion (Cfe). The former is to calibrate samples with similar signature
features, and the latter is to separate ambiguous samples with similar common features. In Hsc,
the high-reliability samples are distinguished by the previous hierarchical strategy to cluster the
low-reliability samples that are close in spatial distance. The computation can be expressed as:

MM _g

Lhs= NZDKL Dl{ sim2( 2 o hielh2 ), (14)



Table 1: Accuracies (%) on the Office-Home using the ResNet-50 backbone. denotes the hard task

whose source-only accuracy is below 65%. H.Mean denotes the average accuracy of hard tasks.
The top-performing DABP methods are highlighted in bold.

Method |DABP| ASC A—P ASR C—A C—P C—R PoA PoC P—R R—A R—C R—P|Mean HMean

Source-only| — | 44.1 669 742 545 633 66.1 528 412 732 66.1 467 715 ] 60.6 504
CDAN X 520 68.6 76.1 58.0 703 702 58.6 502 776 722 593 819 | 663  58.1
CST X 590 796 834 684 771 76.7 689 564 830 753 622 8.1 | 730 653
HMA X 60.6 79.1 829 689 715 793 69.1 559 835 746 623 844|732 657
LNL-KL v 490 715 771 59.0 68.7 729 564 469 766 662 523 79.1 | 646 554
HD-SHOT | v 486 728 77.0  60.7 70.0 732  56.6 470 7677 675 526 802 | 653 559
SD-SHOT v 50.1 750 788 632 729 764  60.0 48.0 794 692 542 816 | 67.4  58.1
DivideMix v 517 747 785 61.8 724 733 598 480 829 680 564 816 | 674 584
DINE v 522 784 813 653 76.6 187 627 496 822 698 558 842|697 604
BiMem v 545 788 814  66.7 787 796 659 536 823 736 578 849 | 715 629
BETA v 572 785 821 68.0 786 797 675 560 830 719 589 842|721 644
RFC v 574 800 828 670 80.6 802 683 578 828 728 593 859|729  65.1
SEAL v 585 814 847 717 80.4  82.1 72.2 543 86.0 762 606 863|745 663
CVH-TDN | v 717 887 833  69.7 86.1 833 702 689 837 738 726 913|786 732

where D, (+) is the Kullback-Leibler divergence; sim?2(-, ¢) is the index set of the first-¢ similar
samples by calculating cosine similarity.

In Cfe, we introduce a regularization loss to enhance the difference in the representation of different
samples in the feature space, and the generated hallucination image is forcibly aligned with the
original image to guide the separation of different classes of samples. The regularization loss can be
expressed as:

c L2 o @ N O
Li6 = 57 > Vilogo (V) + M7 x 37 ), (15)
i=1 Jj=1,i#1

where Y; = argmax Y, is a hard label predicted by the training model, N, is the number of high-
reliability samples, and 7 is the transpose operation. This process requires the gradient to be updated
separately, so that the class differences can be improved through common feature information without
being affected by the information of individual samples. The L ¢ is denoted by:

Lyo = L%+ £51e. (16)
According to [[11], the training model is affected by negative information from low-reliability samples
in early training, which leads to the decline of model discrimination ability. In the hallucination
calibration, we make low-reliability samples unaffected by ngce initially, and use £%¢ to explore
the spatial similarity among samples. In the middle of training, driven by the hallucination alignment,
all type-U R samples will become samples of type R, where Nz = N;. Ly discovers the spatial
information with deep feature correspondence by jointly learning hallucinations and similar samples
with signature features.

3.4 Overall Objective Function

Following previous methods [[11} 13} [14], the conditional self-regularization is adopted as the task-
specific loss to complete the DABP task. The task-specific loss can be expressed as:

Ltask :EIEXDKL(YHS(x» (17)
Therefore, the overall objective loss of CVH-TDN can be expressed as:
Etotal = »CHA + EHC + Ctaslv (18)

To explain why CVH-TDN works effectively and why it contributes to DABP, we derive an error bound
through theoretical analysis in Appendix B. The whole training process is shown in Appendix C.

4 Experiments

Implementation Details. We evaluated our method on four standard benchmark datasets, including
Office-31 (27, Office-Home [28]], VisDA-17 [29]], and DomainNet [30]. Our method is implemented
based on the PyTorch and train the model on a machine with an NVIDIA GeForce RTX4090 GPU.



Table 2: Accuracies (%) on the VisDA-17 using the ResNet-101 backbone.

Method ‘DABP‘ plane bike bus car horse knife mcycle person plant sktbrd train truck ‘Mean H.Mean

Source-only | — | 643 246 479 753 69.6 85 79.0 31.6 64.4 3.0 814 92 | 489 352
MCC X 88.7 80.3 805 71.5 90.1 932 85.0 71.6 89.4 73.8 850 369 | 788 76.8
HMA X 97.6 884 843 76.0 984 97.1 91.3 81.4 97.0 96.7 88.8 60.7 | 88.1 87.9
COT X 982 894 876 823 980 972 96.4 86.2 98.3 926 922 581 89.7 88.5

LNL-KL v 82.7 83.4 7677 449 909 385 784 71.6 82.4 803 829 504 | 719 708
HD-SHOT ' 75.8 858 78.0 43.1 920 41.0 79.9 78.1 84.2 864 810 655 | 742 744
SD-SHOT v 79.1 858 772 434 91.6 410 80.0 78.3 84.7 86.8  81.1 65.1 74.5 74.8
DINE v 814 867 779 551 922 346 80.8 79.9 87.3 879 843 587 | 756 743
BETA v 949 902 854 61.1 955 93.1 85.0 83.8 92.9 919 91.1 550 | 85.1 85.9
RFC v 95.6  89.7 87.8 758 96.5 96.5 90.4 82.8 96.0 700 857 55.1 85.2 84.2
SEAL ' 979 922 880 735 971 96.1 92.4 85.7 93.9 956 912 664 | 89.2 89.5
CVH-TDN | 969 916 873 836 970 958 92.7 90.6 95.9 955 926 672 | 906 90.1

To make fair comparisons, we follow Table 3: Accuracies (%) on the Office-31 using the ResNet-
[T1L 3] to select the ResNet [1]] pre- S0 backbone.

trained on ImageNet [32] as the back-
Method [DABP[A—»DA—W D—A D—W W—A W—D|Mean H.Mean

bone in all experiments, where ResNet-

50 is used for Ofﬁcg-}]’ Oﬁ‘icg-Homg’ Source-only| — |79.9 76.6 564 928 609 985 | 775 587
and DomainNet, while ResNet-101 is MCC x 956 954 726 986 739 100 |89.4 733
used for VisDA-17. In our experi- HMA x | 958 951 793 993 776 100 |91.2 785
ments, we adopt SGD optimizer with  LNL-KL | v |84 868 651 948 67.1 987 |83.6 66.1
the weight decay le-3, the momentum HD-SHOT| v | 865 831 661 951 689 981|830 675
0.9. the f ’ 1 . SD-SHOT | v |[892 837 679 953 711 97.1 |84.1 695
.9, the teature exFractor carning rate DINE v |91.6 8.8 722 962 733 986 864 7238
le-4, and the classifier learning rate le-  BiMem | v | 928 882 739 968 753 994 |87.7 746
P BETA v | 936 883 761 955 765 99.0 | 882 76.3

3. The bottlengck S1z€ 18 set to 256 RFC v | 944 930 767 956 775 98.1 (892 77.1
and the batch size is set to 64. Fol-  sgaL | v [951 83 776 9.0 767 993|888 772
lowing previous SOTA [14], the num- CVH-TDN| v |964 928 756 989 810 99.6 |90.7 783

ber of warm-ups is set to 3, and both o
overall-average accuracy (Mean) and Table 4: Results with different values of hyperparameter A

on-hard task (whose source-only ac- ©On Office-31 with ResNet-50 backbone.

curacies are below 65%) average ac- X |AsD AW DoA DSW WA WD | Mean
curacy (H.Mean) are reported. Spe-

uracy ( ). p P 0 | 928 913 732 985 768  99.6 | 887
cific dataset details are presented in 10% | 964 928 756 989 810 996 | 907

Appendix D. 20% | 958 932 738 989 778 996 | 898
30% | 954  93.0 724 990 744 998 | 89.0

Comparison Methods. To evaluate

our method, we choose several relategl Table 5: Results of ablation study on the Office-31 and
UDA and DABP works for compari- y:.h4_77 datasets

son. For UDA, we compare to CDAN

[33]], MCC [34]], HMA [35]], and CST Loss Office VisDA
[36] Meanwhile. we compare our Lya Lygc HG |[A—-DA—-W D—A D—-W W—A W—D Mean| Mean
CVH-TDN with previous SOTA DABP Sourceonly | 79.9 766 564 928 609 985 77.5| 489
methods, including LNL-KL [16], HD- v 89.3 864 736 965 744 990 865 75.7
SHOT [8], SD-SHOT [8]], DivideMix v 89.8 868 745 985 752 99.6 87.4 | 78.1
; v v 944 904 747 989 80.1 99.8 89.7 | 85.1
[37], DINE [11], BiMem [13], BETA v v | 938 921 745 986 77.1 999 893|835
[14], REC [15]], and SEAL [31]. To vV v 929 902 739 986 789 994 89.0| 825
ensure fair comparisons, we follow the v v v |94 928 756 989 810 99.6 90.7 | 90.6
training protocol, learning strategy, and £y 4 £Hg £G1e
network architecture for the source do- 945 919 758 987 797 99.6 90.0 | 88.7
main as specified in DINE. The results v v | 947 923 761 987 80.1 99.6 903 | 87.1

of all comparison methods are obtained
from the original papers, their associated codebases, or follow-up work.

Results. In Tables 1, 2, 3, and Appendix E, the results show that CVH-TDN significantly outperforms
the previous SOTA methods on all four benchmarks. For average accuracy, CVH-TDN outperforms
the previous best results by 4.1%, 1.6%, 1.5%, and 1.4% on Office-Home, DomainNet, Office-31,
and VisDA-17, respectively. For these hard tasks with lower than 65% source-only accuracy, CVH-
TDN outperforms the baseline BETA by 8.8%, 1.6%, 2.0%, and 4.2% on Office-Home, DomainNet,
Office-31, and VisDA-17. These results demonstrate that the exploration of sample spatial relationships
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Figure 4: The visualization results of the heat map on the VisDA-17. Each result is reported when the
best accuracy is achieved.
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When 7 is equal to 0.5, we observe Figure 5: The accuracy trends of predictions on the VisDA-
that the best performance can be ob- 17 dataset. (a) shows the accuracy evolution of CVH-TDN
tained. And when r is equal to 0, the under different arousal values of r. (b) shows the accuracy
hallucination generation fails and all with different values of hyperparameter ¢.

generated images are uncontrollable.

These highlight that controllable hal-

lucination generation is essential for improving the model reasoning ability, while uncontrollable
generation can cause CVH-TDN to fail. Figure 5(b) plots the accuracy under different ¢ values, where
¢ determines the calibration influence of each high-reliability sample. As the value of ¢ increases,
high-reliability samples tend to cluster low-reliability samples with similar signature features more
capably. However, if ¢ is too large, common features may also be considered, leading to premature
model overfitting. Table 4 analyzes the effect of hierarchical strategy under different A values on the
Office-31. When X is equal to 0, the hierarchical strategy fails, which leads to the negative influence
of the information from unreliable samples on the early learning of the model. A higher value of A
reduces the proportion of reliable samples, leading to decreased efficiency in exploring sample spatial
relationships. More parameter analysis and comparison are shown in Appendix F.

Ablation Study. We report the ablation study on the Office-31 and VisDA-17 in Table 5 and present
the Grad-CAM [38] visualizations for the VisDA-17 dataset in Figure 4.

As shown in Table 5, experimental results demonstrate that every part of our algorithm is necessary
and indispensable. L 4 is designed to prevent overfitting of the model by controlling the original and
hallucination images for bidirectional alignment, and it can effectively improve model generalization
only when combined with Hallucination Generation (HG). Ly ¢ is an efficient clustering loss, but
since the effect of task-specific loss is also sample clustering, only the combined effect of the two
leads to model overfitting. For this, Ly 4 helps Ly to alleviate the conflict with task-specific
loss. When L and HG are combined, the class discrimination ability and model reasoning ability
are further improved. As shown in Figure 4, both Hsc and Cfe components of £y contribute to
improving the reasoning ability of the model by highlighting the areas that the model focuses on for a
given category. When Hsc is removed, the values of the regions of interest in the model are averaged,



resulting in a lot of non-main features being captured. Both modules of Lz 4 and Cfe are designed to
eliminate overfitting: L 4 is to eliminate overall sample overfitting, and Cfe is to eliminate reliable
sample overfitting. When Cfe is removed, the ability to grasp key features is weakened, resulting in
some key features not being captured. Combining the two, the model can extract the features in the
image accurately and efficiently. In summary, £ 4 and HG jointly determine the approximate region
of feature extraction from the model, and £y optimizes features for the region of interest of the
model. The results show that their combination significantly improves the model reasoning ability.
More visual studies are shown in the Appendix G.

5 Conclusion

In this work, we observe some weaknesses in existing DABP methods and solve them by proposing
a novel algorithm, CVH-TDN. Inspired by the Thalamus-driven Decoupling Network, CVH-TDN
contains the Hallucination Generation (HG), Hallucination Alignment (HA), and Hallucination
Calibration (HC) to achieve sample clustering and hallucination control by exploring the spatial
relationships. HG utilizes the attention of the training model to generate exploitable hallucinations.
HA explores the spatial relationship between the samples and the hallucinations generated by HG
through bidirectional alignment to encourage clustering of samples with similar features. HC uses a
hierarchical way to aggregate samples with similar signature features and separates ambiguous sam-
ples with common features. Experimental results demonstrate the effectiveness of spatial similarity
exploration in enhancing the model reasoning and class discriminability. CVH-TDN significantly
outperforms previous SOTA methods on all comparison datasets.
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the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The experimental code and the main code are available in the Supplementary
Materials.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: All the details are described, including hyperparameters, experiments, and
datasets.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper reports error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments in the Experiments section.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.
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8.

10.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide the computational cost comparison in Table 7.
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research conducted in the paper conforms with the NeurIPS Code of
Ethics in every respect.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We provide the broader impact in Appendix H.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.
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11.

12.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: In the Related Works and Introduction sections, we have explained that our
aim is to provide better data privacy protection with more flexible portability to prevent the
leakage of source data or the trained source model.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All the code and dataset utilized in this work are publicly available and are
only intended to compare the performances of different algorithms on classification tasks.

Guidelines:
* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.
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13.

14.

15.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: This submission poses no such risks.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: This submission poses no such risks.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: This submission poses no such risks.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: This submission poses no such risks.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Appendix

A. More Related Works

Unsupervised Domain Adaptation. UDA
aims to tackle the challenge of generaliz-
ing a model trained on a large number of
labeled samples from the source domain
to the target domain. UDA has been ex-
tensively explored for many practical ap-
plications, including image classification
[39H41]], semantic segmentation [42-44],
object detection [45H47]], and time series
forecasting [48H50]. However, UDA meth-
ods assume that both the labeled source
domain and the unlabeled target domain
are available at the same time, which is
not available in some scenarios where the
source domain data cannot be accessed dur-
ing training due to privacy-preserving poli-
cies.

Source-free Domain Adaptation (White-
box Predictors). Compared to the UDA
setting, SFDA has higher privacy protec-
tion because it does not need to touch any
source data. Many SFDA methods have
been proposed recently [6H8, [51], which
only require access to unlabeled target
data and a trained source domain model
during training. Most existing research
on SFDA tasks is mainly based on self-
training [6} 8} 511, class prototypes [8}152],
contrastive learning [[7,153]], and generative
models 54} 25]]. Although the SFDA task
has contributed to the mitigation of privacy
protection issues to some extent, recent re-
search [13] has found that exposing the
details of the white-box predictive model
training is quite dangerous due to certain
reverse generation techniques like [9, [10]].

Setting Comparison and Method Im-
provement. As shown in Figure 6, the
respective processes and the differences
among UDA, SFDA, and DABP are pre-
sented. Compared with SFDA, DABP pro-
vides better data privacy protection with
more flexible portability, which only needs
to upload target data to the cloud API and
then download predictions before training.
Figure 7 illustrates the advantages of CVH-
TDN and the differences from previous
DABP methods. Different from the previ-
ous DABP methods [[11}[13H15131], CVH-
TDN leverages sample spatial similarity
instead of suppressing targeted sample in-
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Figure 6: Illustration of the differences among UDA,
SFDA, and DABP. The dotted lines in the figure indi-
cate the operations performed by the cloud API with
the source model under different settings. SFDA re-
quires the entire source model to be obtained from the
cloud API before training. DABP outperforms SFDA in
data privacy protection and portability, simply requiring
uploading target data to the cloud API and then down-
loading predictions before training.
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Figure 7: Comparison between existing DABP methods
and CVH-TDN. Top: Existing DABP methods focus
on learning high-reliability knowledge and force low-
reliability sample aggregation. Bottom: CVH-TDN
proposes hallucination alignment to investigate the spa-
tial connection between samples and hallucinations and
introduces hallucination calibration to explore relation-
ships among spatially similar samples. Our algorithm
enhances the capabilities of model generalization and
class discrimination.

formation, thereby improving model generalization and class discrimination.
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B. Theoretical Analysis

We provide theoretical justifications grounded in the generalization bound of reasoning to clarify the
working mechanism of our algorithm.

Since our algorithm is trained in an unlabeled target domain and generates the controlled samples
based on our hallucination generation, we denote x ~ D as the real sample distribution of the target
domain. Based on the existing theories [55], the error of CVH-TDN can be formulated as a convex
combination of the errors of the reliable subdomain xp ~ Dpg, the unreliable subdomain xyp ~
Dy g, and the generated subdomain z ~ D¢ that represents the generated sample distribution of
the reliable subdomain. And denote yg, yyr and Yr, Yy g as the true labels and the predicted labels
of xr and xy R, respectively. Denote y¢ as the true label and 7 as the predicted label of x¢. yr
and 77 are the true labels and the predicted labels of target domain, yo = ygr, yr = yr + Yur, and
Yr = Yr + Yur. Let H denote a hypothesis, which can be expressed as:

GR(Ha:I/\R) §€G (Ha/y\G)+dnAn(DR7DG)+5G’a (19)
é7 (H,yr) = aer (H,yr) + (1 — a)evr (H,Yur) , (20)
€T (HayT) = Q€R (HayR)+(1_a)€UR (H7yUR)7 (21)

where doan(Dr, D) = 25Uy yren [Eopmpg [H(zr) # H'(zr)] — Esgopg [H(za) #
H'(zq)]|; ec(H,Jc) is the expected error of the generated sample distribution; e¢ =
min(er (H,Yr) + ¢ (H,Yc)) ; €r (H,yr) is the expected error of the reliable subdomain; «
is the trade-off parameter that is controlled by A in Eq. (7); ey r (H, Yur) is the expected error of
the unreliable subdomain; eg (H,yg) and ey (H, yyr) denote the oracle errors of reliable and
unreliable samples, respectively.

Forer (H,yr) < €q (H,Ya) + dnan(Dr, Da) + £, we analyze each component in detail in this
paragraph:

(1) e¢ (H, Yy ) is the expected error of the generated sample distribution, which can be minimized
with a cross-entropy loss in the former term of Eq. (15). With the guidance of the black-box predictors,
in the initial stage of training, the distribution of the reliable samples selected by the target model
in the feature space is relatively close to that of the samples in the source domain. We can obtain
good training results for these samples with similar features through the black-box predictors. As the
training progresses, the model gradually adapts to the distribution of the target domain. the target
model continuously selects more reliable samples. Thus, D¢ can better learn the knowledge of these
reliable samples through Eq. (15), and align the distribution of the target features through Eq. (12), so
as to continuously adapt to the target domain. Therefore, ¢ (H, J¢) is small in the whole training.

(2) e¢ is the shared error of the ideal joint hypothesis which is considered to be a sufficiently small
constant to represent the complexity of the generated sample hypothesis space.

(3) dnan(Dr, D) depends on the expected error of the disagreement between two hypothesis on
the reliable subdomain and the generated sample distribution of the reliable subdomain. In the early
stages of training, it is easy to find two hypotheses that both H and H’ correctly predict the reliable
samples. As the training progresses, hallucination alignment explores the spatial relationship between
the samples and the hallucinations generated by hallucination generation through bidirectional
alignment to encourage clustering of samples with similar features. Hallucination alignment helps to
maintain the discrimination and generalization ability of the model in the target domain. Therefore,
Eso~ne [H(za) # H'(zg)] is always small during adaptation phase. Hallucination calibration
uses a hierarchical way to aggregate samples with similar signature features and separates ambiguous
samples with common features. Hallucination calibration helps to improve model reasoning ability
and prevent reliable sample overfitting. The joint learning of hallucination alignment and hallucination
calibration is conducted on reliable samples. As a result, E,,~p, [H(zr) # H'(zg)] always
maintaining a small value during adaptation phase.

Then, during the transition from the early stage to the middle stage of adaptation, we derive an upper
bound of how the error e+ (H, Jr) is close to e7 (H, yr) though hallucination calibration, which is
the oracle error with the truth label y, of the target domain.

Theorem 1. Let I be a hypothesis in class n, we have:
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jer(H,r) — er(H,yr)| = |a-cr(H,Gr) + (1 - a) evn(H, Grn)

—aer(H,yr) — (1 — a)eyr(H,yur)

< a(ler(H,yr) — cvr(H,yur)| + ler(H,Yr) — cur(H,yur)|)
+ levr(H,yur) — evr(H,yur)|

< a(dnan(Dr, Dur) +€+8) + pur, (22)
where the ideal risk in this hypothesis H is the combinatorial error of the ideal joint hy-
pothesis ¢ = er (H*,yr) + eur (H*,yur) with H* = argmhirn (er (H,yr) + evr (H,yur));
E=¢er (H*,yr)+euvr (H*,yur) is the predicted risk; the distribution discrepancy between reliable
and unreliable subdomains is dyan(Dr, Dur) = 25Upy e |Ean~py [H(zr) # H'(xr)] —
Eopp~Dun [H(xUR) % H’(xUR)] | ; and pygr is the predicted label rate of yYyg,
puvr = evr(ur.yur) - Then, we set e = |er(H,yr)—cur(H,yur)l
€2 = |er (H,yr) —evr (H,yur)|, and e3 = |evr (H,yur) —evr (H,yur)|, making
|67: (H,yr) —er (H, yT)| < a(e1 + €2) + €3. By applying the triangle inequality for classification
errors [56]] as presented in Lemma 1, we can prove the upper bound of €1, €2, and €3.

Lemma 1. For any hypotheses H;, Hs, and Hs in class n,
€(Hy,Ho) < e(Hy,Hs)+€(Ho, Hs). (23)
Therefore, for €; , we can prove that:
€1 = |ler(H,yr) — evr(H,yur)|
<ler(H,yr) — er(H,H")| + levr(H, H") — evr(H,yur)| + ler(H, H*) — euvr(H, H")|
<er(H*,yur) + evr(H",yur) + ler(H, H*) — ey r(H, H")|

1
S §d7LATL(DR7DUR) +e (24)
Similarly, for es,
€2 = |er(H,yr) — euvr(H,Jur)|
< |er(H,yr) — er(H,H")| + |evr(H,H") — evr(H,Jur)| + ler(H,H*) — eur(H, H")|
< er(H",Yr) + evr(H",yur) + |er(H,H*) — eyr(H, H")|

1 £ o~ £ o~
< §dnAn(DR> Dygr) +er(H",yr) + evr(H*,yur)
1 ~
< idnAn(DRv Dyrg) +E. (25)
For €3,

e3 = levr(H,yvr) — evr(H,yur)| < evr(Yur, yur) = PUR- (26)
By proving €1, €2, and €3, we can derive Theorem 1,

‘Gf(ﬁa??T) - €T(H7yT>‘ < oaler +€) +es
1 1 ~
<a <2dnAn(DRa Dyr) + €> +a <2dnAn(DR,DUR) + 6) + pUur

= a(dnan(Dr, Dur) + € +8) + pur, (27
when the reliable subdomain is mostly correct, yr and yg are extremely similar with the ideal risk
¢ that is negligibly small [57], in which case pr ~ 0, € is bounded by the predicted label rate of
unreliable subdomain py r. Empirical results demonstrate that d,a,(Dg, Dyg) is usually small
across the two subdomains, which plays a significant role in tightening the upper bound though
hallucination calibration. Therefore, our method can theoretically reduce the expected error of the
model on the target domain.

C. Algorithm Details

The whole training process is shown in Algorithm 1. In addition, the experimental code and the main
code are available in the Supplementary Materials.
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Algorithm 1 CVH-TDN for DABP task.

Nt

Input: Target samples D; = {(x;)},”, , black-box hard predictions P;, and training model Mg € {F,C};
Parameter: The model parameter 6 and the hyperparameters \, u, fis, ¢, and r;

1: Initialize: M, simple tests on D; to initialize § and memory storage M ; initialize smooth adaptive storage

S with P; and i (determined by fis and p);

2: while Adaptation do

3:  Get sample batch B using My from Dy;

4:  Hallucination Generation:

5:  Control hallucination image x generated by F' evaluating z; in B using Egs. (1)-(4).

6.

7

8

Hallucination Alignment:
Dynamic divide the samples according to their reliability using Eqgs. (6)-(8);
Update M using Eq. (5) to extract the latest information;
9 Calculate bidirectional alignment weights w using Eq. (9).
10 Hallucination Calibration:
11:  Update S and i using Eq. (13) to mimic the brain cognitive processes;
12:  Retrieve M to explore the relationship between features and space and calculate the spatial similarity.
13:  Model Training:
14:  Optimize target model My by minimizing Eq. (18).
15: end while

Table 6: Accuracies (%) on the DomainNet using the ResNet-50 backbone. The rows represent the
source domain and the columns represent the adapted target domain.

ResNet | clp inf pnt qdr rel skt Mean || DINE | clp inf pnt qdr rel skt Mean

clp — 165 360 10.1 528 418 314 clp — 121 296 11.1 604 373 294
inf 321 — 320 27 474 264 28.1 inf 295 — 376 34 538 265 30.1
pnt 29.6 232 — 49 367 278 244 pnt 373 129 - 42 605 347 299
qdr 112 1.1 1.9 - 43 717 53 qdr 94 0.7 3 — 83 6.6 5.6
rel 482 19.6 479 43 — 356 311 rel 45.1 144 497 55 — 350 299
skt 49.1 135 355 115 471 — 31.3 skt 433 100 393 116 572 — 322
Mean | 340 148 307 6.7 377 279 253 Mean 329 100 318 72 480 280 262

BETA | clp inf pnt qdr rel skt Mean || CVH-TDN | clp inf pnt qdr rel skt Mean

clp — 134 412 130 61.8 41.1 341 clp — 190 418 113 572 427 344
inf 349 — 416 37 568 307 336 inf 378 — 399 29 535 321 332
pnt 473 184 — 32 625 419 347 pnt 452 189 — 40 603 379 333
qdr 1.7 09 21 - 9.1 8.1 6.4 qdr 150 09 29 — 60 11.1 72
rel 46.5 158 509 5.6 - 377 313 rel 527 217 525 57 — 392 344
skt 473 123 423 148 599 — 353 skt 541 173 443 124 543 — 36.5
Mean | 375 122 356 81 500 319 282 Mean 410 156 363 73 463 326 298

D. Specific Dataset Details

Four standard benchmark datasets are used for evaluating our method and comparison, including
Office-31 [27]], Office-Home 28], VisDA-17 [29], and DomainNet [30]. Office-31 is a small-scale
benchmark dataset, which contains 4,110 images with 31 categories from 3 domains, Amazon (A),
Dslr (D), and Webcam (W). Office-Home is a widely used medium-scale benchmark that contains a
total of 15.5K images with 65 categories from 4 distinct domains, Real World (R), Clipart (C), Art
(A), and Product (P). VisDA-17 is a challenging large-scale benchmark with 12 categories that include
152k synthetic source domain images and 55k target images of real objects, presenting a greater
challenge due to a large synthetic-to-real domain gap. DomainNet is the largest domain adaptation
benchmark dataset, which consists of about 600K with 345 categories across 6 domains: Clipart (clp),
Infograph (inf), Painting (pnt), Quickdraw (qdr), Real (rel), and Sketch (skt).

E. Additional Dataset DomainNet

For the DomainNet dataset, we compare our algorithm with previous SOTA methods [11}[14] under
the ResNet-50 backbone. As shown in Table 6, compared with other algorithms, CVH-TDN achieves
the highest average accuracy of 29.8% on the DomainNet, which is full of on-hard tasks (whose
source-only accuracies are below 65%). These results demonstrate that, in the on-hard tasks, our
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Figure 8: The effect display of different p and [is in the A—C subtask of the Office-Home. Each
result is reported when the best accuracy is achieved.

spatial exploration method based on hallucination control is more effective than methods that rely on
suppressing specific sample information.

F. More Parameter Analysis and Motivation Demonstration

As shown in Figure 8, we report the performance of different methods [11} [14] under various
conditions of u and /i, on the Office-Home. In the brain cognitive processes [38], when humans
encounter something they have never seen before, their brain cognition is primarily influenced by
external information, with a small portion derived from their own understanding. And as their under-
standing deepens, they can balance the weight of external information and their own understanding,
increasingly trusting their own understanding of the matter. In this work, we mimic the brain cognitive
process to improve the learning and updating process of Eq. (13), where (15 simulates the initial
external information and x4 simulates human understanding. Additionally, when 1 = fis = 0.6, it
indicates the use of the previously common adaptive label smoothing update [11] instead of our
update strategy. Experimental results show that this improvement significantly enhances the compared
DABP methods.

Moreover, we conducted further analytical experiments to demonstrate the advantage of our method
for more effectively leveraging both reliable and unreliable samples compared to existing approaches.
First, we elaborate on some concepts: the higher the model prediction accuracy of a class, the higher
the proportion of reliable samples in that class. Meanwhile, the samples exhibiting features that
clearly distinguish their class tend to have a higher probability of being reliable. Because different
methods have different strategies for discriminating reliability, we have selected sample instances
with consistent initial reliability judgments between BETA [[14]] and SEAL [31]. Specifically, in
Figure 9, the classes corresponding to high-reliability samples are: Bus, Skateboard, and Person; and
the classes corresponding to low-reliability samples are: Car, Motorcycle, and Truck.

As shown in Figure 9, the samples corresponding to the classes of Bus and Skateboard were consis-
tently regarded as reliable samples during the training of BETA and SEAL. They focus on learning
from these reliability samples, and Figure 9 demonstrates that they effectively concentrate and lock
the feature regions of interest on the salient features. Meanwhile, some low-reliability samples
(corresponding to the class Car) have also been correctly rectified from the wrong judgments of the
black-box predictors through high sample knowledge. However, for some low-reliability samples
(corresponding to the class Motorcycle and Truck), the previous methods all failed: BETA didn’t lock
onto the effective features, and SEAL mistakenly locked onto the features of other classes. In addition,
SEAL even misjudged some samples that were judged as high-reliability samples (corresponding
to the class Person) as belonging to other classes. These observations are sufficient to show the
limitations of using high-reliability samples to constrain the attention-locked area. Moreover, the
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Figure 9: The visualization results of the heat map on the VisDA-17. The redder the area, the higher
the model’s level of attention.

w/o Luc: 77.1% w/o HG: 80.1% CVH-TDN: 81.0%

Figure 10: The ablation visualizations of the feature distribution in the W— A subtask of the Office-31
using t-SNE [12]. Herein, the points represent target samples and the different colors correspond to
their true classifications.

feature visualization of Figure 1 can also serve as evidence for the inadequacy of their clustering
ability.

In our method, driven by the hallucination alignment, all type-U R samples will become samples of
type R in the middle of training. We conceptually blurred the distinction between high-reliability and
low-reliability samples during the learning process: samples are no longer constrained by high- or
low-reliability ones. As shown in Figures 4 and 9, CVH-TDN enhances the model’s reasoning ability
by expanding the coverage area of the model’s region of interest through hallucination generation
and hallucination alignment, resulting in more effective use of all samples.

G. More Ablation Visualization and Experimental Comparison

In Figure 10, we present the t-SNE visualizations of the ablation study on the Office-31.
Experimental results show that each component of our method improves the discrimination capacity
of classes. It is worth noting that, in the small-scale dataset Office-31, the impact of removing HG
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Figure 11: Classification visualization with Confusion Matrix to compare different methods on the
VisDA-17. (Zooming in for a clear view)

Table 7: Results of cost comparison on the VisDA-17 with the ResNet-101 backbone.
Method \ Time (s/epoch) Space (MiB) Accuracy (%)

DINE 124s 9881MiB 75.6
BETA 1101s 20247MiB 85.1
SEAL - Over 24G 89.2
CVH-TDN 205s 10589MiB 90.6

or L 4 is not as significant as shown in the heatmap visualizations [38]] of the large-scale dataset
VisDA-17 in Figure 4. This indicates that in datasets with small domain gaps, an efficient clustering
algorithm is more important than an algorithm designed to prevent model overfitting, while the
opposite holds for datasets with large domain gaps. Furthermore, L 4 focuses on enhancing the
model reasoning ability, while £ ¢ emphasizes improving the class discrimination ability.

For a fair comparison, we set the same running conditions (e.g., batch size = 64, num workers =
4, etc.) in the compared works on a machine with an NVIDIA GeForce RTX4090 GPU. Figure
11 shows the Confusion Matrix visualization, in which our method consistently outperforms in
discriminating target samples of each class on the VisDA-17. This demonstrates that exploring the
spatial relationships among samples by controlling hallucinations is more effective in improving class
discrimination ability than suppressing specific sample information.

In Table 7, we record the average runtime cost, the maximum GPU space usage, and the best accuracy
of each comparison method. When adapting VisDA-17, it is worth noting that BETA [14] is divided
into two stages that are highly computationally intensive: the first stage is the initialization, which
requires initialization of the two models due to their mutually-distilled network structures; the second
stage is the two-step process, which requires distillation and fine-tuning for each epoch. SEAL [31] is
highly resource-intensive, and its official code cannot complete the adaptation task on VisDA-17 under
the same conditions with 24GB GPU memory. Compared to other methods, CVH-TDN calculates the
model area of interest and generates attention-specific masking blocks with minimal cost, which does
not require fine-tuning or a computationally expensive generation network. Moreover, our memory
structure M uses 57.05 MiB of GPU space usage and our smooth adaptive storage S uses 2.54 MiB
of GPU space usage. Since they do not require gradient storage or updates during training, their GPU
space usage is nearly negligible.

To ensure robustness, we report the performances across multiple runs with different random seed
initializations. As shown in Table 8, we maintained a small average accuracy gap (0.4%) among
different seeds, reflecting the stability and superiority of our method.

Table 8: Results under different random seeds on the Office-Home with the ResNet-50 backbone.
Seed \ A—C A—P A—-R C—A C—P C—R P—A P—-C P—-R R—A R—C R—P Mean

2022 | 71.7 884 83.6 70.1 86.7 828 708 692 833 747 742 91.6 789
2023 | 722 893 837 699 877 829 696 687 833 749 738 916 790
2024 | 71.7 88.7 833 69.7 86.1 833 702 689 837 738 726 913 786
2025| 72.1 886 835 700 879 84 701 672 837 154 721 914 7187
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H. Broader Impacts and Limitations

Our work CVH-TDN focuses on the problem of Domain Adaptation of Black-Box Predictors (DABP),
which provides better data privacy protection with more flexible portability compared with other DA
settings. Inspired by research in pathology and neuroscience, CVH-TDN is specifically designed
for the DABP classification task. While its effectiveness has been demonstrated through extensive
experiments and its theoretical soundness established, its applicability to other tasks remains an open

question. Therefore, we plan to further explore the practical utility of this algorithm in a broader
range of task scenarios.
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