Medical Imaging with Deep Learning — Under Review 2023 Short Paper — MIDL 2023 submission

High-Fidelity Image Synthesis from Pulmonary Nodule
Lesion Maps using Semantic Diffusion Model

Xuan Zhao XZ1919@QIMPERIAL.AC.UK
Benjamin Hou BH1511@IMPERIAL.AC.UK
Department of Computing, Imperial College London, London, UK

Editors: Under Review for MIDL 2023

Abstract

Lung cancer has been one of the leading causes of cancer-related deaths worldwide for years.
With the emergence of deep learning, computer-assisted diagnosis (CAD) models based on
learning algorithms can accelerate the nodule screening process, providing valuable assis-
tance to radiologists in their daily clinical workflows. However, developing such robust and
accurate models often requires large-scale and diverse medical datasets with high-quality
annotations. Generating synthetic data provides a pathway for augmenting datasets at
a larger scale. Therefore, in this paper, we explore the use of Semantic Diffusion Mod-
els (SDM) to generate high-fidelity pulmonary CT images from segmentation maps. We
utilize annotation information from the LUNA16 dataset to create paired CT images and
masks, and assess the quality of the generated images using the Fréchet Inception Distance
(FID), as well as on two common clinical downstream tasks: nodule detection and nodule
localization. Achieving improvements of 3.96% for detection accuracy and 8.50% for APsq
in nodule localization task, respectively, demonstrates the feasibility of the approach.
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1. Introduction

Accurate detection and localization of pulmonary nodules using Computed Tomography
(CT) is one of the main ways to perform early diagnosis of lung cancer. Deep learning
has aided the diagnosis of lung cancer since its emergence. However, current methods for
detecting lung nodules typically only predict their centers, while the size of the nodules,
a critical diagnostic criterion, is often overlooked. The volume of a nodule can be used to
differentiate between benign and malignant nodules, with larger volumes often indicating
malignancy. Additionally, changes in nodule volume over time can be used to assess treat-
ment response or disease progression (Gavrielides et al., 2009). Lung nodules are often quite
small, they can exhibit a wide range of shapes that vary drastically with different seman-
tic features. Gradient-based inpainting methods, such as Poisson blending, are unreliable
when the nodule volume is too small. On the other hand, simple cut-and-paste techniques
can introduce spatial discontinuity. In recent literature, diffusion models have been proven
to be capable of generating very realistic images (Yang et al., 2022), which is particularly
useful as a data augmentation method for medical imaging tasks (Chen et al., 2022). In
this paper, we leverage Semantic Diffusion Model (SDM) (Wang et al., 2022) to synthesize
high-fidelity pulmonary CT images from segmentation masks containing lung nodules. Our
proposed method permits controlled synthesis of nodule shape and size whilst maintaining
image quality and diversity. The results obtained demonstrate the beneficial performance
of our pipeline in subsequent downstream tasks.
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2. Data and Method

Our method utilizes the LUNA16 dataset (Setio et al., 2017), a subset of the publicly
available LIDC-IDRI dataset, which contains 888 chest CT scans and 1186 marked nodules.
For all experiments, the CT window is set between [-1000,400], and operations are performed
in 2D. Slices are considered only if they contain lung structure, as nodules do not exist
outside these regions. To create nodule masks, the nodules are first cropped spherically
based on the centroid and diameter information from the provided annotations. A manual
OTSU threshold is then applied to each cropped region-of-interest to get the final masks.
The intensities of the cropped pixels are clustered using the K-Means algorithm with two
centers, and the threshold is selected as the average of these centers. Additionally, a ‘body
mask’ is also generated, which comprises the entire patient’s body. Each slice is intensity
thresholded at 127, followed by a morphological hole fill process. The largest connected
region is then selected. The final mask is then composed of the structures in this order;
background, left lung, right lung, trachea, body mask, and nodule if one is present.

Our data preprocessing method above results in 1139 slices with nodules and 128059
slices without nodules. For all experiments, the training and testing sets are divided by
patient ID to ensure no data cross-contamination. Specifically, 744 patients were used
for training, while 144 patients were used for testing. As nodule-free slices would greatly
outnumber slices with nodules (almost 1 in 100), only 1 in 4 (empirically selected) nodule-
free slices are selected to train the generative models, as well as subsequent downstream
tasks. SDM and SPADE (Park et al., 2019), a previous state-of-the-art method, are trained
and used to generate synthetic 2D pulmonary CT slices; 1000 slices with nodules, and
another 1000 that are nodule-free. Two downstream tasks, namely nodule detection and
localization, are then trained with a mixture of synthetic and real samples. SDM was trained
with an image size of 256x256 (reduced due to resource availability) and a batch size of 2.
Training took approximately 2 days for 100,000 steps, using the AdamW optimizer with
an initial learning rate of le-4. SPADE was trained with an image resolution of 512x512
and a batch size of 16. Training took approximately 7 hours for 20 epochs, using the Adam
optimizer with an initial learning rate of le-4. All experiments were conducted on a machine
with an NVIDIA A6000 GPU.

3. Experiments and Result

All experiments are run for 10-folds with the synthetic images in the test fold being excluded
if there are any, and significance of accuracy/APj is confirmed by Wilcoxon rank-sum test
as shown in the p-value column. Table 1 shows the relevant metrics of two models before
and after adding diffusion-generated images in the training set. For nodule detection task
(determining whether a cropped 32 x 32 patch is nodule or non-nodule), a SE-ResNet (Hu
et al., 2019) was trained. Table 1 shows that adding SDM-generated images increases
both the accuracy and F1 score, as well as lower the standard deviation, when compared
to the baseline and SPADE. For nodule localization task, a Faster R-CNN model (Ren
et al., 2016) was trained for detecting the location/bounding boxes of nodules on a 2D
slice. The model trained with the additional SDM-generated images outperformed both
the baseline and the SPADE-image-trained model in AP and AR in all selected IoU test
points. Figure 1A shows samples generated by SDM and SPADE, and Figure 1B shows
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example downstream nodule localizations. Finally, the FID scores for SDM among nodule
and non-nodule diffusion-generated images are 80.820 and 84.494, respectively, and the FID
scores of those for SPADE-generated images are 186.609 and 147.451.

Accuracy (%) Precision (%) Rec./Sen. (%) Specificity (%) F1 p-value
LA 85.76 + 1.69 85.63 £+ 3.66 86.42 + 5.05 85.03 £6.10 85.83 £ 1.61 -
LB 88.99 +1.32 83.3+£2.74 90.64 + 2.86 87.86 £ 2.98 86.76 £ 1.31 82.0 x 1076
LC 89.72+1.26 85.09 +2.21 90.37 £ 2.14 89.29 +£1.93 87.61+1.23 9.54x107°
APy (%) APg (%) AR50 (%) ARgo (%) ARy (%) p-value
ILA 80.26 + 5.62 73.73 £6.03 89.23 + 3.85 83.62 £4.12 64.96 +4.39 -
II,B 80.04 + 4.60 72.37+£5.14 90.18 + 3.52 83.52 £4.10 66.24 + 3.50 0.985

II,C 88.75+3.21 84.80+3.72 95.02+2.15 91.55+2.49 78.08 +2.96 4.825x 1074

Table 1: Relevant metrics on 4 experiments: I: Nodule detection task. II: Nodule localization task.
A: Without synthetic images in train set. B: With SPADE images in train set. C: With diffusion
images in train set. p-value is generated between A (control experiment) and other experiments (B
or C). AP and AR are Average Precision and Recall, and the subscript denotes the ToU% used.

Figure 1: (A) Example images generated by SDM and SPADE. L-to-R: CT image, CT mask,
SDM image, SPADE image. Top: Nodule slice. Bottom: Nodule-free slice. (B) Localization
downstream task. Top: SDM, Bottom: SPADE. Left: Correctly identified nodules, Right: False
Negative/Positive detections. Green box is ground truth and red box is prediction.

4. Discussion and Conclusion

The FID score of SDM-generated images is much lower than SPADE-generated images, indi-
cating the quality of synthetic images via SDM is significantly better than synthetic images
via SPADE. However, this comes at a trade-off where generating synthetic images using
SDM is much more time-consuming and computationally expensive compared to SPADE
(i.e. ~10 min/image for SDM whilst 320 images/min for SPADE running on Nvidia A6000
GPU). Surprisingly, in the SDM images, fine details in the trachea region of original images
are preserved, while in the SPADE images the area is filled with random noises/strokes.
Overall, our experiments have shown that SDM has the potential of generating high-fidelity
pulmonary CT images, even with nodules of small diameters, as evident by the improve-
ment of downstream tasks compared to SPADE and baseline. Future work include training
SDM in 2.5D in order to perform 3D volume generation, and also to extend the mask class
to include nodule malignancy.



ZHAO Hou

References

Yizhou Chen, Xu-Hua Yang, Zihan Wei, Ali Asghar Heidari, Nenggan Zheng, Zhicheng Li,
Huiling Chen, Haigen Hu, Qianwei Zhou, and Qiu Guan. Generative adversarial networks
in medical image augmentation: A review. Comput. Biol. Medicine, 144:105382, 2022.

Marios A Gavrielides, Lisa M Kinnard, Kyle J Myers, and Nicholas Petrick. Noncalcified
lung nodules: volumetric assessment with thoracic ct. Radiology, 251(1):26-37, 2009.

Jie Hu, Li Shen, Samuel Albanie, Gang Sun, and Enhua Wu. Squeeze-and-excitation net-
works, 2019.

Taesung Park, Ming-Yu Liu, Ting-Chun Wang, and Jun-Yan Zhu. Semantic image synthesis
with spatially-adaptive normalization. In CVPR, pages 2337-2346. Computer Vision
Foundation / IEEE, 2019.

Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun. Faster r-cnn: Towards real-time
object detection with region proposal networks, 2016.

Arnaud Arindra Adiyoso Setio, Alberto Traverso, Thomas de Bel, Moira S. N. Berens,
Cas van den Bogaard, Piergiorgio Cerello, Hao Chen, Qi Dou, Maria Evelina Fan-
tacci, Bram Geurts, Robbert van der Gugten, Pheng-Ann Heng, Bart Jansen, Michael
M. J. de Kaste, Valentin Kotov, Jack Yu-Hung Lin, Jeroen T. M. C. Manders, Alexan-
der Sonora-Mengana, Juan Carlos Garcia-Naranjo, Evgenia Papavasileiou, and Mathias
Prokop. Validation, comparison, and combination of algorithms for automatic detection
of pulmonary nodules in computed tomography images: The LUNA16 challenge. Medical
Image Anal., 42:1-13, 2017.

Weilun Wang, Jianmin Bao, Wengang Zhou, Dongdong Chen, Dong Chen, Lu Yuan, and
Hougiang Li. Semantic image synthesis via diffusion models. CoRR, abs/2207.00050,
2022.

Ling Yang, Zhilong Zhang, Yang Song, Shenda Hong, Runsheng Xu, Yue Zhao, Yingxia
Shao, Wentao Zhang, Ming-Hsuan Yang, and Bin Cui. Diffusion models: A comprehensive
survey of methods and applications. CoRR, abs/2209.00796, 2022.



	Introduction
	Data and Method
	Experiments and Result
	Discussion and Conclusion

