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Abstract

Text-to-image generation models have attracted
a lot of attention because of their ability to cre-
ate images from text prompts. However, nat-
ural language prompts are often concise and
ambiguous, making it difficult to consistently
produce high-quality images that meet user ex-
pectations. In this work, we investigate the
capabilities of large language models in image
generation and introduce a method, Prompt Op-
timizer, which utilizes large language models
for prompt augmentation. Using the Pick-a-Pic
and CoCo datasets, our experiments employ
an improved aesthetic predictor and PickScore
as evaluation metrics to evaluate image quality
and text-image relevance. Compared to direct
generation and other text-to-image prompt gen-
eration methods, our method has seen signifi-
cant improvements in relevance and generation
quality.

1 Introduction

In recent years, with the continuous advancement
of text-to-image generation models and natural lan-
guage processing technologies, models such as Sta-
ble Diffusion (Rombach et al., 2022) and DALL-
E (Ramesh et al., 2022) have demonstrated the
ability to generate rich and diverse images from
user-provided text prompts. This development not
only lowers the cost of artistic creation but also
offers large-scale, high-quality datasets for down-
stream scientific research tasks (e.g., (Kirstain et al.,
2023)), particularly in the field of computer vision.

In the image generation process, users first pro-
vide text prompts to describe the image they wish
to create. They then adjust model hyperparameters
and obtain different outputs by modifying random
seeds. However, the inherent ambiguity of natu-
ral language can make it challenging, especially
for novice users, to craft effective prompts that
guide the model in generating the desired images.
Finding the right keywords often requires extensive

trial and error to achieve high-quality results. To
address this, previous studies have offered guide-
lines for text-to-image generation models (Liu and
Chilton, 2022), emphasizing the importance of fo-
cusing on the main content of the prompts.

Previous studies have introduced various tools to
assist users in generating prompts, including auto-
matic prompting techniques (Wang et al., 2023) and
systems like PromptMagician (Feng et al., 2023).
However, these methods often require users to per-
form additional steps, which inevitably increases
the learning curve and the overall complexity for
users.

To assist users in generating more effective
prompts, we proposed Prompt Optimizer, a text
prompt generation method that aligns with the
guidelines for text-to-image generation. This ap-
proach focuses on the core content of the prompts.
First, a large language model is employed to ex-
pand upon content that is either vaguely expressed
or omitted when users provide natural language
input. Then, the key elements are extracted using
a content extraction technique. Our method is in-
spired by the Chain-of-Thought framework of large
language models (Wei et al., 2022). By utilizing a
series of intermediate reasoning steps, we leverage
the prior knowledge of the model to enhance both
the accuracy and effectiveness of the generated
prompts. Our contributions are as follows:

* We analyzed the correlation between prompt
words and natural language elements re-
quired by image generation models, identi-
fying which components of natural language
provide the most significant support for image
generation tasks.

* We proposed a prompt optimization method
for image generation models based on LLMs,
enabling the automatic refinement of original
prompts, including natural language elements.
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Figure 1: Optimization process of the prompt using our method, where missing contents were supplemented.

2 Related Work

Chain-of-thought The original Chain-of-Thought
approach aims to enhance the performance of tasks
related to arithmetic, common sense, and sym-
bolic reasoning (Wei et al., 2022). Building on
this, the Tree of Thoughts model (Yao et al., 2024)
introduces various reasoning pathways and self-
evaluation mechanisms, further improving perfor-
mance in more complex tasks that demand global
backtracking. Additionally, Sparks of Artificial
General Intelligence (Bubeck et al., 2023) (Feng
et al., 2024)highlights GPT-4’s ability to excel not
only in language but also in solving novel, challeng-
ing tasks across diverse domains such as mathemat-
ics, coding, vision, medicine, law, and psychol-
ogy—without requiring any specialized prompts.
Remarkably, GPT-4’s performance in these areas
approaches human-level capabilities.(Achiam et al.,
2023) This suggests that it is feasible to generate
prompts using the GPT-4 model with the Chain-of-
Thought approach.

Prompt Optimization In PromptMagician(Feng
et al., 2023), the authors propose an interactive sys-
tem to assist users in optimizing input prompts
for text-to-image generation models. The system
retrieves similar images and prompt words from
a large-scale dataset, DiffusionDB(Wang et al.,
2022), and identifies important keywords. How-
ever, in practical use, this method does not fully
simplify the image generation process, as it still
requires continuous human-system interaction to
optimize the generated results.

RePrompt(Wang et al., 2023) introduces an au-

tomatic method that similarly retrieves images and
prompt words from DiffusionDB and identifies
relevant keywords. However, this approach fo-
cuses primarily on the emotional expression within
prompts and does not emphasize the key concepts
highlighted in the Design Guidelines for Prompt
Engineering in Text-to-Image Generative Models.

In our approach, we place significant emphasis
on automated generation and refinement of key-
words to optimize the quality of generated images.
Our method automates the identification and en-
hancement of essential keywords, allowing the
prompt construction process to be both efficient
and user-friendly.

3 Methodology

We begin by outlining our research content and the
overarching methodology that guides our approach.
Following this, we present a detailed introduction
to our studies and the technical methods used our
work.

3.1 Research Content

This study explores the potential of leveraging large
language models to optimize and enhance text-to-
image generation, addressing key challenges in pro-
ducing high-quality images based on natural lan-
guage prompts. Our research encompasses several
main areas:

First, we analyze the limitations of current text
prompts in image generation, highlighting how
overly concise or incomplete prompts can affect
the quality, relevance, and consistency of gener-



ated images. This analysis lays the groundwork for
developing an optimization framework. Based on
these insights, we propose the Prompt Optimizer
method, which uses the reasoning capabilities of
large language models to automatically supplement
and refine prompts. This method decomposes the
prompt optimization process into multiple subtasks,
including key information extraction, missing con-
tent completion, and structured prompt generation,
to achieve progressive improvement of prompts.
To verify the versatility of Prompt Optimizer,
we applied this method across different text-to-
image generation models (e.g. Stable Diffusion
and DALL-E 2) to examine its adaptability and ro-
bustness. These multi-model experiments confirm
the method’s wide applicability and demonstrate
its effectiveness across various architectures. Ad-
ditionally, we conducted systematic experiments
using the Pick-a-Pic dataset, quantifying the im-
pact of Prompt Optimizer on image aesthetics and
text-image relevance using evaluation metrics such
as Improved Aesthetic Predictor and PickScore.
Finally, we explored the potential applications
of Prompt Optimizer in areas such as digital art,
content creation, and virtual environment design,
and discussed future research directions, including
further improvements in adaptability and testing
across broader datasets and generation models.

3.2 Methodology

In response to the first question, previous studies
have highlighted that the subject and style of the im-
age are the keywords with the most significant im-
pact on the quality of the generated images(Liu and
Chilton, 2022). These keywords not only influence
the visual characteristics of the output, but also
determine whether the generated image accurately
reflects the user’s intent. However, a potential chal-
lenge arises when users, especially those without
domain-specific knowledge, attempt to generate
images using natural language. Due to the inherent
ambiguity and variability of natural language(Beck
et al., 2020), the prompts often contain only a sub-
set of the essential keywords, which can result in
the omission of critical information necessary for
high-quality generation.Previous experiments fre-
quently relied on users to evaluate the quality of
the generated images and provide feedback, which
was then used to refine and improve the subsequent
prompts.

To describe our method, we divided the prompt
optimization task into the following tasks:

In the Task 1, Our method processes the original
prompt in this step, yielding two outputs: the first is
the extracted original content, denoted as R, and
the second is a vector, 1, which indicates whether
the original prompt includes the corresponding ele-
ments.:

(R}, m) = E(P;, IP) (1)

In this formula, £ represents the extraction pro-
cess. The input consists of the j-th original prompt
P from the dataset and the task-specific prompt
I P. The extraction process yields two outputs: a
4-dimensional vector 7, where a value of 0 in any
dimension indicates that the corresponding content
was not extracted, and the extracted textual content
R, representing the refined result.

In addition, we instruct the LLLM to process and
introduce the extracted content. The response gen-
erated by the large model at this stage is not directly
included in the final optimized prompt. Instead, the
Chain-of-Thought method is employed to leverage
the contextual and prior knowledge of the large
model. The corresponding formula is as follows:

Y=LLM(X,C)= argmea)g(P(y | X,C) (2)
y

The equation describes how a large language
model (LLM) leverages both the input X and the
context C' to generate the output Y. Specifically,
the model seeks to maximize the conditional proba-
bility P(y | X, C) over all possible outputs y € V.
Here, X represents the current input, C' denotes the
contextual information, and ) is the set of all po-
tential outputs. The final output Y is determined as
the one that achieves the highest conditional prob-
ability, showcasing the model’s ability to utilize
prior knowledge and contextual understanding for
effective generation.

In the Task 2, we instruct the LLM to supple-
ment any potentially missing content based on the
previously extracted information. The correspond-
ing formula is as follows:

Rj = R+ LLM(IP + n(P))) 3)

Among them, R;- represents the extracted con-
tent, while 7 is a 4-dimensional vector indicating
whether each component has been successfully ex-
tracted. If any component is missing, the large
language model will generate the missing content
based on the designed prompt I P, and combine it



with the originally extracted content R;- to produce
the response I?;.

In the Task 3, We extract the response I?; gener-
ated in the previous step and derive the prompt P;,
which is used for image generation:

Pj = E&(R;,1P) 4)

Figure 2 illustrates the process by which our
method supplements and optimizes the original
prompt to produce a more comprehensive and ef-
fective input for image generation. In the initial
state, the prompt provided by the user often con-
tains only a brief description of the main subject of
the image, lacking details about other important as-
pects that contribute to the image’s overall quality
and relevance.

To address these limitations, our approach uti-
lizes a large language model to automatically an-
alyze and enrich the prompt by identifying and
incorporating missing elements. Liu et al.(Liu and
Chilton, 2022) suggest that when generating an im-
age, it is important to focus on key aspects such as
the subject, theme, style, and other relevant details.

Regarding the determination of the impact of
each component of the prompt on the quality of the
final generated image, we propose the following
formula:

Q" = argmaxwQ(S, F, B, A) 5)

Among them, () represents the quality score of
the generated image, while S, F’, B, and A denote
the impact of prompt components related to the
subject, features, background, and artistic style, re-
spectively, on the quality of the generated image.
The variable w is a 4-dimensional vector represent-
ing the selection strategy for the prompt compo-
nents. By maximizing (), we determine whether
to retain the corresponding content in the gener-
ated prompt. The definition of w is given by the
following formula:

W = [ws,wr, wp, We], w; € {0,1}  (6)

The value of wj; is either O or 1, representing
whether this component is retained in the final se-
lection strategy.

After defining the task and the selection strategy,
we proceed to the experimental section to validate
our approach and determine the specific values of
the selection strategy.

4 Experiment

4.1 Setup

Dataset. In this study, we selected the Pick-a-Pic,
COCO 2014, and COCO 2017 datasets for exper-
imentation. The Pick-a-Pic dataset is specifically
designed to evaluate text-to-image generation mod-
els, providing pairs of descriptive text prompts and
corresponding images across various categories.
Additionally, it includes a scoring system called
PickScore, which enables objective comparison
of the quality of generated images and their rele-
vance to the provided prompts. The COCO 2014
and COCO 2017 datasets are extensively used in
computer vision research, containing over 200,000
diverse images across multiple categories, includ-
ing people, animals, scenery, and transportation.
These datasets offer a wide range of scene and ob-
ject types, which are essential for improving the
generalization ability of image generation models.

Text-to-image model. We chose Stable Dif-
fusion 3.0 (SD 3.0) as the generative model for
this study. SD 3.0, an advanced diffusion model,
demonstrates strong generative capabilities, pro-
ducing high-quality and detailed images, particu-
larly in handling complex scenes and fine textures.
The model supports multimodal inputs, including
text, images, and labels, enabling efficient condi-
tional image generation. This makes it well-suited
for tasks such as text-to-image generation. Ad-
ditionally, its open-source nature allows for cus-
tomization and optimization according to specific
requirements, offering high flexibility and scalabil-
ity.

The entire experiment was conducted using the
Stable Diffusion 3.0 model. For all generated im-
ages, we maintained consistent parameters, includ-
ing the same random seed, iteration count, and
CFG ratio, while generating images at a resolu-
tion of 1024x1024. This approach ensures that the
prompt is the sole variable in the image generation
process.

In parallel, we also selected SD 2.0 and DALL-E
models for small-scale experiments to assess the ro-
bustness of our method across different generative
models.

4.2 Result

For this study, we selected three key evaluation
metrics to assess the quality and relevance of the
images generated. The first metric, PickScore, is
included in the Pick-a-Pic dataset and serves as
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Figure 2: This figure illustrates how we leverage a large language model to optimize the original prompt. The
original prompt contains only partial information. The "Introduce" task involves applying the Chain-of-Thought
approach, after which the prior knowledge embedded in the large language model is used to supplement and refine
the original prompt, enhancing its completeness and relevance.

an objective measure of both image quality and
relevance to input prompts. PickScore allows for
a standardized assessment of how well the gener-
ated images align with the expectations set by the
prompt, making it an ideal metric for evaluating
prompt-guided image generation models.

The second metric that we used is the improved
aesthetic predictor(Dhar et al., 2011), which is
specifically designed to evaluate the aesthetic qual-
ity of the generated images. Unlike purely objec-
tive measures, this predictor focuses on subjective
aspects of image quality that are often crucial to
human visual perception. By considering these fac-
tors, the Improved Aesthetic Predictor provides a
nuanced understanding of the aesthetic appeal of
generated images, making it a valuable tool in the
context of text-to-image generation.

We chose Inception Score(Barratt and Sharma,
2018)as the scoring criterion primarily because it
is concise and effective. The IS score evaluates
the quality and diversity of generated images by
calculating their classification probabilities in a pre-
trained Inception network. A higher IS value indi-
cates that the generated image has strong category
information and clarity.

The first step of the experiment is to identify
the specific keywords that need to be emphasized

when using a large language model for prompt
completion. For example, consider the formula we
provided earlier:

Q" = argmaxwQ(S, F, B, A) @

In the above equation, to determine the content
that should be included in the optimal prompt, we
need to systematically remove the subject, features,
background, and artistic style information from the
prompt. This allows us to test the impact of each
content component on the quality of the generated
image. To achieve this, we conducted a small-scale
experiment, selecting 500 random prompts from
the Pickapic dataset for comparative analysis. The
results are shown in Table 1:

As can be seen in the table 1, the different prompt
words included in the prompt have a noticeable im-
pact on the generated results. Based on our scoring
criteria, we define the quality of the image genera-
tion results from three perspectives: the correlation
with the original prompt, represented by Pickscore;
the overall quality of the image generation, repre-
sented by the average values of IPA and IS; and the
stability of image generation, represented by the
variance of the IPA and IS scores.

From this column of results, it can be seen that
in the Pickscore (representing the first column),



Table 1: This table represents the impact of different contents in the prompt on the quality of image generation,
where S, F, B, and A represent the subject, features, background, and artistic style, respectively.

Datasets Methods Scores
Pickscore IPA Ave IS Ave  IPA Var IS Var  Q Value
PickaPic  Origin / 15.1924 10.4584 103.2728 32.7592 /
F+B+A 0.4759 19.2023 10.5711 121.9197 35.0822 6.65
S+B+A 0.4758 19.2949 10.5845 117.5262 31.1142 7.14
S+F+A 0.4845 18.2441 9.8058 125.6750 31.8859 5.89
S+F+B 0.4296 18.8345 11.4459 93.2812 36.5210 7.26
S+F+B+A  0.4887 18.5619 10.3748 131.6659 32.7690 5.99

prompts without background-related content show
a relative decrease of about 10% in relevance com-
pared to prompts with other content. However,
the stability of the generated content has improved
significantly. Specifically, the variance of IPA in
the S+F+B+A prompt, which includes all content,
decreased from 131.66 to 93.28 after removing
background-related content, representing a reduc-
tion of approximately 29%.

To comprehensively consider these factors, we
propose a combined evaluation metric for image
generation quality.

Q=P(IPA+1IS—a(Var(IPA)+ Var(I9)))
®)

This formula allows us to evaluate the optimal
generation method by considering the prompt rele-
vance, image quality, and stability of the generation
process.

Here, we aim to balance the quality and stabil-
ity of image generation. To achieve this, we set
the weight « to 0.1, which allows a rough balance
between these parameters of the same order of mag-
nitude, ensuring that the weight values of quality
and stability are appropriately balanced in the for-
mula.

The last column of the table 1 represents the
result of the calculation ) of the formula. From
the value (), we can determine the comprehensive
evaluation of the impact of each relevant content
in the prompt on the generated image. After con-
sidering the quality, stability, and relevance of the
generation, we have concluded that the method
of automatically completing prompts by removing
artistic style-related content, namely the S+F+B
prompts, is the most effective.

The results of our experiments on the three
datasets, PickaPic, COC0O2014, and COCO02017,
are shown in Table 2:

The following results in table 2 are worth noting:

Using the previously defined formula, we com-
prehensively evaluate the correlation and aesthetic
quality of the generated images, with the results
presented in the final column, Q. Since Pickscore
requires two images and a prompt as input parame-
ters, it is not possible to obtain a rating when using
the original image and prompt as inputs. There-
fore, no Pickscore score is available for the original
prompt, and correspondingly, the Q value is also
unavailable for the original prompt, as it requires a
Pickscore for correlation evaluation. Regarding the
evaluation metric Q, our method significantly out-
performs traditional model training methods, such
as PromptMagician, across three different datasets.
The difference between the two ranges from 6.36 to
7.43 on the PickaPic dataset used for image gener-
ation, representing a 16% improvement. The effect
is even more pronounced on the COCO2014 and
COCO02017 datasets, with the mean Q increasing
from 2.58 to 7.92.

In Figure 3, we ran several experiments with a
single prompt, and the results show that while some
of the images generated by the Prompt Optimizer
still had negative IAP scores, the overall area of the
score was still better than the original method.

Regarding the quality of image generation, it can
be observed from the IPA dataset that our genera-
tion method significantly outperforms the original
dataset. The improvement in aesthetic predictor
scores for the three datasets were 23%, 18%, and
19%, respectively. Although the PromptMagician
generation method achieves higher IPA scores, its
average Pickscore is only 43% of our method’s
average. This suggests that PromptMagician is con-
strained by the Diffusion DB dataset used for train-
ing, and after optimizing the original prompt, the re-
sulting content may deviate considerably from the
original prompt.This trend is particularly evident



Table 2: This table compares the performance of our method with other prompt generation methods and raw prompts

across multiple datasets.

Datasets Methods Scores
Pickscore IPA Ave IS Ave IPA Var IS Var  Q Value
PickaPic Origin / 15.1924 10.4584 103.2728 32.7592 /
PromptMagician 0.2618 28.5341 9.7634 111.3139 26.6703 6.36
PromptOptimizer  0.4296 18.8345 11.4459 93.2812 36.5210 7.43
CoCo02014  Origin / 9.5477 18.9431 49.2601 88.7491 /
PromptMagician 0.1736 25.2156 15.1639 91.8183  77.3831 2.28
PromptOptimizer  0.4517 11.2882 19.1551 44.3437 88.3283 7.72
CoCo02017  Origin / 10.4565 18.1300 46.2994 77.1154 /
PromptMagician 0.1395 244401 14.0787 94.0516 76.2918 2.78
PromptOptimizer  0.4434 12.4577 18.1022 454382  75.2305 8.13
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Figure 3: Comparison of Improved Aesthetic Predictor
scores between the two methods, with all images ranked
in ascending order of score.

across different datasets. Although the datasets we
selected provide both images and annotated text,
there is a fundamental difference between the Pick-
aPic, COCO0O2014, and COCO2017 datasets.

The underlying reasons for this phenomenon
may include several factors. First, the elevated
average aesthetic score suggests an improvement
in the perceived quality of individual images; how-
ever, the substantial increase in variance signals a
loss in generation stability. This instability is likely
due to the addition of generic or imprecise style
prompts that may not perfectly align with the con-
tent and context of every original prompt. Such
prompts, while enhancing aesthetic appeal in some
cases, may conflict with the intended subject or
theme, leading to unpredictable outcomes.

Additionally, the decline in PickScore points
to a potential reduction in correlation between
the generated images and their original prompts.

ence,” where the focus on stylistic elements over-
shadows or dilutes the content-specific guidance
intended by the user. Since these artistic style
prompts are automatically generated by the large
language model—rather than being tailored by the
user—their influence can sometimes dominate over
the original content, creating a dissonance between
the image and prompt. As a result, although the
generated image might be visually appealing, it
may not accurately reflect the user’s original inten-
tion, leading to a lower PickScore.

Another contributing factor could be the inherent
subjectivity associated with artistic styles. Artis-
tic styles often encompass broad interpretations,
making it challenging for the model to apply a
style uniformly across different content types with-
out specific guidelines. When the model applies a
certain style automatically, it may accentuate par-
ticular visual aspects that do not necessarily align
with the user’s intended message, further impact-
ing prompt-image alignment. This subjective ap-
plication of style could explain the fluctuation in
aesthetic scores and the decreased consistency in
image generation.

In summary, while artistic style prompts can
enrich the aesthetic appeal of generated images,
they introduce challenges regarding consistency
and prompt fidelity. The high aesthetic scores ac-
companied by increased variance and decreased
PickScore highlight a trade-off between achieving
visual quality and maintaining prompt alignment.
These results suggest that when using automati-
cally generated artistic styles, careful consideration
is needed to balance aesthetic enhancement with
the retention of core prompt content, ensuring that



Table 3: This table compares the performance of our method with other prompt generation methods and raw prompts

across multiple datasets.

Datasets Methods Scores
Pickscore IPA Ave IS Ave IPA Var IS Var  Q Value
PickaPic Origin / 10.1653 10.0045 105.9577 33.2099 /
PromptMagician 0.2360 21.2009  8.5963 105.2533 28.1316 /
PromptOptimizer  0.3837 14.9215 11.0820 83.3579 33.4278 /
CoCo02014  Origin / 8.5712  17.9607 31.9323  88.0926 /
PromptMagician 0.1499 18.3210 12.4703 76.6914 68.1638 /
PromptOptimizer  0.4455 10.7920 17.2218 35.7865 85.0113 /

the generated image remains true to the user’s orig-
inal intention.

4.3 Robustness Experiment

To further verify the robustness of the Prompt Op-
timizer, we conducted small-scale experiments on
DALL-E 2. The experimental results are shown
in Table 3. It can be seen from the results that
although there are differences in the image genera-
tion mechanisms of these models, the Prompt Opti-
mizer can always improve the generation quality of
each model. The IAP scores have been significantly
improved compared with the original prompts in
both generation methods using two datasets, and
the IS scores also have certain improvements on
the Pickapic dataset. This multi-model adaptability
demonstrates that the optimization strategy of the
Prompt Optimizer does not rely on any specific gen-
eration model but can be effective across various
architectures.

Prompt Optimizer demonstrates strong perfor-
mance in terms of generation consistency and sta-
bility. We conducted variance analysis on the im-
ages generated by each experimental group to as-
sess fluctuations in generation quality. The results
indicate that the variance in image scores is signifi-
cantly reduced following optimization with Prompt
Optimizer, resulting in more stable outputs across
various generation tasks. This implies that Prompt
Optimizer not only optimizes image quality but
also enhances the stability of the generation results,
ensuring more consistent outcomes when generat-
ing images from the same prompt multiple times.

Although our method performs well in terms of
scoring, it still sometimes achieves lower scores,
which may be due to the following reasons. Due
to constraints in training data, no current method
can fully determine whether a generated image A
is definitively superior to image B. Image detection
algorithms can compare image quality by analyzing

key factors such as distortion and gradient.

5 Conclusion

This paper proposes a new method Prompt Opti-
mizer that leverages the reasoning capabilities of
large language models to optimize user prompts.
This includes extracting the information provided
by the user and supplementing any missing parts
of the prompt based on relevance. We randomly
selected a subset of the Pick-a-Pic dataset to evalu-
ate our method, using two metrics: PickScore and
the Improved Aesthetic Predictor, to assess both
effectiveness and stability. The results demonstrate
that our method can effectively and consistently
optimize the original prompts provided by users,
while also validating the reasoning abilities of large
language models in the context of image generation.
This provides new insights into the application of
large language models in the field of computer vi-
sion.

6 Limitation

Due to the limited availability of diverse datasets
and standardized evaluation metrics in the field of
image generation, verifying the robustness of our
method across various datasets remains challeng-
ing. The existing datasets often lack the breadth
and variety necessary to test how well the method
generalizes to different types of prompts, content,
and styles. Although the subset we used for eval-
uation is derived from the original dataset’s train-
ing set, there is a potential bias introduced by the
specific image generation techniques and stylis-
tic choices within this dataset. Such biases may
impact the generalizability of the evaluation met-
rics, limiting our ability to conclusively measure
the robustness of our method across unseen data
distributions.
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