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Abstract. The application of Contrastive Language-Image Pre-training
(CLIP) models to remote sensing imagery has garnered significant at-
tention. A key challenge lies in the scarcity of high-quality, large-scale,
image-text paired training data. Recently, several works introduced ex-
tensive image-text datasets that leverage existing heterogeneous anno-
tated datasets for remote sensing and trained their vision-language foun-
dation models. However, due to the rudimentary methods used for creat-
ing text descriptions, the quality of datasets produced by these methods
is suboptimal, requiring larger volumes of training data, while only yield-
ing modest performance improvements. In this paper, we primarily pro-
pose the employment of Multimodal Large Language Models (MLLMs)
to generate higher-quality captions. Specifically, we carefully design an
Annotation to Instruction (A2I) module to bridge existing annotations
for detection, segmentation, and classification tasks with the input re-
quirements of grounding MLLMs. In addition, we propose a refined rule-
based text caption generation method and incorporate 8 classification
datasets and 1 multispectral RGB composite image dataset to enhance
the diversity of data. Finally, we have created RSM-ITD, a high-quality,
large-scale remote sensing image-text dataset, containing approximately
480K image-text pairs. The experimental results suggest that, despite
the smaller size of our proposed dataset, the CLIP models trained on it
achieve better results than SOTA methods in tasks like zero-shot classifi-
cation, retrieval, and semantic localization. Dateset, pre-trained models,
and codes will be released upon publication.

Keywords: Remote Sensing · Image-Text Paired Dataset · CLIP · Vi-
sion Language Foundation Model

1 Introduction

Visual language models (VLMs) such as CLIP [1], pre-trained on large-scale
image-text data, demonstrate strong generalization capabilities and can achieve
competitive performance across various downstream tasks. Recently, the appli-
cation of VLMs for remote sensing (RS) and aerial imagery has garnered sig-
nificant attention [2–4] for its superior capability. Liu et al. [2] demonstrated
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that large CLIP models, trained with extensive pre-training image-text paired
RS data, perform expressively on various RS applications. The key to achiev-
ing success in this area lies in the high-quality, large-scale RS image-text paired
data. Unlike natural images, RS images and their associated text descriptions
cannot be effectively sourced from the public internet. Additionally, manually
annotating aerial images requires specialized knowledge and is extremely time-
consuming [5]. This is more challenging for textual caption annotating, as RS
images often lack detailed content, making it difficult even for experts to provide
diverse annotations.

To address this gap, Liu et al. [2] proposed a data scaling method that con-
verts precise annotations from object detection datasets into English sentences,
thus creating the first large-scale RS image-text dataset. Their method offers
several advantages. Firstly, it effectively leverages high-quality RS images and
precise manual annotations from existing public datasets. Secondly, it rapidly
generates a large volume of RS image-text data at a low cost. However, this
approach has significant limitations. Firstly, the Box-to-Caption (B2C) algo-
rithm [2] describes only a single category within the image, omitting descriptions
for the other categories. This might lead to ambiguity in the construction of pos-
itive and negative pairs when training, resulting in poor annotation quality [6,7].
Secondly, the descriptions lack contextual information beyond annotations, such
as details about aerial scenes, which can help reduce ambiguity and enhance the
alignment between the image and text. Thirdly, the rule-based generated text de-
scriptions tend to be repetitive and lack natural, meaningful, and multi-semantic
content [2, 3].

Wang et al. [3] connected RS images from the Google Earth Engine (GEE)
platform with information from the OpenStreetMap (OSM) database using ge-
ographic coordinates. They applied a series of rules to convert labels into cap-
tions. However, these captions were mechanically assembled and lacked natural,
meaningful sentences. Zhang et al. [4] proposed RS5M, which employs keyword
filtering of natural image-text datasets. However, this method introduces signif-
icant noise into the data. Consequently, despite their large scale, this dataset
suffers from low quality.

Recently, researchers started to explore the use of Multimodal Large Lan-
guage Models (MLLMs) for generating captions for RS images. Zhang et al. [4]
utilized the BLIP-2 model on category-annotated RS datasets, highlighting the
potential of MLLMs in this field. However, BLIP-2 [8] can only generate descrip-
tions from class-level label instructions, lacking fine-grained annotation informa-
tion that can be extracted from large-scale object detection and semantic seg-
mentation datasets. To the best of our knowledge, no attempts have successfully
employed MLLMs to create large-scale, high-quality RS image-text datasets.

To leverage MLLMs for higher-quality captions of detection and segmenta-
tion datasets, the MLLMs need to accept information such as object locations
as input. Fortunately, MLLMs with visual grounding capabilities can perceive
bounding box (bbox) annotations that have been proposed, such as Kosmos-2 [9].
However, these grounding MLLMs can not directly accept box or segmentation
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annotation as inputs. Therefore, we designed an Annotation to Instruction
(A2I) module to convert classification, detection, and segmentation annotation
to the instructions required by grounding MLLMs. By leveraging these instruc-
tions, grounding MLLMs can generate much more accurate and detailed captions
for RS images.

In addition to using MLLMs for generating image-text datasets, we also im-
proved the RemoteCLIP’s [2] Box-to-Caption (B2C) algorithm [2]by taking all
categories into account and developed the Annotation to Caption (A2C)
algorithm. The A2C minimizes image-text category ambiguity and leverages
precise manual annotations from existing public datasets. In summary, our pro-
posed dataset construction method includes A2C and MLLMs Generation, as
shown in Figure 1.

Our newly introduced dataset, named RSM-ITD (Remote Sensing Multi-
source Image-Text Dataset), comprises 210,515 images and 476,342 text cap-
tions. It provides natural and meaningful captions, an improvement over the
captions in the RemoteCLIP [2] and SkyScript [3] datasets. Distinguished from
RS5M [4], RSM-ITD reduces noise and enhances data quality by utilizing ob-
ject detection boxes and semantic segmentation annotations from existing well-
annotated datasets, thus ensuring more accurate and detailed captions.

We employed full fine-tuning to train the CLIP model on RSM-ITD, re-
sulting in RSM-CLIP. Experimental results show that RSM-CLIP significantly
enhances performance across various downstream tasks compared to the original
CLIP. Furthermore, despite being trained on a much smaller dataset, RSM-CLIP
outperforms SkyCLIP [3], RemoteCLIP, and GeoRSCLIP in multiple tasks, high-
lighting the high quality and effectiveness of our proposed RSM-ITD.

In zero-shot classification (ZSC) tasks, RSM-CLIP achieved a significant aver-
age top-1 accuracy improvement of 17.02% over CLIP across three test datasets.
In zero-shot retrieval (ZSR) tasks, it showed an increase in mean recall by 8.65%
on three benchmarks. In the more challenging task of RS semantic localization
(SeLo [10]), Rmi improved by 3.76%. After fine-tuning on downstream datasets,
RSM-CLIP demonstrated further enhancements, achieving average mean recall
improvements of 1.68% with ViT-B-32 and 2.76% with ViT-L-14 compared to
RemoteCLIP on datasets such as RSITMD, RSICD, and UCM.

Remarkably, RSM-CLIP achieved superior performance despite using only
one-tenth the training data compared to GeoRSCLIP. It resulted in a 1.43%
higher average top-1 accuracy in zero-shot classification (ZSC) tasks, a 2.18%
higher average mean recall in zero-shot retrieval (ZSR) tasks, and a 0.47% in-
crease in Rmi for RS semantic localization (SeLo) tasks. Furthermore, RSM-
CLIP (ViT-L-14) achieved superior performance compared to the previous SoTA
performances on benchmarks like RSITMD, RSICD, and UCM. Our contribu-
tions can be summarized as follows.

• We propose a novel method for constructing a RS image-text paired dataset,
resulting in a high-quality dataset named RSM-ITD, which comprises 476,342
image-text pairs.
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• Based on the RSM-ITD dataset, we develop a RS vision language pre-trained
model named RSM-CLIP, which delivers a robust vision language represen-
tation for RS applications. The dataset and models will be made publicly
available upon publication.

• The effectiveness of RSM-CLIP has been validated across a variety of down-
stream RS tasks, where it consistently outperforms previous state-of-the-art
RS models.

2 Dataset Construction

Fig. 1. Pipeline of the RSM-ITD construction. M2B transforms Seg*4 to DET*4. A2C
transforms annotations into captions by rule-based method. A2I converts annotations
into instructions recognizable by Kosmos-2. <loc651><loc848> represents the bounding
box of the airplane in the left image, while Input indicates the actual instruction format
which is used to guide Kosmos-2 to generate captions.
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2.1 Data Preparation

Before generating captions, we collected 23 datasets and thoroughly cleaned the
images and annotations. The datasets are : (1) a multispectral composite im-
age dataset(MSrgb*1): fMoW [11], (2) 4 UAV aerial object detection datasets
(Drone*4): AU-AIR [12], CARPK [13], Stanford Drone [14], VisDrone [15], (3) 4
satellite semantic segmentation datasets (Seg*4): iSAID [16], LoveDA [17], Pots-
dam [18], Vaihingen [19], (4) 6 RS object detection datasets (DET*6): DIOR [20],
DOTA [21], HRRSD [22], HRSC [23], LEVIR [24], RSOD [25], and (5) 8 RS
scene classification datasets (CLS*8): NWPU-RESISC45 [26], AID [5], RSI-
CB128 [27], RSI-CB256 [27], WHURS19 [28], OPTIMAL-31 [29], MLRSNet [30],
EuroSAT [31].

After being transformed into DET*4 by the M2B algorithm [2], Seg*4 com-
bined with DET*6 to form DET-10. We initially gathered the Drone*4,
the Seg*4, and DET*6 used in RemoteCLIP to enable a fair compari-
son of data construction methods. CLS*8 and MSrgb*1 were collected
to further increase the diversity of the data. For the fMoW dataset, we
only selected samples from the validation set, as GeoRSCLIP [4] had already
generated captions for the training set, thereby avoiding redundancy.

In terms of images, we first removed unannotated images from each dataset.
For images that are too large (greater than 4,000,000 pixels), we employ a sliding
window approach to partition them into several non-overlapping smaller image
patches. A strict deduplication method using p-hash and URLs has been em-
ployed to prevent data leakage [2].

Ultimately, about 1
5 samples were removed. In terms of annotations, denois-

ing was also performed. For example, we removed annotations labeled as “ignored
regions” and “others” in the VisDrone dataset. The wording of the original anno-
tations was adjusted where necessary. For example, we changed the annotation
for people from "Human" to "person".

2.2 Caption Generation

Annotation to Caption (Rule-based). Firstly, we use Mask-to-Box (M2B)
algorithm [2] to extract the coordinates (xmin, ymin, xmax, ymax) of objects
annotated in the Seg*4 into bounding boxes, converting them into DET*4. When
describing the positions of objects, we define the central area as the rectangular
region spanning from 1/4 to 3/4 of the image’s width and height, with the
remaining area defined as the edge area. Annotation to Caption (A2C) includes
the following rules to generate captions for "DET-10":

• Rule 1: Describe all objects annotated in the image.
Example: There are three cars and two trucks in this image.

• Rule 2: Describe objects located both in the center and at the edge of this
image.

Example: There are three cars in the center of this image and two trucks
at the edge of this image.
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The pseudo-code for the A2C algorithm is shown in Algorithm 1. These
improved rules ensure that all annotated objects are included in the captions,
alleviate the risk of category ambiguity [6], and provide a more complete de-
scription. Experimental results demonstrate that our rule refinement strategy is
highly effective (Figure 3).

Algorithm 1: Annotation to Caption (A2C)
Function Annotation_to_Caption(bbox_list):

captions ← [ ];
// Caption 1: Describe all objects annotated in the image.
class_counts ← count_categories(bbox_list);
caption_parts ← generate_caption_parts(class_counts);
captions.append("There are " + join(caption_parts, ", ") + ".");
// Caption 2: Describe objects located both in the center and at

the edge of this image.
center_counts, edge_counts ← count_center_and_edge(bbox_list);
center_parts ← generate_caption_parts(center_counts);
edge_parts ← generate_caption_parts(edge_counts);
captions.append("There are " + join(center_parts, ", ") + " in the center,
and " + join(edge_parts, ", ") + " at the edge of this image.");

MLLMs Caption Generation. Several MLLMs are capable of perceiving
annotated information and generating textual descriptions for images, such as
chatGPT-4V [32], BLIP-2 [8], and Llava [33]. But chatGPT-4V is closed-sourced
and incurs high usage costs. Other MLLMs, like BLIP-2 and Llava, lack visual
grounding capabilities. Fortunately, Kosmos-2 is open-sourced and can leverage
textual instructions, as well as perceive and link the annotated bounding boxes
to the generated captions. It provides more accurate, informative, and compre-
hensive caption descriptions for images. Kosmos-2 is selected for our MLLMs
caption generation.

The instruction format has a significant impact on the performance of MLLMs.
To achieve better results, we explored the impact of different instruction tem-
plates before formal experiments. We randomly selected 1,000 images from the
overall dataset to test the impact of 10 different instruction templates of Kosmos-
2. After careful designation and extensive experiments, we adopted the following
3 instruction templates:

1 Describe this image with [class] in detail:
2 Describe this image with [class + bbox] in detail:
3 Where is/are the [class + bbox]? Answer:

For images with only class-level annotations, we use 1 to generate accurate
and comprehensive descriptions. For images with one or two bounding boxes, we
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use both 2 and 3 to obtain accurate positional information and comprehensive
image descriptions. For images with more than two annotated bboxes, we use 1

to achieve comprehensive image descriptions.
Since Kosmos-2 cannot directly accept bbox or semantic segmentation mask

as inputs, we propose the Annotation-to-Instruction (A2I) algorithm. It auto-
matically converts categories, object detection bounding boxes, and semantic
segmentation masks into instructions that Kosmos-2 can perceive. The pseudo-
code is shown in Algorithm 2. These instructions, along with the images, are then
fed into the Kosmos-2 model to generate corresponding captions. Experimental
results demonstrate the high effectiveness of our MLLM generation strategy
(Figure 3).

Algorithm 2: Annotation to Instruction (A2I)
Function annotation_to_instruction(dataset, dataset_type):

prompts ← extract_prompts(dataset, dataset_type)
instructions ← generate_instructions(prompts, dataset_type)

Function extract_prompts(dataset, dataset_type):
prompts ← []
for each image in dataset do

if dataset_type == ’classification’ then
prompts.append(image[’category’])

else if dataset_type == ’object detection’ then
prompts.append(f"obj[category] [location]")

else if dataset_type == ’segmentation’ then
bbox_list ← M2B(masks) prompts.append(f"obj[category]
[location]")

return prompts
Function generate_instructions(prompts, dataset_type):

instructions ← []
for each description in prompts do

if dataset_type == ’classification’ then
Instruction = "Describe image with [prompt] in detail:"

else
if object_number <= 2 then

Instruction1 = "where is/are the [prompt]?"
Instruction2 = "Describe image with [prompt] in detail:"

else
Instruction = "Describe image with [prompt] in detail:"

2.3 Dataset Description

Ultimately, we generated 230,766 captions for 115,383 images using the rule-
based method and 245,576 captions for 210,515 images using Kosmos-2. The re-
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sulting dataset contains a total of 210,515 images and 476,342 image-text pairs.
On average, each image description contains 57 words, providing detailed infor-
mation. The captions in RSM-ITD include rich semantic information, such as
image scene, objects, and their positional details.

3 Experiments

3.1 Experiment

Implementation Details. The CLIP ViT-B-32 and CLIP ViT-L-14 models
were fully fine-tuned on RSM-ITD. The training code is based on openCLIP1. To
emphasize the intrinsic effectiveness of our dataset, we did not use any data aug-
mentation techniques or perform specific hyperparameter tuning during training.
We randomly selected 10% of the RSM-ITD data as the validation set, with the
remaining data used for training. The training process utilized a cosine learning
rate scheduler, mixed precision (AMP) mode, and the AdamW optimizer [34].
Modal interaction was conducted using the InfoNCE loss [35]. For ViT-B-32,
the learning rate was set to 2e-5, and the batch size to 256. For ViT-L-14, the
learning rate was set to 1e-6, and the batch size to 32. Both models had their
weight decay set to 1. The training was conducted on a single RTX 4090 24 GB
GPU. Ultimately, we obtained RSM-CLIP (ViT-B-32) and RSM-CLIP (ViT-L-
14). Compared to RemoteCLIP’s 233.4 hours of training time, our RSM-CLIP
(ViT-L-14) training only required approximately 6 hours. All RS CLIP mod-
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Fig. 2. Comparison of different models’ test results on ZSC task

1 https://github.com/mlfoundations/open_clip

https://github.com/mlfoundations/open_clip
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els compared with RSM-CLIP were trained using the fully fine-tuned method.
The image backbone of these models is all ViT-B-32 unless we specify. Exper-
imental results indicate that RSM-CLIP shows superior capabilities while using
only 10% of the data of GeoRSCLIP, 60% of SkyCLIP-30’s data, and 65% of
RemoteCLIP’s data. We evaluated RSM-CLIP on 3 vision-language tasks.

Zero-shot Classification (ZSC). The definition of zero-shot learning in stud-
ies such as CLIP, RemoteCLIP, and GeoRSCLIP has been extended from gen-
eralizing to unseen object categories to generalizing to unseen datasets, serving
as a proxy for performing unseen tasks. Adhering to this definition, we utilized
the complete datasets of RSSCN7 [36], SIRI-WHU [37] and PatternNet [6] as
test data, evaluating the performance using top-1 accuracy as the metric.

As shown in Figure 2, RSM-CLIP achieved a 17.02% improvement in av-
erage top-1 accuracy over the vanilla CLIP, an 11.24% improvement over Re-
moteCLIP, and a 1.43% improvement over GeoRSCLIP. In addition, compared
to GeoRSCLIP, RSM-CLIP demonstrated more robust testing results across 3
different datasets.

RS Cross-modal Text–Image Retrieval (RSCTIR). RSCTIR includes
image-to-text retrieval and text-to-image retrieval. RSITMD [38], RSICD [7],
and UCM [39] datasets are commonly used for this task. We also define zero-
shot retrieval as the ability to generalize to unseen datasets. The evaluation
metrics in this paper are recall@1 and mean recall.

Table 1. Results of Zero-shot Retrieval task. The best result is in bold.

Test Dataset Models Training pairs I2T R@1 T2I R@1 mean recall

RSITMD

CLIP - 9.51 8.81 24.19
SkyCLIP-30 780K 11.73 10.19 30.67
GeoRSCLIP 5 Million+ 19.03 14.16 35.68
RSM-CLIP 476,342 17.7 15.66 36.44

RSM-CLIP
(ViT-L/14) 476,342 23.45 16.86 39.43

RSICD

CLIP - 5.31 5.78 15.74
SkyCLIP 780K 8.97 5.85 21.83

GeoRSCLIP 5 Million+ 11.53 9.52 26.18
RSM-CLIP 476,342 11.16 9.33 25.32

RSM-CLIP
(ViT-L/14) 476,342 13.17 10.23 27.69

UCM

CLIP - 9.52 8.67 33.13
GeoRSCLIP 5 Million+ 18.57 13.81 47.76
RSM-CLIP 476,342 20.48 14.95 50.25

RSM-CLIP
(ViT-L/14) 476,342 21.90 15.52 51.89
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As shown in Table 1, the average mean recall for RSM-CLIP was 4.6% higher
than SkyCLIP-30 across the RSITMD and RSICD datasets, and 2.18% higher
than GeoRSCLIP across the 3 test sets. RSM-CLIP (ViT-L-14) outperformed
all ViT-B-32 models in I2T R@1, T2I R@1, and mean recall, indicating that
larger models can more effectively leverage the rich information in RSM-ITD.

Table 2. Results of RSCTIR task. The best result is in bold.

Image
Backbone

Test
Dataset Models Training

Pairs I2T R@1 T2I R@1 mean recall

ViT-B-32 RSITMD RemoteCLIP 828,725 27.88 22.17 49.38
GeoRSCLIP 5 Million+ 30.09 23.54 50.10
RSM-CLIP 544,907 32.08 24.07 52.12

RSICD RemoteCLIP 828,725 17.02 13.71 35.26
GeoRSCLIP 5 Million+ 22.14 15.26 38.00
RSM-CLIP 544,907 21.87 15.48 38.05

UCM RemoteCLIP 828,725 20.48 18.67 56.36
RSM-CLIP 544,907 20.00 18.38 56.05

ViT-L-14 RSITMD RemoteCLIP 828,725 28.76 23.76 50.52
RSM-CLIP 544,907 30.53 27.21 52.29

RSICD RemoteCLIP 828,725 18.39 14.73 36.35
RSM-CLIP 544,907 22.60 17.04 39.78

UCM RemoteCLIP 828,725 19.05 17.71 54.68
RSM-CLIP 544,907 21.9 19.43 57.71

To fairly compare with RemoteCLIP and GeoRSCLIP fine-tuned on the
downstream test datasets, we fine-tuned our models on the RET-32 data pro-
vided by RemoteCLIP. As shown in Table 2, After fine-tuning the RSM-CLIP
on the RET-3, the average mean recall value of RSM-CLIP is 1.68% higher than
RemoteCLIP and 1.03% higher than GeoRSCLIP. The average mean recall value
of RSM-CLIP (ViT-L-14) is 2.76% higher than RemoteCLIP (ViT-L-14). It is
evident that larger models have better transfer learning capability.

Semantic Localization (SeLo) : SeLo task is considered a more advanced
retrieval task than RSCTIR. AIR-SLT is the only semantic localization test set
in RS. The evaluation metrics are Rsu, Ras, Rda, and Rmi.

In the SeLo task, RSM-CLIP achieved a 3.76% improvement in the compre-
hensive metric Rmi compared to CLIP and outperformed GeoRSCLIP by 0.47%.
The significant performance improvement of RSM-CLIP in the SeLo task is im-

2 RET-3 provided by RemoteCLIP includes 68,565 image-text pairs obtained by dedu-
plicating the combined training sets of RSITMD, RSICD, and UCM.
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Table 3. Results of SeLo task. The best result is in bold.

Method Training pairs Rsu ↑ Ras ↓ Rda ↑ Rmi ↑

CLIP - 0.7188 0.3006 0.6992 0.7071
RemoteCLIP 828,725 0.7365 0.3008 0.6928 0.7125
GeoRSCLIP 5 Million+ 0.7546 0.2610 0.7180 0.7400
RSM-CLIP 476,342 0.7469 0.2518 0.7364 0.7447

portant evidence of the rich semantics, diverse scenes, and spatial relationship
information contained in RSM-ITD. The results are shown in Table 3.

3.2 Ablation Study
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Fig. 3. Influence of Rule-improved and MLLM generation strategies. Compared to the
method of RemoteCLIP, our two methods show significant performance improvements
across all metrics.

Influence of the Rule-Improved Strategy. To ensure a fair comparison
of our rule-based generation method, we used the same image sources as Re-
moteCLIP and generated captions using our rules. Then, we fine-tuned CLIP
in the same manner as RemoteCLIP and referred to the resulting model as
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RuleGen-RSCLIP. Experimental results show that RuleGen-RSCLIP outper-
forms RemoteCLIP across various metrics (Figure 3).

Influence of the MLLM Generation Strategy. We used Kosmos-2 to gen-
erate captions for the homologous dataset of RemoteCLIP. After fine-tuning
the CLIP model as RemoteCLIP did, we referred to the resulting model as
KosmosGen-RSCLIP. Experimental results show that KosmosGen-RSCLIP out-
performs RemoteCLIP across various metrics (Figure 3).

+Drone*4 +DET-10 +CLS*8
+MSrgb*1

Fig. 4. Influence of Sub-Datasets. All types of datasets enhance CLIP’s performance
on ZSC and RSCTIR tasks. However, object detection and MSrgb datasets contribute
positively to the SeLo task, while drone datasets and RS classification datasets con-
tribute negatively. The ’RET3’ in this chart refers to the RSITMD, RSICD, and UCM
datasets.

Influence of Different Sub-Datasets. To determine the effect of various
sub-datasets, we divided the RSM-ITD into sub-datasets based on their sources.
These sub-datasets are Drone*4, DET-10, CLS*8, and MSrgb*1. We first trained
the CLIP model using Drone*4, resulting in RS-CLIP_1. Then, we trained it
using Drone*4 + DET-10, resulting in RS-CLIP_2. Next, we used Drone*4 +
DET-10 + CLS*8, resulting in RS-CLIP_3. Finally, we trained the model using
the entire RSM-ITD dataset (after adding MSrgb*1), resulting in RSM-CLIP.

Figure 4 shows the results of three tasks. It indicates that various types of
datasets generally enhance the model’s performance. However, the impact on
the SeLo task varies. Drone*4 negatively affects it, likely due to inconsistencies
in data distribution. CLS*8 negatively affects it, likely due to a lack of high
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intra-class diversity in the images (compared to other types of datasets) and the
absence of fine-grained annotations (only class labels). DET-10 and MSrgb*1
significantly improve it, likely due to their bounding box annotations providing
fine-grained spatial descriptions. DET-10 yields the most significant performance
improvements on all tests, most likely because these object detection datasets
provide high-quality, diverse RS images along with detailed fine-grained infor-
mation.

4 Conclusion

In this paper, we present RSM-ITD, a large-scale, high-quality RS image-text
paired dataset. Based on this dataset, we trained RSM-CLIP models to demon-
strate the effectiveness of the dataset in various RS tasks. We verify that by
carefully designing rules and instruction generation methods, the MLLMs cap-
tion generation method is a very efficient method for captioning RS imagery.
Training samples of drone aerial images, satellite imagery, and multispectral
composite RGB images all enhance the RS classification and retrieval capabil-
ities of the RSM-CLIP. In addition, bounding boxes and segmentation mask
annotations of satellite imagery can guide MLLM to generate captions with
more fine-grained and location-related information. Our research alleviates the
scarcity of large-scale, high-quality RS image-text datasets and advances the
perception of RS RGB imagery. Our proposed dataset and pre-trained models
can serve as a foundational resource for the RS community to advance research
in RS representation.
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