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Abstract

While Large Language Models (LLMs) have001
become central tools in various fields, they002
often provide inaccurate or false information.003
This study examines user preferences regarding004
falsehood responses from LLMs. Specifically,005
we evaluate preferences for LLM responses006
where false statements are explicitly marked007
versus unmarked responses and preferences008
for confident falsehoods compared to LLM009
disclaimers acknowledging a lack of knowl-010
edge. Additionally, we investigate how requir-011
ing users to assess the truthfulness of state-012
ments influences these preferences.013

Surprisingly, 61% of users prefer unmarked014
falsehood responses over marked ones, and015
69% prefer confident falsehoods over LLMs016
admitting lack of knowledge. When users are017
required to evaluate the truthfulness of state-018
ments, preferences for unmarked and falsehood019
responses decrease slightly but remain high.020
In all our experiments, a total of 300 users021
participated. These findings suggest that user022
preferences, which influence LLM training via023
feedback mechanisms, may inadvertently en-024
courage the generation of falsehoods. Future025
research should address the ethical and practi-026
cal implications of aligning LLM behavior with027
such preferences.028

1 Introduction029

Large Language Models (LLMs) affect many as-030

pects of our lives: programmers use them to ob-031

tain code snippets, students rely on them for home-032

work assistance, and LLMs also play a significant033

role in literacy. People frequently use LLMs as034

a source of information in various fields, includ-035

ing exact sciences, life sciences, and history. The036

widespread use of LLMs as sources of information037

underscores the importance of ensuring that they038

generate true and accurate information. However,039

LLMs often generate inaccurate and even false in-040

formation, which greatly impedes their reliability041

as trusted tools for the dissemination of knowl- 042

edge. This issue is particularly concerning given 043

the confident tone and authoritative style in which 044

LLMs present their outputs, making it difficult for 045

users to differentiate between accurate informa- 046

tion and inaccuracies. The persuasive nature of 047

LLM-generated content increases the risk of misin- 048

formation, leading users to believe and propagate 049

falsehoods. 050

Although it is widely assumed that users prefer 051

accurate and truthful information, to the best of 052

our knowledge, no prior work has explicitly tested 053

this assumption in the context of LLMs. That 054

is, no previous work has systematically investi- 055

gated user preferences by presenting them with 056

LLM-generated responses, where the veracity is 057

disclosed a priori, and requiring users to evaluate or 058

choose between truthful and false outputs. In this 059

paper, we introduce a novel focus on user behavior 060

in scenarios where the distinction between truth 061

and falsehood is unambiguous. Specifically, we 062

investigate user attitudes toward LLM falsehoods 063

in two key issues: 064

1. Marked vs. Unmarked. We examine 065

user preferences between two types of LLM- 066

generated responses: one where truth and 067

falsehood are explicitly marked for easy dis- 068

tinction, and another with standard unmarked 069

responses, where truth and falsehood appear 070

identical in text format. 071

2. Uninformative Truth vs. Falsehood. In sce- 072

narios where an LLM cannot provide the truth 073

(when asked about events occurring after its 074

cut-off date), we examine user preferences 075

between two types of responses: one that ac- 076

knowledges a lack of knowledge (uninforma- 077

tive truth) and another that provides a confi- 078

dent but inaccurate answer (falsehood). 079

To explore user preferences, we conducted two 080

experiments for each issue: 081
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1. A one-phase experiment, in which the two ver-082

sions of ChatGPT-generated responses are rep-083

resented to the participants, and they should084

only select their preferred version.085

2. A two-phase experiment, in which, after the086

participants select their preferred version in087

the first phase, the other version is hidden, and088

participants must indicate whether a sentence089

related to ChatGPT’s response is true or false.090

The one-phase experiment examines initial user091

preferences, while the two-phase experiment at-092

tempts to simulate a situation in which the partici-093

pant has an incentive to pick the marked or truthful094

response.095

In the first issue, a clear majority of participants096

chose the unmarked version during the one-phase097

experiment. However, in the two-phase experiment,098

in which the participants’ choice affected their per-099

formance in determining whether a statement is100

true or false, preferences were nearly evenly split101

between the two versions. For the second issue, in102

both experiments, users overwhelmingly favored a103

confident but incorrect response over one acknowl-104

edging a lack of knowledge.105

These findings are surprising, as they challenge106

the assumption that individuals naturally favor107

truthful information over inaccurate responses. In-108

deed, previous research on user preferences regard-109

ing truth and falsehood has primarily examined110

behavior in contexts where the truth is ambiguous,111

such as studies on user trust in AI systems (Bach112

et al., 2024) and the dissemination of disinforma-113

tion (Buchanan, 2020). In contrast, this study ex-114

plicitly presented the veracity of each statement.115

Despite this clarity, users still preferred the un-116

marked and falsehood versions.117

Our findings have significant ethical and prac-118

tical implications for LLM development. While119

users express a theoretical preference for trans-120

parency and accuracy, their real-time choices often121

gravitate toward aesthetically appealing but inac-122

curate responses. Real-time choices may affect123

an LLM’s performance, as user preferences are124

incorporated into its development using methods125

such as reinforcement learning from human feed-126

back (RLHF), which fine-tune LLMs based on user127

preferences (Ziegler et al., 2019). Therefore, our128

findings raise a question that must be addressed by129

LLM developers: Does learning from human feed-130

back inadvertently encourage LLMs to generate131

inaccurate or false information? Moreover, pre- 132

senting the truth often requires complex expression 133

and acknowledging uncertainty, which can drive 134

users to prefer simpler yet incorrect responses. This 135

highlights an ethical conflict for LLM developers: 136

Should they prioritize factual accuracy or cater to 137

user preferences for confident and appealing re- 138

sponses, even at the expense of truth? 139

2 Related Work 140

We now provide an overview of previous research 141

on human tendencies to spread falsehoods and 142

mention methods for detecting and reducing LLM- 143

generated lies and hallucinations. Finally, we dis- 144

cuss methods for incorporating human feedback 145

into machine learning models. 146

2.1 Spreading Disinformation 147

Spreading disinformation on social networks is a 148

common phenomenon with significant implications 149

for public discourse and decision making. Under 150

the assumption that people spread disinformation 151

since they believe it to be true, Cialdini (2007) 152

suggests three main reasons that persuade people 153

to believe and spread disinformation. Consistency. 154

People may share information that aligns with their 155

past behaviors or beliefs, as it helps to reinforce 156

their worldview and maintain cognitive coherence. 157

Consensus. People may share information they 158

perceive to be widely accepted or supported by 159

others, as social proof plays a powerful role in 160

validating beliefs. Authority. People are more 161

likely to share information originating from sources 162

they deem credible or authoritative, even if the 163

content itself lacks accuracy. 164

Buchanan (2020) confirmed the first reason and 165

further identified demographic factors, finding that 166

younger, male, and less-educated individuals were 167

more likely to spread disinformation. Similarly, 168

Vosoughi et al. (2018) demonstrated that false in- 169

formation spreads faster, deeper, and more broadly 170

on social media than truthful information, largely 171

due to its novelty and emotional appeal, which cap- 172

tures users’ attention and encourages sharing. 173

Furthermore, Pennycook and Rand (2019) noted 174

that cognitive laziness and the lack of engagement 175

in analytical thinking contribute to the spread of 176

disinformation. They argue that promoting digital 177

literacy and critical thinking skills can mitigate 178

this problem by enabling users to discern between 179

credible and false content. 180
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In contrast to studies on spreading disinforma-181

tion, which assume that people believe the disin-182

formation to be true, our research examines user183

preferences when they can clearly distinguish be-184

tween truth and falsehood.185

2.2 LLM Hallucinations Reduction186

One of the challenges in LLM research is to detect187

and reduce LLM lies and hallucinations. Huang188

et al. (2025) provide a survey on LLM hallucina-189

tions, focusing on three main issues: hallucination190

causes, hallucination detection and benchmarks,191

and hallucination mitigation. For hallucination mit-192

igation, some methods treat the LLM as a black-193

box, focusing their efforts on prompt engineering194

to achieve more trustworthy responses (Peng et al.,195

2023; Madaan et al., 2023). Other methods fine-196

tune the LLM for reducing hallucination based on197

human feedback (Bakker et al., 2022). However,198

our results suggest that user preferences may en-199

courage lies rather than reduce them. Another ap-200

proach suggests using the intermediate states of an201

LLM to detect and reduce lies (Azaria and Mitchell,202

2023).203

2.3 Learning from Human Feedback204

Human provided information, such as data labeling205

and model performance evaluation, plays a ma-206

jor role in machine learning. Kirk et al. (2023)207

survey the existing approaches for learning from208

human feedback. They start with before and after209

the advent of LLMs, continue with summarizing210

current methods for incorporating human feedback211

learning into LLMs (e.g., reinforcement learning212

fine-tuning, supervised fine-tuning, and pretrain-213

ing), and end with some future challenges.214

One common method for learning from hu-215

man feedback is reinforcement learning from hu-216

man feedback (RLHF), which is commonly used217

for LLMs fine-tuning according to user prefer-218

ences (Ziegler et al., 2019). Wang et al. (2023)219

survey the use of RLHF for aligning LLMs with220

human.221

3 Experimental Design222

We conducted four experiments, labeled A, B, C,223

and D, to investigate user preferences. All the ex-224

periments use genuine ChatGPT responses (Ope-225

nAI, 2024a). These experiments were adminis-226

tered through Amazon Mechanical Turk, a plat-227

form widely recognized as a reliable source for228

Figure 1: Example of a response pair from Experiment
A.

human subject experiments (Paolacci et al., 2010). 229

Participants had to meet the following criteria: task 230

approval rate greater than 99, number of tasks ap- 231

proved greater than 1000, and participant location 232

is USA. We now describe the experiments in de- 233

tail, with the results being analyzed in Section 4. 234

Each participant who completed the task received 235

a payment of $0.50, with an average completion 236

time of approximately three minutes, equivalent to 237

an hourly wage rate of approximately $10. Partici- 238

pants provided consent for participating in each ex- 239

periment. All experiments received IRB approval. 240

3.1 Experiment A 241

In Experiment A, participants were presented with 242

two ChatGPT responses, with the following instruc- 243

tions: “You will be shown two interactions of a 244

user with ChatGPT. One is the standard ChatGPT 245

response, while the other ChatGPT response in- 246

cludes marking of ’false’, ’true’ and subjective or 247

non-fact statements. The marked ChatGPT uses 248

the following marking: 249

• Bold and Underlined: This is a true fact.; 250

• Crossed-out Grey text: This is a false fact.; 251

• Regular Text: This sentence is subjective/not 252

a fact. 253

You are required to select the response that you 254

prefer better.” 255

As stated, participants were required to select 256

their preferred response. Each participant was pre- 257

sented with five pairs of such two responses, with 258

one appearing on the right and other on the left. 259

The location of responses and the order of pairs 260

were randomly sampled to avoid positional bias. 261

An example of a response pair is shown in Fig- 262

ure 1. 263

3.2 Experiment B 264

In Experiment B, we examined whether requiring 265

participants to verify the truth of sentences from a 266
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Figure 2: Example of the second phase of Experiment
B.

ChatGPT response after their initial choice would267

influence their preferences. This experiment con-268

sisted of two phases. In the first phase, participants269

were presented with a response pair as in Exper-270

iment A. After selecting their preferred response,271

the unselected version was removed, leaving only272

the chosen response visible.273

In the second phase, participants were asked to274

determine whether a specific sentence from the275

ChatGPT’s response is true, false or non-factual. If276

they provided an incorrect answer, they had to wait277

30 seconds before attempting to correct it. Infor-278

mation related to this question appeared also in the279

instructions so the participants were aware to the280

fact that they will be required to answer a question281

after each selection. Each participant completed282

such five two-phase response pairs, ordered ran-283

domly. Figure 2 provides an example of the second284

phase, illustrating a marked response selection in285

the first phase.286

When the unmarked version is selected, it may287

be more challenging for participants to answer the288

follow-up question correctly. This difficulty can ac-289

tivate the delay mechanism, requiring participants290

to wait 30 seconds before revising their answers.291

3.3 Experiment C292

In Experiment C, participants were presented with293

two ChatGPT responses, with the following instruc-294

tions: “You will be shown two interactions of a user295

with ChatGPT related to a recent event not known296

to ChatGPT. In one interaction ChatGPT acknowl-297

edges that it may not know the answer, while in the298

other interaction it provides false information. You299

are required to select the response that you prefer300

better.”301

Each participant was presented with five pairs302

of such two responses, one on the right and the303

other on the left. The location of responses (left304

and right) and the order of pairs were randomly305

sampled to avoid positional bias. An example of a306

Figure 3: Example of a response pair from Experiment
C.

response pair is shown in Figure 3. 307

3.4 Experiment D 308

In Experiment D, we examined how requiring par- 309

ticipants to verify the truth of sentences from a 310

ChatGPT response after their initial choice influ- 311

enced their preferences. This experiment consisted 312

of two phases. In the first phase, participants were 313

presented with a response pair as in Experiment 314

C. After selecting their preferred response, the un- 315

selected version was removed, leaving only the 316

chosen response visible. 317

In the second phase, participants were asked to 318

determine whether the event in question was af- 319

ter ChatGPT’s cutt-off date, and whether ChatGPT 320

knows the answer to the question posed. The par- 321

ticipants had to indicate that the event in question 322

was after ChatGPT’s cutt-off date, and thus it does 323

not know the answer to it. However, depending 324

on the phrasing (e.g. “ChatGPT doesn’t have any 325

information on ...” vs. “ChatGPT has information 326

on ...”), the participants had to either select True 327

or False. If the participants provided an incorrect 328

answer, they had to wait 30 seconds before attempt- 329

ing to correct it. Each participant completed such 330

five two-phase response pairs, ordered randomly. 331

Figure 4 provides an example of the second phase, 332

illustrating an acknowledgment the lack of Chat- 333

GPT’s knowledge selection. 334

4 Results 335

We now present the results of the experiments. For 336

all the experiments, we applied a χ2 test for good- 337

ness of fit. This test evaluates whether the observed 338

differences in participant preferences between the 339

two versions are statistically significant. The null 340

hypothesis (H0) assumes no difference in partici- 341

pant preferences between the two versions. Under 342

this assumption, the expected values for each ver- 343
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Figure 4: Example of the second phase of Experiment
D.

sion are N
2 , where N represents the total number344

of response pairs. The following sections detail345

the observed preferences and the corresponding346

statistical analyses for each experiment.347

4.1 Experiment A348

In Experiment A we recruited 74 participants, each349

of whom completed five response pairs, totaling350

370 response pairs. About 60.1% (223 out of 370)351

preferred the unmarked version, while only about352

39.9% (147 out of 370) preferred the marked ver-353

sion.354

These observed values yield a χ2 value of 15.6355

with a p-value of 0.00008. Since p < 0.01, we356

reject H0, indicating a statistically significant pref-357

erence for the unmarked version.358

4.2 Experiment B359

In Experiment B we recruited 75 participants, each360

of whom completed five response pairs, totaling361

375 response pairs. About 51% (192 out of 375)362

preferred the unmarked version, and about 49%363

(183 out of 375) preferred the marked version.364

These observed values yield a χ2 value of 0.216365

with a p-value of 0.6421. Since p > 0.05 we fail to366

reject H0, indicating no statistically significant dif-367

ference in participants preferences. The difference368

between Experiment A and Experiment B suggests369

a shift toward the marked version when the partici-370

pants were required to verify the truth of specific371

sentences from their preferred version.372

4.3 Experiment C373

In Experiment C we recruited 71 participants, each374

of whom completed five response pairs, totaling375

355 response pairs. About 69.6% (247 out of 355)376

preferred the falsehood response, while only about377

30.4% (108 out of 355) preferred the uninformative 378

truth response. 379

These observed values yield a χ2 value of 54.425 380

with a p-value less than 0.00001. Since p < 0.01, 381

we reject H0, indicating a statistically significant 382

preference for the falsehood response. 383

4.4 Experiment D 384

In Experiment D we recruited 80 participants, each 385

of whom completed five response pairs, totaling 386

400 response pairs. About 68.25% (273 out of 400) 387

preferred the falsehood response, while only about 388

31.75% (127 out of 400) preferred the uninforma- 389

tive truth. 390

These observed values yield a χ2 value of 53.29 391

with a p-value less than 0.00001. Since p < 0.01, 392

we reject H0, indicating a statistically significant 393

preference for the falsehood response. That is, 394

requiring the participants to indicate whether the 395

event in question was beyond ChatGPT’s cut-off 396

date, did not influence their preferences. This is 397

likely because the participants were told in the in- 398

structions that all events in all questions occurred 399

after ChatGPT’s cut-off date and, as such, Chat- 400

GPT does not know the answer. Therefore, the par- 401

ticipants could select the falsehood response and 402

still determine correctly that the event in question 403

occurred after ChatGPT’s cut-off date. 404

5 Additional Analysis 405

5.1 True/False Question for Participants 406

In the second phase of Experiments B and D, par- 407

ticipants were required to verify the truth of spe- 408

cific sentences. In Experiment B (Marked vs. Un- 409

marked), 74% (136 out of 183) of participants who 410

preferred the marked version answered correctly, 411

compared to 70% (134 out of 192) of those who pre- 412

ferred the unmarked version. In Experiment D (Un- 413

informative Truth vs. Falsehood), 92% (117 out of 414

127) of participants who preferred the uninforma- 415

tive truth response answered correctly, compared 416

to 85% (232 out of 273) of those who preferred the 417

falsehood response. 418

The consistently high success rates (above 70%) 419

suggest that participants engaged seriously with the 420

task. If they had answered randomly, success rates 421

would have been 33% in Experiment B (which had 422

three options: true, false, and subjective) and 50% 423

in Experiment D (which had two options: true and 424

false). 425
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Choice F M χ2 p-val.

A
Marked

0.12

76 66
40% 38% 0.73

Unmarked 114 109 > 0.05
60% 62%

B
Marked

2.76

94 89
45% 54% 0.097

Unmarked 116 76 > 0.05
55% 46%

C 0.02

Uninf. 72 175
truth 69% 70% 0.89

Falsehood 33 75 > 0.05
31% 30%

D 7.66

Uninf. 84 43
truth 28% 43% 0.006

Falsehood 221 57 < 0.05
72% 57%

Table 1: Comparison between the choice of female (F)
and male (M) in all of the experiments.

Additionally, in both experiments, participants426

who selected the marked or uninformative truth427

responses performed slightly better than those428

who selected the unmarked or falsehood responses.429

However, statistical analysis using the χ2 test430

found that these differences were not significant431

(p > 0.05).432

5.2 Gender433

Table 1 shows the difference between the choice434

of females and males. Using the χ2 test, we eval-435

uated the statistical dependence between gender436

and the selected version. Statistical dependence437

between gender and choice was observed only in438

Experiment D. This statistical dependence can be439

attributed to differences in male and female er-440

ror rates when answering questions in the second441

phase. In Experiment D, Among those who se-442

lected the falsehood response, 34.6% of males an-443

swered incorrectly, compared to only 10.4% of444

females. For comparison, in Experiment B, the gap445

between genders was smaller: among those who446

selected the falsehood response, approximately447

31.6% of males answered incorrectly, compared448

to approximately 29.3% of females.449

Choice GS Bachelor Other
Uninformative 37 83 9

truth 84% 24% 90%

Falsehood 7 267 1
16% 76% 10%

Table 2: The choice of participants in Experiment D,
partitioned by their education level: graduate school
(GS), bachelor’s degree, and other.

5.3 Education Level 450

We used the χ2 test to determine whether there 451

is a statistical dependence between the education 452

level of participants and their selections. Our find- 453

ings indicate that there is no statistical dependence 454

between education level and user choices in Exper- 455

iments A, B, and C. However, in Experiment D, 456

a significant statistical dependence was observed, 457

with a χ2 value of 81.4626 and a p-value less than 458

0.00001. Table 2 provides a breakdown of user 459

choices in Experiment D by education level. These 460

results might suggest that, unlike people with bach- 461

elor level education, people with graduate school 462

education tend to prefer uninformative but truthful 463

responses over falsehoods. 464

5.4 Feedback From the Participants 465

To further explore participant preferences, a feed- 466

back mechanism was adjusted, including quantita- 467

tive and qualitative feedback. Table 3 presents the 468

quantitative feedback for Experiments A and B, and 469

Table 4 for Experiments C and D. The analysis of 470

quantitative feedback reveals nuanced perspective 471

on participant preferences when interacting with 472

ChatGPT. Interestingly, in experiments A and B 473

there seems to be a slight (insignificant) preference 474

for a marked version of ChatGPT. Furthermore, 475

in experiments C and D, the participants clearly 476

seem to believe that it is important for ChatGPT to 477

provide only accurate information. 478

For the qualitative feedback, we asked the par- 479

ticipants to provide comments about both versions 480

that they were presented with (side by side). A 481

recurring theme in the feedback for Experiments 482

A and B was that the marked version is more con- 483

venient for fact checking, whereas the unmarked 484

version appears to be more aesthetically pleasing 485

and neat. For Experiments C and D, participants 486

commented that acknowledging a lack of knowl- 487

edge increases their trust in ChatGPT. 488

These findings suggest that people, in princi- 489
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I believe that it is
important for

ChatGPT to mark
which sentences

are true and which
are false.

I prefer that
ChatGPT’s

responses will not
include any

marking.

A 3.81 3.74
B 3.56 3.35

Table 3: Quantitative feedback from Experiments A and
B (average, out of 5).

I believe that it is
important for
ChatGPT to
provide only

accurate
information.

I believe that it is
important for
ChatGPT to

provide
information even
if it is incorrect.

C 4.11 3.17
D 4.8 1.25

Table 4: Quantitative feedback from Experiments C and
D (average, out of 5).

ple, favor transparency and accuracy, indicating490

a strong preference for truthfulness as a guid-491

ing principle. However, when faced with real-492

time choices, people often gravitate toward more493

aesthetically appealing but potentially less ac-494

curate responses. This behavior illustrates the495

well-documented intention-behavior gap (Sheeran,496

2002), similar to the dilemma of choosing between497

healthy and junk food (Monds et al., 2016; Faries,498

2016). Although participants value transparency499

and accuracy in principle, their real-time choices500

often prioritize aesthetic appeal or convenience,501

much like individuals who express a preference for502

healthy food but choose junk food in practice.503

5.5 Preferences per Question504

We used the χ2 test to determine whether there505

is a statistical dependence between the response506

pairs and the selections of the participants. In Ex-507

periments B and C, statistical independence was508

observed. In Experiment A, a significant statistical509

dependence was observed, with a χ2 value of 11.47510

and a p-value of 0.02 < 0.05. In Experiment D,511

a significant statistical dependence was observed,512

with a χ2 value of 74.25 and p < 0.00001. Ta-513

ble 5 provides a breakdown of number of choices514

in Experiments A and D by response pairs.515

Response pair A1 A2 A3 A4 A5

A Marked 37 32 18 32 28
Unmarked 37 42 56 42 46

Response pair D1 D2 D3 D4 D5

D Uninf. truth 18 56 11 16 26
Falsehood 62 24 69 64 54

Table 5: Selections per response pair in Experiments A
and D.

In Experiment A, the largest gap between 516

marked and unmarked choices occurs in re- 517

sponse pair A3. In this response pair, un- 518

like other response pair, the ChatGPT response 519

contains only a false sentence, and thus looks 520

too unaesthetic. The question is: “How much 521

is 3.2 to the power of 3.3?” Since the an- 522

swer is approx. 46.45, the marked response is: 523

“The result of 3.23.3 is approximately 21.73.” We 524

believe that the unaesthetic form of the full re- 525

sponse led to this large gap. 526

In Experiment D, the participants actually pre- 527

ferred the uninformative truth over the falsehood in 528

response pair D2. In this response pair the question 529

is: “When did the Republic of Artsakh officially 530

dissolve?” The false response is: “The Republic 531

of Artsakh has not been officially dissolved and 532

continues to exist as a self-declared republic in the 533

Nagorno-Karabakh region.” Asking “when” im- 534

plies that the event has indeed occurred, but this 535

response contradicts this assumption, potentially 536

making it less appealing or intuitive for participants. 537

In addition, a response stating that an event did not 538

occur may not be engaging enough, especially con- 539

sidering the participants’ declared preference for 540

truth in principle (see Section 5.4). 541

6 Discussion 542

In this paper we examined user preferences regard- 543

ing LLM-generated falsehoods. Following Hor- 544

ton (2023), who suggests using LLMs as simulated 545

economic agents, we explored this approach by 546

conducting our four experiments with ChatGPT 547

agents (OpenAI, 2024b). For each experiment, we 548

simulated ChatGPT agents by replicating the demo- 549

graphic profiles (gender, age, and education level) 550

of the actual participants and asked them to select 551

their preferred version. As shown in Table 6, Chat- 552

GPT agents exhibited a stronger inclination toward 553
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accurate responses (i.e., marked and uninformative554

truth versions) compared to human participants.555

One conclusion from this is that human participants556

cannot be replaced by ChatGPT agents (Dillion557

et al., 2023).558

We note that ChatGPT, like many other LLMs,559

obtains human feedback by prompting users to se-560

lect their preferred version between two options, as561

illustrated in Figure 5. However, since our findings562

indicate that user preferences often incline toward563

inaccurate responses, directly incorporating these564

preferences into fine-tuning processes may not be565

advisable. Given that ChatGPT tends to favor ac-566

curate responses, it could incorporate a verification567

mechanism to assess the validity of user choices568

before using them for model fine-tuning. This ver-569

ification could be performed by asking ChatGPT570

itself whether the preferred version is accurate. By571

leveraging its existing capabilities to evaluate fac-572

tuality, ChatGPT could ensure that only reliable573

preferences are used for training.574

Another approach to verification is for ChatGPT575

to conduct a preliminary test for each of the users.576

In this test, ChatGPT may ask the user to select577

her preferred response between two responses, in578

which one response is an uninformative truth and579

the other is a falsehood. The user must be told a pri-580

ory which response is truthful. Users who pass the581

test by selecting the truth will be marked by Chat-582

GPT as reliable users, which their selections in any583

conversation can be used to fine-tune the model.584

However, this approach raises ethical concerns, as585

conducting such a verification test without the re-586

spondent’s knowledge could violate principles of587

informed consent.588

Alternatively, the regular feedback mechanism589

could be adapted to address this issue. ChatGPT590

could track the number of times each user selects591

a truthful option and use this data to create a reli-592

ability score. Feedback from users with high re-593

liability scores could then be prioritized for fine-594

tuning, ensuring that training incorporates prefer-595

ences aligned with factual accuracy while maintain-596

ing transparency and ethical standards.597

7 Conclusion & Future Work598

In this paper we discussed user preferences regard-599

ing LLMs-generated falsehoods, focusing on two600

key issues: (a) selecting between marked and un-601

marked versions, where the marked version allows602

distinguishing between truth and falsehood state-603

ChatGPT agents
preferred the

marked or
uninformative truth

version

Human participants
preferred the

marked or
uninformative truth

version
A 45.3% 39.9%
B 69% 49%
C 70.8% 30.4%
D 87.4% 31.75%

Table 6: Comparison between ChatGPT agents and
human participants preferences.

Figure 5: Example of ChatGPT’s human feedback mech-
anism.

ments, and (b) selecting between uninformative 604

truth and falsehood versions, where the falsehood 605

is written with confidence, while the truth version 606

acknowledges a lack of knowledge. 607

Our findings indicate that users tend to fa- 608

vor more aesthetically pleasing and confident re- 609

sponses, even at the expense of accuracy. This 610

contradicts their fundamental agreement on truth- 611

fulness, as reflected in their feedback (see Sec- 612

tion 5.4). Future work could explore alternative 613

marking methods, such as customizable or less 614

accentuated designs, to investigate whether these 615

approaches influence user preferences. 616

While users showed a strong preference for un- 617

marked and falsehood versions, these preferences 618

may vary for specific uses. For example, students 619

and researchers using LLMs for their studies might 620

value tools that help distinguish between truth and 621

falsehood. Such tools could also be critical in 622

healthcare applications, such as assessing medical 623

information for patients. Future work could ex- 624

amine user preferences within specific populations 625

and use cases to better tailor LLM features. 626
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8 Limitations627

This paper examines user preferences regarding628

LLM-generated falsehoods through four experi-629

ments conducted on USA participants recruited via630

Amazon Mechanical Turk. However, our partici-631

pant may not fully represent the broader population.632

Specifically, user preferences may vary across dif-633

ferent cultural and linguistic contexts. Cultural and634

linguistic differences might influence how users635

perceive confidence, truthfulness, and markings.636

Examining the preferences of those who actively637

provide feedback to ChatGPT and other LLMs638

could have been more valuable, but targeting that639

exact population may be challenging.640

The experiments used pre-prepared ChatGPT re-641

sponses, which limits the ability to capture user642

preferences in real-time interactions. Real-time in-643

teractions are advantageous because users prioritize644

topics they raise themselves, which may influence645

their preferences.646

Conducting such experiments with user-647

generated interactions presents several challenges.648

One challenge is the need for an automatic marking649

tool that operates on top of the original LLM650

on-the-fly. Additionally, the marking tool’s error651

rate must be very low, as incorrectly marking652

truthful statements as falsehoods (or vice versa)653

could significantly influence user preferences.654

Furthermore, users may inquire about personal655

facts and perceive them as truths, which contrasts656

with the rationale behind the marking system, as657

subjective statements should not be marked as658

truthful.659

Finally, the binary choice framework used in this660

study (i.e., marked vs. unmarked, uninformative661

truth vs. falsehood) may oversimplify user prefer-662

ences. Future research could explore more nuanced663

options, such as hybrid or customizable marking664

systems, to better understand user preferences.665

9 Ethical Statement666

This study was conducted in accordance with eth-667

ical research principles, ensuring respect for par-668

ticipant privacy and informed consent. Data was669

collected anonymously to protect participants’ iden-670

tities, and no personally identifiable information671

was stored or shared. Additionally, the findings672

presented here aim to stimulate discussions on the673

ethical implications of aligning LLMs with human674

preferences, particularly when these preferences675

may increase LLM-generation of lies. The authors676

are committed to advancing responsible AI devel- 677

opment, particularly ensuring transparency and ac- 678

curacy in LLMs. Furthermore, this paper raises 679

critical ethical concerns that must be addressed, 680

emphasizing the importance of balancing user pref- 681

erences with the need for truthfulness and reliabil- 682

ity in AI outputs. 683
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