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ABSTRACT

Existing time series tokenization methods predominantly encode a constant number
of samples into individual tokens. This inflexible approach can generate exces-
sive tokens for even simple patterns like extended constant values, resulting in
substantial computational overhead. Inspired by the success of byte pair encoding,
we propose the first pattern-centric tokenization scheme for time series analysis.
Based on a discrete vocabulary of frequent motifs, our method merges samples with
underlying patterns into tokens, compressing time series adaptively. Exploiting
our finite set of motifs and the continuous properties of time series, we further
introduce conditional decoding as a lightweight yet powerful post-hoc optimiza-
tion method, which requires no gradient computation and adds no computational
overhead. On recent time series foundation models, our motif-based tokenization
improves forecasting performance by 36% and boosts efficiency by 1990% on
average. Conditional decoding further reduces MSE by up to 44%. In an extensive
analysis, we demonstrate the adaptiveness of our tokenization to diverse temporal
patterns, its generalization to unseen data, and its meaningful token representations
capturing distinct time series properties, including statistical moments and trends.
We will release our code upon acceptance.

1 INTRODUCTION

0 20 40
Time

Figure 1: Motif-based tokeniza-
tion transforms time series data
(gray) through a two-step process:
1) quantizing samples into dis-
crete bins, 2) merging recurring
patterns of variable length into
representative motifs.

Transformer architectures have gained increasing relevance in time
series processing, demonstrating impressive performance. Here,
a key prerequisite for strong performance is effective tokeniza-
tion — dividing the input into smaller units and embedding them in
a high-dimensional space.

Yet, current tokenization schemes in time series processing exhibit
considerable limitations: Early works embed each individual time
step as a token, creating a fundamentally inefficient representation,
where every token captures little temporal information. This results
in very long token sequences, imposing a substantial computational
burden in the transformer architecture (Götz et al., 2025). Split-
ting the time series into fixed-length subsequences, called patches,
mitigates both issues (Nie et al., 2023). However, rigid patches
can not adapt to diverse temporal patterns in different lengths and
complexities (Ekambaram et al., 2024; Woo et al., 2024).

Inspired by adaptive pattern-based tokenization schemes in natural
language processing (NLP) (Sennrich et al., 2016) , we go beyond
previous work and propose the first pattern-centric tokenization for
time series as in figure 1. Our contribution is threefold:

Adaptive tokenization for time series We provide a novel tokenization strategy based on a discrete
vocabulary of frequent time series motifs. Our method merges samples with underlying patterns into
single tokens, enabling adaptive compression while maintaining a small upper-bounded discretization
error. On the recently proposed Chronos foundation model, our tokenization improves forecasting
performance by 36% and boosts efficiency by 1990% on average in a zero-shot setting.

1
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Conditional decoding We introduce conditional decoding as a post-hoc optimization method to
further improve forecasting performance by exploiting the continuous properties of time series to
effectively remove the discretization error induced by our motifs. Conditional decoding is lightweight,
requires no gradient computation, introduces no additional overhead during inference, and can be
combined with any pretrained time series model with a discrete output vocabulary. We demonstrate
its effectiveness in large foundation models, increasing forecasting performance up to 44%.

Empirical analysis In an extensive empirical study, we demonstrate the zero-shot generalization
capability of our tokenizer and its ability to automatically adapt to diverse temporal patterns and
datasets. We link distinct time series characteristics, including statistical moments and trends to our
token representations and show that complex motifs benefit forecasting quality.

2 RELATED WORK

In recent years, transformer models have shown impressive performance in time series forecasting.
While initial work focuses on efficient attention mechanisms and domain-specific architectures (Wu
et al., 2021; Zhou et al., 2022), universal foundation models have been proposed lately (Garza &
Mergenthaler-Canseco, 2023; Das et al., 2023; Ansari et al., 2024; Rasul et al., 2023; Woo et al.,
2024; Goswami et al., 2024; Liu et al., 2024b; Gao et al., 2024; Cohen et al., 2024; Liu et al., 2025;
2024a). These models are usually trained on billions of tokens and exhibit high zero-shot performance.
However, all these transformer architectures rely on two basic tokenization techniques: using every
sample as a token or extracting fixed-length patches from a time series.

Sample-based tokens Most early works on transformer models for time series processing extract
tokens for every time step, usually as a slice of a multivariate time series (Zhou et al., 2021; Wu et al.,
2021; Zhou et al., 2022; Liu et al., 2022b;a; Cirstea et al., 2022). These tokens are linearly transformed
into a continuous embedding space. Inspired by the success of discrete token embeddings in NLP, the
recently proposed Chronos foundation model (Ansari et al., 2024) quantizes a univariate time series
into bins and embeds them using learned vectors. This way, the authors transform forecasting from a
regression task to classifying the next time step from a discrete vocabulary (Torgo & Gama, 1997).
Masserano et al. (2025) use a wavelet-transformation-based approach for tokenization. Generating
tokens for every time step has two major limitations: First, the large number of tokens imposes a
substantial computational burden in transformers, especially for long sequence processing (Godahewa
et al., 2021; Ansari et al., 2024). Second, every token captures only little information about temporal
patterns (Chen et al., 2025).

Patch-based tokens Inspired by the success of patching in computer vision (Dosovitskiy et al.,
2021), Nie et al. (2023) adapt this approach to time series, where multiple samples of an univariate
time series are combined into individual tokens. Most subsequent works embed the patches into a
continuous space using learned transformations (Zhang & Yan, 2023; Nie et al., 2023; Wang et al.,
2024; Wu et al., 2024; Das et al., 2023; Woo et al., 2024; Goswami et al., 2024; Liu et al., 2024b;
Gao et al., 2024; Cohen et al., 2024; Auer et al., 2025; Liu et al., 2025; 2024a). More advanced
approaches learn a discrete codebook of patches (Talukder et al., 2024; Chen et al., 2024) using
vector quantized variational autoencoder approaches (van den Oord et al., 2017). Patches generally
compress the time series and capture local temporal information. However, due to their fixed length
and stride, rigid patches can not adapt to varying temporal patterns in a sequence. This is of special
importance for foundation models as they try to generalize to previously unseen data in zero-shot
settings. To mitigate this, Woo et al. (2024) utilize different patch lengths for datasets sampled in
different granularities, e.g., minutely or hourly. Their approach requires training of a new embedding
transformation for every granularity and fails to capture inter and intra series variations in temporal
patterns (see section 5.4).

Motif-based tokens Motif-based tokenization utilizes a discrete vocabulary of recurring patterns. In
NLP, byte pair encoding hierarchically extracts pairs of character-bytes to tokenize a sentence (Shibata
et al., 1999; Sennrich et al., 2016). Elsner et al. (2024) extend this concept from 1d-sequences to
tokenizing images. Moreover, tokenization based on discrete motifs has proven to be a good inductive
bias for high-dimensional distribution learning as it reduces the combinatorial complexity (Sommer
et al., 2023). Similarly, classical time series literature explored symbolization and pattern discovery
techniques (Lin et al., 2003; Berndt & Clifford, 1994). Yet, data-dependent tokenization techniques
as proposed in this work remain unexplored for machine-learning-based time series analysis.
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Figure 2: (a) Our motif-based tokenization first quantizes a time series into symbols and finds recurring motifs as
tokens, building a discrete vocabulary. (b) Based on the compressed motif sequence, a neural network forecasts
the time series through a categorical distribution over our vocabulary. (c) Finally, we propose conditional
decoding to reduce the discretization error when transforming tokens back to their continuous representation.

3 AN ADAPTIVE TOKENIZATION APPROACH FOR TIME SERIES

Despite recent advances in time series processing, current tokenization methods lack efficiency or fail
to capture distinct temporal patterns within sequences (Ekambaram et al., 2024; Woo et al., 2024).
We propose an efficient tokenization method using a vocabulary of frequent motifs as depicted in
figure 2. Our algorithm combines samples with underlying patterns of varying complexity into single
tokens. Its adaptive compression of time series enables efficient long sequence processing. We list
pseudocode in section A.

Let D = {zi}Ni=1 be a family index by i = 1, . . . , N of N univariate real-valued time series
z = (z1, . . . , zn) ∈ Rn of length n. We normalize each series to have zero mean and unit standard
deviation. A neural network fθ : Ntin → Ntout with parameters θ predicts tout token IDs from tin
token IDs. Thereby, the tokens are generated by our tokenizer g : Rn → Nt from a time series z.
Our tokenization consists of two steps:

g(z) = mΨ ◦ qΩ(z) (1)
where:

qΩ : Rn → Nn quantizes the time series into a sequence of discrete symbols,

mΨ : Nn → Nt compresses the sequence based on a discrete vocabulary of temporal motifs,
Ω,Ψ vocabulary of quantized symbols and motifs, respectively.

3.1 DISCRETIZATION OF REAL-VALUED TIME SERIES

Generalizing the approach from Ansari et al. (2024), we sample M equiprobable discretization
intervals Ω = {C−1

(
j
M

)
}Mj=1, where C−1 is the inverse cumulative distribution of the probability

distribution P . In practice, we experiment with truncated uniform distributions in [ωlb, ωub], Gaussian
distributions, and the precise data distribution P (D) for binning. Utilizing the boundaries, we encode
the time series z into a sequence of discrete symbols.

qΩ(z) = {qΩ(zi) | zi ∈ z}, where qΩ(zi) =

{
1 if zi ≤ ω1

j if ωj−1 < zi ≤ ωj
, ωj ∈ Ω (2)

For decoding symbol IDs back to time series samples, we use Ω̂ = {C−1
(
j−0.5
M

)
}Mj=1, where

ω̂j ∈ Ω̂ is the probabilistic center of [ωj−1, ωj ]. The quantization error can be upper bounded
as δmax = max1<j≤M max(ω̂j − ωj−1, ωj − ω̂j) within the tokenization range. For uniform
binning the probabilistic center is equal to the geometric center and the maximum error simplifies to
δmax = (ωub − ωlb)(2M)−1. Besides the M token IDs representing quantized time series samples,
we introduce two additional tokens: A masking token MASK to account for missing samples in time
series and an EOS token we insert at the end of time series.

3
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3.2 VOCABULARY OF TEMPORAL MOTIFS

Originally proposed for compressing raw byte sequences (Gage, 1994), byte pair encoding has been
widely used in NLP to compress character sequences into subwords (Sennrich et al., 2016). Here, we
generalize the byte pair compression algorithm to extract temporal patterns from our discretized time
series. To this end, we iteratively build a vocabulary Ψ of frequent time series motifs: Given a dataset
D′ = {qΩ(z

i) | zi ∈ D} of quantized time series, we extract the most frequent adjacent token IDs
(z′i, z

′
i+1), assigning a new token ID z′new, which we add to our set of patterns Ψ:

Ψ(l+1) ← Ψ(l) ∪ {(z′i, z′i+1)→ z′new} . (3)

This process hierarchically finds distinct temporal motifs as discrete tokens and is locally optimal in
every step. We build our vocabulary until the new tokens occur less frequent than pmin in D′. This
ensures that a minimum number of occurrences are available for a neural network to learn the motifs.
Leveraging our vocabulary, we compress a quantized time series into a sequence of motifs:

mΨ(z
′) = {ψ(z′) | ψ ∈ Ψ}, mΨ : Nn → Nt . (4)

The compression is highly flexible as motifs of different lengths and complexities are mapped to
single tokens. To this end, we define the average compression at sequence level as c̄ = n/t. Our
algorithm scales linearly with sequence length O(n), enabling long sequence processing.

3.3 CONDITIONAL DECODING

We propose our novel conditional decoding to universally improve the forecasting quality of models
with discrete output vocabularies. To decode a token sequence, such as the predictions of a model, we
invert the tokenization g. In this process when inverting qΩ, we previously leveraged the bin centers
ω̂j ∈ Ω̂ to transform a quantized sequence z′ back to a time series ẑ. We introduce conditional
decoding to reduce the overall quantization error. Specifically, we decode quantized time series
samples z′i conditioned on the previous sample ẑi = q−1

Ω̂
(z′i | z′i−1). To this end, we set parameters

Ω̂ = {ω̂j,k | j, k ∈ {1, . . . ,M}}, where q−1

Ω̂
(z′i = j | z′i−1 = k) = ω̂j,k to minimize ∥zi − ẑi∥22:

min
Ω̂

∑
(z,z′)∈D

n∑
i=2

∥∥zi − q−1

Ω̂
(z′i | z′i−1)

∥∥2
2
, where D = {(Di,D′

i) | i ∈ {1, . . . , N}} (5)

consists of corresponding real-valued and quantized time series. Thereby, a single parameter ω̂j,k is
given by the mean of the underlying time series samples z̃ minimizing the squared error:

ω̂j,k =
1

|Dj,k|
∑

z̃∈Dj,k

z̃, where Dj,k = {zi | (z, z′) ∈ D, z′i = j, z′i−1 = k} . (6)

Intuitively, we adopt a unigram model to exploit the unique properties of our tokenization: the finite
set of discrete symbols and the underlying continuous time series samples. Conditional decoding is
lightweight and requires no gradient computation as we solve analytically for the global optimum.
Further, it adds no additional inference cost and is very small in practice with only M2 parameters
ω̂j,k ∈ Ω̂. Conditional decoding can be combined with any pretrained time series model with a
discrete output vocabulary and considerably improves forecasting performance in our experiments.

3.4 MODEL ARCHITECTURE

As we represent continuous time series as a sequence of discrete motifs, we can rely on recent
advances in transformer architectures in natural language processing. These architectures transform
token IDs from our discrete vocabulary V = Ω ∪Ψ ∪ {MASK,EOS} into d-dimensional space using
learned embedding tables E ∈ R|V|×d. We optimize the parameters θ ∈ Θ of our model fθ on
autoregressive next token prediction of our tokenized sequence z′′ = g(z). Our model thereby
predicts a categorical distribution p(z′′tin+1 | z′′1:tin) over our finite vocabulary of time series motifs V .
We impose a cross-entropy loss for distribution learning. To this end, we transform the regression
task to a classification (Torgo & Gama, 1997). The discrete set of possible motifs reduces the

4
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combinatorial complexity and has proven to be a good inductive bias for distribution learning in
the bio-medical domain (Sommer et al., 2023). In contrast to prior work (Ansari et al., 2024), our
tokenizer enhances the efficiency as both model input and generated tokens are compressed time series
representations. Models can utilize longer contexts while requiring fewer autoregressive iterations
for a given prediction horizon. This is especially important for large foundation models and long
sequence processing, imposing substantial computational requirements.

4 EXPERIMENTS

We systematically train different tokenizers and foundation models and evaluate them on 5 time
series datasets in zero-shot setting, demonstrating advantages of our motif-based representation over
tokenizing every sample or utilizing patches. In section B, we provide further experimental details.

Datasets For training our models and tokenizers, we utilize the recently proposed Chronos dataset
(Ansari et al., 2024). It contains 11M time series with over 11B samples. Due to its diverse nature
and size, this dataset is well suited for training foundation models. We base our zero-shot evaluation
on 5 commonly used time series datasets: ETTh1, ETTm1, Weather, Electricity, and Traffic.

Table 1: Tokenizers on the Chronos dataset with
different quantization bins, vocabulary size, dis-
cretization error, and compression.

Compression M |V| δmax c̄

low 126 2445 0.040 2.08
medium 37 1675 0.135 3.18
high 22 1373 0.227 4.06

Tokenizers We leverage 3 tokenizers with different
numbers of quantization bins M . Further, we utilize
a truncated uniform distribution from ωlb = −5 to
ωub = 5 for binning, spanning a range of 5 standard
deviations. As a result, our tokenizers in table 1 fea-
ture different compression ratios, vocabulary sizes, and
discretization errors. We build their vocabulary Ψ on
the same 100 000 randomly selected time series from
the Chronos dataset with a total of 100M samples. To
allow the model to learn all tokens, we constrain the motifs to occur at least pmin = 1000 times in
the compressed data. In sections C.1, 5.5 and 5.6, we systematically ablate these choices.

Models In our experiments, we explore our tokenization approach in foundation models operating
in a zero-shot setting. We compare our motif-based tokenization with single-sample tokenization in
Chronos models (Ansari et al., 2024). Additionally, we implement a patch-based version of Chronos
altering only tokenization method and MSE loss for continuous patches correspondingly. We choose
non-overlapping patches of length 4 with similar compression as our high compression tokenizer
and length 8 according to recent literature (Goswami et al., 2024). Following these baseline models,
we use the T5 architecture (Raffel et al., 2020) as backbone for our motif-based tokenization and
train all models with the same number of tokens, gradient steps, and training settings. This way,
we compare our motif-based tokenization to single-sample tokenization and patches in an isolated
setting, ensuring that tokenization method is the only difference between architectures. Following
Chronos models, we propose models with our tokenizer in 5 sizes ranging from tiny (8M parameters)
to large (710M parameters). We evaluate on forecasting 64 time series samples, following (Ansari
et al., 2024). As context, we utilize 128 tokens for our and Chronos models and an equivalent input
length of 384 time series samples for patch-based models. As literature references, we further utilize
patch-based MOMENT (Goswami et al., 2024) and Moirai (Woo et al., 2024) foundation models. We
restrict our evaluation to models with available data and code to enable us to reproduce the results.
Chronos is the only foundation model in literature with sample-wise tokenization.

5 RESULTS

We first demonstrate improvements in forecasting performance and efficiency of our motif-based
tokenization over existing methods. Next, we explore the adaptiveness of our tokenizer to diverse
temporal patterns of different lengths and complexities and its generalization to unseen data. Finally,
we link distinct time series properties, including statistical moments, to our token space.

5.1 EFFICIENCY IMPROVEMENTS OF ADAPTIVE TOKENIZATION

Chronos foundation models tokenize every sample of a time series, resulting in many tokens with
little temporal information. Especially for large models, this induces substantial computational
requirements. We compare our motif-based tokenization with Chronos models in 5 sizes from tiny to

5
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Figure 3: Zero-shot compari-
son between our motif-based
and sample-wise tokenization
(Chronos) on Electricity.

large using 3 tokenizers (see experimental settings in section 4).
Chronos and our models are based on the same architecture, training
strategy, and dataset. They only differ in tokenization.
In our zero-shot evaluation, our motif-based tokenization finds Pareto
optimal points on all 5 datasets. We show in figure 3 that our tokenizer
outperforms Chronos models with single-sample tokenization in fore-
casting quality and efficiency at the same time. We report our results
in table 2, choosing the best Chronos model as reference. Among our
3 tokenizers and 5 model sizes, we illustrate two cases: 1) Selecting
the best MSE, 2) Selecting the fastest model that is still better than
the Chronos reference. Motif-based tokenization without conditional
decoding improves MSE by 36.1% and accelerates models 19.90×
on average. With conditional decoding, the improvements are even
more substantial, with forecasting quality increasing by 43.2% and model acceleration reaching
26.73×. On the Traffic dataset, Chronos models diverge during zero-shot testing, while our tokenizer
still performs well, highlighting the generalization capability of motifs. We show full results in
section C.2 and further compare our zero-shot motif-based models with state-of-the-art models that
are directly trained on the respective datasets. Remarkably, our approach generates the best forecasts
in 19 out of 25 cases without fine-tuning.

Table 2: Motif-based tokenization with conditional decoding (cd) and without improves forecasting quality and
accelerates models during zero-shot forecasting. We aim for two extremes: best MSE and fastest acceleration.
Among Chronos models, we choose the best as reference. As our tokenization improves MSE while speeding up
the model, we are able to choose small models while surpassing forecasting quality of larger ones. Best in bold.

Dataset Chronos Ours Ourscd

MSE MSEbest Accel.fastest MSEbest Accel.fastest

ETTh1 0.717 0.517 24.88× 0.459 55.74×
ETTm1 1.004 0.637 6.49× 0.449 6.49×
Weather 0.265 0.251 0.26× 0.236 3.58×
Electricity 0.222 0.150 11.20× 0.144 11.20×
Traffic 2.717 0.591 56.66× 0.574 56.66×
Solar 1.270 0.493 4.54× tbd. tbd.

5.2 COMPARISON WITH PATCH-BASED METHODS

Patch-based Chronos Patching, which involves extracting fixed-length subsequences as tokens,
compresses the time series and captures local temporal information (Nie et al., 2023). However,
patches are rigid and non-adaptive to diverse time series patterns. Here, we compare our adap-
tive motif-based tokenization with our patch-based Chronos baseline in an isolated setting, where
tokenization is the only difference between models. Except for ETTh1, our tokenization method
outperforms all patch-based Chronos models in our isolated comparison in table 3. Motif-based
tokenization increases forecasting quality by 21.3% on average. Utilizing conditional decoding,
MSE improvements of 32.4% are substantially enhanced. These results highlight the potential of
byte pair encoding for time series.
Beyond Chronos We further compare with patch-based literature foundation models MOMENT
and Moirai in zero-shot settings. Our tokenizer outperforms all MOMENT models and generates
better forecasts on 2 out of 5 datasets compared to Moirai. However, these models utilize different
transformer backbone architectures, training strategies, and datasets, making a direct comparison
of tokenization methods difficult. Nevertheless, they demonstrate the competitiveness of our ap-
proach with state-of-the-art foundation models. In section 5.4, we explore the compression of our
motif-based tokenization in more detail.

Table 3: Benchmarking our motif-based tokenization with conditional decoding (cd) and without against our
patch-based Chronos baseline, MOMENT, and Moirai models, based on zero-shot forecasting quality (MSE). In
line with table 2 we report the best among our tokenizers. We highlight values that are worse than our method.

Dataset Ours Ourscd Chronoslen=4
patch Chronoslen=8

patch MOMENT Moirai

tiny mini small base large tiny mini small base large small base large small base large

ETTh1 0.517 0.459 0.525 0.474 0.453 0.470 0.384 0.426 0.420 0.446 0.400 0.379 0.765 0.732 0.693 0.465 0.396 0.397
ETTm1 0.637 0.449 0.879 0.912 0.916 1.099 0.666 0.800 0.647 0.906 0.704 0.608 0.700 0.710 0.665 0.710 0.600 0.548
Weather 0.251 0.236 0.425 0.319 0.356 0.601 0.374 0.273 0.305 0.264 0.278 0.284 0.275 0.249 0.240 0.193 0.161 0.245
Electricity 0.150 0.144 0.249 0.250 0.227 0.214 0.162 0.220 0.170 0.203 0.169 0.146 0.887 0.888 0.852 0.212 0.163 0.146
Traffic 0.591 0.574 0.766 0.808 0.762 0.756 0.624 0.731 0.645 0.685 0.680 0.625 1.458 1.534 1.386 0.645 0.406 0.427

6



324
325
326
327
328
329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358
359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377

Under review as a conference paper at ICLR 2026

5.3 CONDITIONAL DECODING

Recently emerging foundation models show impressive performance but are expensive to train (Ansari
et al., 2024). We propose conditional decoding as a lightweight yet powerful post-hoc optimization
method to enhance a model’s forecasting quality. Conditional decoding adds no computational
overhead during inference and does not require gradient computation for training. Instead, we
analytically compute the global optimum for its few parameters according to equation (6). For our
experiments, we utilize 3 tokenizers with different compression (see table 1), 5 datasets, and models
in size small. In the following, we train conditional decoding to dequantize the models’ forecasts on
the respective train set and evaluate on the test set.
Conditional decoding consistently improves forecasting quality in figure 4 in all of our experiments.
On the ETTm1 dataset and our tokenizer with high compression, conditional decoding reduces MSE
by 44.3% with only 484 trainable parameters. In section C.3, we provide additional results and
further investigate conditional decoding in a data- and model-independent setting. There, conditional
decoding mitigates on average 31.9% and up to 96.9% of our tokenizer’s quantization error, enabling
us to build tokenizers with even higher compression.

Low Medium High
Tokenizer

0.0

0.5

1.0

M
SE

Normal decode
Conditional decode

(a) Etth1

Low Medium High
Tokenizer
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Tokenizer

0.0

0.2

0.4

M
SE

(c) Weather

Figure 4: Conditional decoding improves forecasting quality for 3 tokenizers in small models on 3 datasets.

5.4 ADAPTIVE COMPRESSION OF DIVERSE TIME SERIES

Table 4: Average compres-
sion of our medium tok-
enizer on 5 datasets.

Dataset c̄

ETTh1 3.48
ETTm1 4.59
Weather 23.15
Electricity 3.95
Traffic 3.30

Here, we analyze the efficiency benefits of adaptive tokenization in detail.
Temporal patterns differ in length and complexity among datasets and
within time series (Ekambaram et al., 2024; Woo et al., 2024). While rigid
patches are unable to capture these inter and intra series variations by
employing fixed compression rates, our motif-based tokenization natively
exploits these diverse patterns, compressing them adaptively. Here, we
analyze our medium compression tokenizer (see table 1).
The Weather dataset contains patterns of various complexities, which we
illustrate in figures 5b to 5d. Here, our tokenizer compresses motifs of
different lengths into single tokens, achieving compressions from 8.13
up to 22.26. Less complex patterns result in higher compression, while
more complex patterns are tokenized more fine-grained. In figure 11,
we demonstrate this adaptive intra series compression on 4 other datasets. Among datasets, our
tokenizer reaches average compressions of 3.30 on Traffic and 23.15 on Weather in table 4. Further,
ETTh1 and ETTm1 are sampled with different frequencies but from the same process. The higher
compression on ETTm1 indicates that our tokenizer is agnostic to the sampling frequency. All these
results highlight the flexibility of our motif-based tokenization. Compared to the MOMENT model
with a patch length of 8 and 7 other patch-based models in table 14, we achieve substantially greater
compressions. In section C.4, we further investigate relations between compression of input data
and generated tokens and find linear dependencies. We also showcase even higher compressions
up to 128.Note that we report efficiency gains in inference time for our main experiments. Here,
we investigate adaptive compression of motif-based tokenization at time series level, which directly
translates to real-world speed-up by requiring fewer autoregressive generation steps. Tokenization
overhead is negligible with < 0.5% in runtime of our fastest models.

5.5 VOCABULARY COMPLEXITY AND GENERALIZATION

Longer motifs benefit the compression and efficiency of our tokenizer. Here, we systematically
explore factors influencing the vocabulary complexity and generalization ability. We show that longer
motifs are more expressive and enhance forecasting quality. We list further insights in section C.5. In

7



378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Under review as a conference paper at ICLR 2026

0 200 400
Time

0.0

2.0

Va
lu

e

(a) c̄ = 3.56

0 200 400
Time

-1.0

0.0

1.0

Va
lu

e

(b) c̄ = 8.13

0 200 400
Time

-1.0

-0.8

-0.6

-0.4

Va
lu

e

(c) c̄ = 18.95

0 200 400
Time

-0.6

-0.4

-0.2

0.0

0.2

Va
lu

e

(d) c̄ = 22.26

Figure 5: Our adaptive tokenizer (a) exploits periodically recurring motifs on the Traffic dataset and (b-d)
compresses time series adaptively depending on pattern complexity on the Weather dataset.

section C.6, we investigate robustness to noise, extreme values, and generalization to non-stationary
time series.

Quantization granularity A lower number of quantization bins M reduces the complexity of
the time series, resulting in longer motifs and a smaller vocabulary (see table 1). However, fewer
quantization bins also increase the quantization error, potentially failing to capture important nuances
and compromising forecasting quality. In table 11 and figure 9, we utilize 3 tokenizers with different
quantization granularities without conditional decoding, on 5 model sizes, and 5 datasets to analyze
this tradeoff.
In 15 out of 25 settings, our tokenizer with high compression and the largest quantization error
leads to best MSE. This experiment indicates that longer, more expressive motifs benefit forecasting,
despite higher quantization error. Moreover, as shown in section 5.3, the quantization error can be
largely removed with conditional decoding.

Table 5: Tokenizers on the
Chronos dataset with different
token occurrence, vocabulary
size, and compression.

pmin |V| c̄

1000 1675 3.18
8000 373 2.50
32 000 158 2.08
128 000 78 1.66

Token occurrence There is an inherent tradeoff in tokenization:
longer, more complex motifs (created by a high number of recursive
merges) naturally occur less frequently in the training data. In the limit,
the whole dataset can be represented by a single motif. While setting
a lower minimum occurrence threshold pmin allows the vocabulary
to capture more complex patterns, these rarer motifs may provide
insufficient learning examples for the model to reliably recognize
them. Here, we vary pmin from 1000 to 128 000 training 8 different
tokenizers. These tokenizers feature different vocabulary complexity
and compression, as in tables 5 and 15, but have the same quantization
error. We base our variations on our medium tokenizer and utilize
small models. Our results on Electricity and Traffic in figure 6 indicate an optimal tradeoff. A
minimum motif occurrence of pmin = 4000 times among 100M time series samples represents a
good balance. Generally, more complex motifs with higher compression result in best MSE.
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(b) Traffic

Figure 6: Varying token occurrence pmin influences forecasting qual-
ity for small models. More complex motifs generally improve MSE.

Table 6: Correlation ρ of token-
level compression and MSE.

Dataset ρ

ETTh1 −0.26
ETTm1 −0.24
Weather −0.26
Electricity −0.07
Traffic −0.27

Token level analysis Here, we demonstrate on token level that complex motifs are a better represen-
tation for time series generation than their simpler counterparts. To this end, we correlate motif length
with token-wise MSE of time series forecasts. We utilize our medium compression tokenizer in a
small model. On all 5 datasets, we observe negative correlation coefficients ρ in table 6. Therefore,
the generation of longer, more expressive motifs enhances forecasting quality. These results are in
line with our previous investigations.
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5.6 TRAINING DATASET SIZE

Table 7: Influence of training
dataset size N on tokenizer vo-
cabulary size, compression, and
forecasting quality.

N |V| c̄ MSE

1 k 2127 3.16 0.569
10 k 1853 3.10 0.560
100 k 1831 3.11 0.555
1 M 1827 3.11 0.533

Here, we explore how much data is required to train an efficient motif-
based tokenizer. In general, larger datasets better approximate the
true distribution of patterns, resulting in more complete vocabularies
of motifs Ψ. To this end, we train our 3 tokenizers on Chronos
dataset subsets ranging from 1000 to 1M time series and scale pmin

accordingly. Increasing the dataset size improves forecasting quality,
as our results in table 7 demonstrate (averaged across 3 tokenizers on
5 evaluation datasets). As expected, motifs extracted from a larger
sample size are less noisy and generalize better. This is also evident
in the decreasing vocabulary size and compression, indicating a smaller, more universal set of
motifs. With 1M time series, our tokenizer is still very sample efficient, requiring less than 10% of
Chronos data for vocabulary generation. In section C.7, we show full results and similar findings for
conditional decoding.

5.7 LEARNED TOKEN REPRESENTATIONS

Time series have distinct properties such as periodicity, offsets, and trends. A meaningful token
representation should model these characteristics. Our motif-based tokenization captures periodicity
by design, mapping similar patterns at different positions in a time series to the same token. This is
qualitatively shown in figures 1 and 5a. Moreover, we analyze the token embedding space E by doing
a principal component analysis in figures 7 and 20. The learned embeddings successfully capture
the values of quantized symbols in Ω (a), which are separated from MASK and EOS tokens. The
embedding space further models the mean (b) and standard deviation (c) of motifs in Ψ in orthogonal
dimensions, indicating a good separation of these properties. For motifs with high standard deviation,
the model distinguishes between linear and quadratic trends. Finally, motif length is implicitly learned
and modeled in the same dimension as the standard deviation, as constant patterns with low standard
deviation are likely longer.
Our method builds time series motifs hierarchically, where each child token is formed from two
parents. Intuitively, a child should be close to its first parent in the embedding space, since the model
can predict either the child directly or its parents as a sequence. The average cosine similarity across
all tokens is 0.072, while parent–child pairs show a much higher value of 0.475. We illustrate these
relations in figure 21, where parents and children are shifted along the motif length axis. In summary,
our results confirm that our motif vocabulary yields meaningful time series representations.
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Figure 7: Principal component analysis of token embeddings of our medium tokenizer in a small model.

6 CONCLUSION

In this work, we propose the first pattern-centric tokenization for the time series domain. Our method
leverages recurring discrete motifs as tokens and improves forecasting quality and efficiency over
existing methods. We further introduce conditional decoding as a lightweight, domain-specific
post-hoc optimization method and show its performance gains in large foundation models. We
demonstrate our tokenizer’s adaptability to patterns of different complexities and show that the learned
token embeddings capture meaningful representations of time series properties, including statistical
moments and trends. Finally, our thorough investigation reveals key tradeoffs balancing tokenizer
complexity and generalization: discretization granularity presents a dual effect on compression -
fewer bins increase discretization error but also make patterns more frequent, potentially improving
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both learnability and compression; training data size influences how well the discovered motifs
generalize, with smaller datasets being insufficient to learn robust representations of rare motifs.
However, with sufficient data, longer and more complex motifs can significantly reduce prediction
error, ultimately enhancing compression efficiency. We hope our motif-based tokenization will have a
positive effect on reducing the resource consumption and environmental impact of time series models.

Limitations In our work, we do not conduct hyperparameter search for T5 models due to the high
computational cost of training large foundation models. We expect even better results with optimized
settings. Moreover, future work can utilize more recent transformer architectures.

10



540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568
569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593

Under review as a conference paper at ICLR 2026

REFERENCES

Abdul Fatir Ansari, Lorenzo Stella, Caner Turkmen, Xiyuan Zhang, Pedro Mercado, Huibin Shen, Olek-
sandr Shchur, Syama Sundar Rangapuram, Sebastian Pineda Arango, Shubham Kapoor, Jasper Zschiegner,
Danielle C. Maddix, Hao Wang, Michael W. Mahoney, Kari Torkkola, Andrew Gordon Wilson, Michael
Bohlke-Schneider, and Yuyang Wang. Chronos: Learning the language of time series. In Transactions on
Machine Learning Research, 2024.

Andreas Auer, Patrick Podest, Daniel Klotz, Sebastian Böck, Günter Klambauer, and Sepp Hochreiter. Tirex:
Zero-shot forecasting across long and short horizons with enhanced in-context learning. arXiv:2505.23719,
2025.

Donald J Berndt and James Clifford. Using dynamic time warping to find patterns in time series. In International
conference on knowledge discovery and data mining, 1994.

Yu Chen, Nathalia Céspedes, and Payam Barnaghi. A closer look at transformers for time series forecasting:
Understanding why they work and where they struggle. In International Conference on Machine Learning,
2025.

Zhicheng Chen, Shibo Feng, Zhong Zhang, Xi Xiao, Xingyu Gao, and Peilin Zhao. Sdformer: Similarity-driven
discrete transformer for time series generation. In Advances in Neural Information Processing Systems, 2024.

Razvan-Gabriel Cirstea, Chenjuan Guo, Bin Yang, Tung Kieu, Xuanyi Dong, and Shirui Pan. Triformer:
Triangular, variable-specific attentions for long sequence multivariate time series forecasting–full version.
arXiv:2204.13767, 2022.

Ben Cohen, Emaad Khwaja, Kan Wang, Charles Masson, Elise Ramé, Youssef Doubli, and Othmane Abou-Amal.
Toto: Time series optimized transformer for observability. arXiv:2407.07874, 2024.

Abhimanyu Das, Weihao Kong, Rajat Sen, and Yichen Zhou. A decoder-only foundation model for time-series
forecasting. arXiv:2310.10688, 2023.

Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov, Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner,
Mostafa Dehghani, Matthias Minderer, Georg Heigold, Sylvain Gelly, Jakob Uszkoreit, and Neil Houlsby. An
image is worth 16x16 words: Transformers for image recognition at scale. In International Conference on
Learning Representations, 2021.

Vijay Ekambaram, Arindam Jati, Pankaj Dayama, Sumanta Mukherjee, Nam H. Nguyen, Wesley M. Gifford,
Chandra Reddy, and Jayant Kalagnanam. Tiny time mixers (ttms): Fast pre-trained models for enhanced
zero/few-shot forecasting of multivariate time series. In Advances in Neural Information Processing Systems,
2024.

Tim Elsner, Paula Usinger, Julius Nehring-Wirxel, Gregor Kobsik, Victor Czech, Yanjiang He, Isaak Lim, and
Leif Kobbelt. Multidimensional byte pair encoding: Shortened sequences for improved visual data generation.
arXiv:2411.10281, 2024.

Philip Gage. A new algorithm for data compression. In C Users J., 1994.

Shanghua Gao, Teddy Koker, Owen Queen, Thomas Hartvigsen, Theodoros Tsiligkaridis, and Marinka Zitnik.
Units: A unified multi-task time series model. In Advances in Neural Information Processing Systems, 2024.

Azul Garza and Max Mergenthaler-Canseco. Timegpt-1. arXiv:2310.03589, 2023.

Rakshitha Wathsadini Godahewa, Christoph Bergmeir, Geoffrey I. Webb, Rob Hyndman, and Pablo Montero-
Manso. Monash time series forecasting archive. In Neural Information Processing Systems Datasets and
Benchmarks Track, 2021.

Mononito Goswami, Konrad Szafer, Arjun Choudhry, Yifu Cai, Shuo Li, and Artur Dubrawski. MOMENT: A
family of open time-series foundation models. In International Conference on Machine Learning, 2024.

Leon Götz, Marcel Kollovieh, Stephan Günnemann, and Leo Schwinn. Efficient time series processing for
transformers and state-space models through token merging. In International Conference on Machine
Learning, 2025.

Diederik P. Kingma and Jimmy L. Ba. Adam: A method for stochastic optimization. In International Conference
on Learning Representations, 2015.

Jessica Lin, Eamonn Keogh, Stefano Lonardi, and Bill Chiu. A symbolic representation of time series, with
implications for streaming algorithms. In 8th ACM SIGMOD workshop on Research issues in data mining
and knowledge discovery, 2003.

11



594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2026

Shizhan Liu, Hang Yu, Cong Liao, Jianguo Li, Weiyao Lin, Alex X. Liu, and Schahram Dustdar. Pyraformer:
Low-complexity pyramidal attention for long-range time series modeling and forecasting. In International
Conference on Learning Representations, 2022a.

Xu Liu, Juncheng Liu, Gerald Woo, Taha Aksu, Yuxuan Liang, Roger Zimmermann, Chenghao Liu, Silvio
Savarese, Caiming Xiong, and Doyen Sahoo. Moirai-moe: Empowering time series foundation models with
sparse mixture of experts. arXiv:2410.10469, 2024a.

Yong Liu, Haixu Wu, Jianmin Wang, and Mingsheng Long. Non-stationary transformers: Exploring the
stationarity in time series forecasting. In Advances in Neural Information Processing Systems, 2022b.

Yong Liu, Haoran Zhang, Chenyu Li, Xiangdong Huang, Jianmin Wang, and Mingsheng Long. Timer:
Generative pre-trained transformers are large time series models. In International Conference on Machine
Learning, 2024b.

Yong Liu, Guo Qin, Zhiyuan Shi, Zhi Chen, Caiyin Yang, Xiangdong Huang, Jianmin Wang, and Mingsheng
Long. Sundial: A family of highly capable time series foundation models. In International Conference on
Machine Learning, 2025.

Luca Masserano, Abdul Fatir Ansari, Boran Han, Xiyuan Zhang, Christos Faloutsos, Michael W. Mahoney,
Andrew Gordon Wilson, Youngsuk Park, Syama Sundar Rangapuram, Danielle C. Maddix, and Bernie Wang.
Enhancing foundation models for time series forecasting via wavelet-based tokenization. In International
Conference on Machine Learning, 2025.

Yuqi Nie, Nam H Nguyen, Phanwadee Sinthong, and Jayant Kalagnanam. A time series is worth 64 words:
Long-term forecasting with transformers. In International Conference on Learning Representations, 2023.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine Lee, Sharan Narang, Michael Matena, Yanqi Zhou, Wei
Li, and Peter J. Liu. Exploring the limits of transfer learning with a unified text-to-text transformer. In Journal
of Machine Learning Research, 2020.

Kashif Rasul, Arjun Ashok, Andrew Robert Williams, Hena Ghonia, Rishika Bhagwatkar, Arian Khorasani,
Mohammad Javad Darvishi Bayazi, George Adamopoulos, Roland Riachi, Nadhir Hassen, Marin Biloš, Sahil
Garg, Anderson Schneider, Nicolas Chapados, Alexandre Drouin, Valentina Zantedeschi, Yuriy Nevmy-
vaka, and Irina Rish. Lag-llama: Towards foundation models for probabilistic time series forecasting.
arXiv:2310.08278, 2023.

Rico Sennrich, Barry Haddow, and Alexandra Birch. Neural machine translation of rare words with subword
units. In Annual Meeting of the Association for Computational Linguistics, 2016.

Yusuke Shibata, Takuya Kida, Shuichi Fukamachi, Masayuki Takeda, Ayumi Shinohara, and Takeshi Shinohara.
Byte pair encoding: A text compression scheme that accelerates pattern matching. 1999.

Johanna Sommer, Leon Hetzel, David Lüdke, Fabian J Theis, and Stephan Günnemann. The power of motifs as
inductive bias for learning molecular distributions. In ICLR 2023 - Machine Learning for Drug Discovery
workshop, 2023.

Sabera J Talukder, Yisong Yue, and Georgia Gkioxari. TOTEM: TOkenized time series EMbeddings for general
time series analysis. In Transactions on Machine Learning Research, 2024.

Luís Torgo and João Gama. Regression using classification algorithms. In Intelligent Data Analysis, 1997.

Aaron van den Oord, Oriol Vinyals, and koray kavukcuoglu. Neural discrete representation learning. In Advances
in Neural Information Processing Systems, 2017.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, Ł ukasz Kaiser,
and Illia Polosukhin. Attention is all you need. In Advances in Neural Information Processing Systems, 2017.

Yuxuan Wang, Haixu Wu, Jiaxiang Dong, Guo Qin, Haoran Zhang, Yong Liu, Yunzhong Qiu, Jianmin Wang, and
Mingsheng Long. Timexer: Empowering transformers for time series forecasting with exogenous variables.
In Advances in Neural Information Processing Systems, 2024.

Gerald Woo, Chenghao Liu, Akshat Kumar, Caiming Xiong, Silvio Savarese, and Doyen Sahoo. Unified training
of universal time series forecasting transformers. arXiv:2402.02592, 2024.

Haixu Wu, Jiehui Xu, Jianmin Wang, and Mingsheng Long. Autoformer: Decomposition transformers with
auto-correlation for long-term series forecasting. In Advances in Neural Information Processing Systems,
2021.

12



648
649
650
651
652
653
654
655
656
657
658
659
660
661
662
663
664
665
666
667
668
669
670
671
672
673
674
675
676
677
678
679
680
681
682
683
684
685
686
687
688
689
690
691
692
693
694
695
696
697
698
699
700
701

Under review as a conference paper at ICLR 2026

Qiang Wu, Gechang Yao, Zhixi Feng, and Shuyuan Yang. Peri-midformer: Periodic pyramid transformer for
time series analysis. In Advances in Neural Information Processing Systems, 2024.

Yunhao Zhang and Junchi Yan. Crossformer: Transformer utilizing cross-dimension dependency for multivariate
time series forecasting. In International Conference on Learning Representations, 2023.

Haoyi Zhou, Shanghang Zhang, Jieqi Peng, Shuai Zhang, Jianxin Li, Hui Xiong, and Wancai Zhang. Informer:
Beyond efficient transformer for long sequence time-series forecasting. In AAAI Conference on Artificial
Intelligence, 2021.

Tian Zhou, Ziqing Ma, Qingsong Wen, Xue Wang, Liang Sun, and Rong Jin. Fedformer: Frequency enhanced
decomposed transformer for long-term series forecasting. In International Conference on Machine Learning,
2022.

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2026

A AN ADAPTIVE TOKENIZATION APPROACH FOR TIME SERIES

We provide pseudocode for generating a vocabulary of motifs and utilizing the motifs to tokenize a time series.

Algorithm 1 Motif vocabulary generation according to equation (3).

Input: Dataset of discretized time series D′, minimum motif occurrence pmin

Output: Motif vocabulary Ψ
Ψ← {} ▷ Initialize empty vocabulary
z′new ←M + 2 ▷ Account for quantized symbols and {MASK,EOS}
while true do ▷ Iteratively find motifs

pair, cnt← count (z′i, z
′
i+1) in D′ ▷ Most frequent adjacent token pair and its count

if cnt ≥ pmin then
z′new ← z′new + 1 ▷ Allocate new token ID
Ψ[pair]← z′new ▷ Add new token to vocabulary (z′i, z

′
i+1)→ z′new

D′ ← D′ \ {pair} ∪ {z′new} ▷ Replace new token in dataset D′

else
return Ψ ▷ Token occurs to infrequent

end if
end while

Algorithm 2 Tokenization of a discrtized time series according to equation (4).

Input: Discretized time series z′, motif vocabulary Ψ
Output: Tokenized time series z′′

for ψ in Ψ do ▷ Iterate over motifs
ψkey, ψvalue ← ψ ▷ ψ made of key value mappings (z′i, z

′
i+1)→ z′new

for (z′i, z
′
i+1) in z′ do ▷ Iterate over adjacent tokens in z′

if (z′i, z′i+1) matches ψkey then ▷ Adjcent tokens match motif
replace (z′i, z

′
i+1) with ψvalue in z′ ▷ Replace tokens with motif: shortens z′ by 1

end if
end for

end for
z′′ ← z′

return z′′
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B EXPERIMENTS

In this section, we list additional information about our experimental settings and resources.

Datasets We train our models and tokenizers on the recently proposed Chronos dataset (Ansari et al., 2024). It
contains 11M time series with over 11B samples. Time series are curated from 28 real-world datasets or are
generated synthetically. Due to its diverse nature and size, this dataset is well suited for training foundation
models.
We base our zero-shot evaluation on 5 commonly used time series datasets covering different forecasting
applications: ETTh1 and ETTm1 measure the power load and temperature of electric transformers in hourly
and quarter-hourly granularity (Zhou et al., 2021). Weather consists of meteorological quantities such as air
temperature and is recorded every 10 minutes in 2020.1 Electricity measures the energy demand of households
in hourly granularity (Godahewa et al., 2021). Traffic consists of hourly road occupancies in the San Francisco
Bay Area (Godahewa et al., 2021).

Hyperparameters For training our T5 models, we utilize the hypermarameters of Chronos (Ansari et al.,
2024), which we list in table 8. We expect even better results of our tokenizer when performing hyperparameter
tuning. However, this is very expensive for large foundation models.

Table 8: Hyperparameters of our T5 models in 5 sizes from tiny to large.

Hyperparameter tiny mini small base large

T5 models
Token dimension d 256 384 512 768 1024
Encoder layers 4 4 6 12 24
Decoder layers 4 4 6 12 24
Heads 4 8 8 12 16

Training
Seed 2024
Activation ReLU
Dropout rate 0.1
Learning rate 0.001
Learning rate decay linear
Gradient steps 200 000
Batch size 256
Optimizer Adam (Kingma & Ba, 2015)

Reproducibility of measurements In our zero-shot evaluations, we use the same data splits as Wu et al. (2021).
We evaluate once and report results on the test set.
For our main experiments, where we compare models of different sizes, we report the inference time as it is
of high practical interest. This also includes tokenization and detokenization overhead, which is negligible in
practice with < 0.5% in runtime of our fastest models. We use the same Nvidia A6000 GPU for profiling with
2 warm-up and 2 measurement runs per batch to achieve inference time standard deviations < 2%.
Regarding efficiency measures, we further report the compression at time series level of our tokenizer. This is a
hardware- and model-independent measure and the metric most related to our work. Needing to process fewer
tokens or requiring fewer autoregressions directly translates to improvements in inference time of models, which,
however, is a hardware-dependent measure.
Finally, we suggest executing tokenization and detokenization as pipelined pre- and postprocessing operations
on the CPU. This way, the minimal tokenization overhead does not affect throughput at all as model execution
on the GPU is the limiting factor.

Computational effort Building the vocabulary of our tokenizer is an iterative process. Computationally, this is
rather cheap, and we execute it on a single core of an Intel Xeon w5-3435X CPU. For our medium compression
tokenizer and 100 000 time series with a total of 100M samples, vocabulary generation only takes 3.8 hours
utilizing 1.2GB of CPU memory.
For training the T5 models, we utilize Nvidia H100 GPUs. In total, we train 31 foundation models of differ-
ent sizes and with different motif-based tokenizers. We estimate the computational effort to reproduce our
experiments in table 9. Please note that we reuse previously trained tokenizers and models in most of our
experiments.

1https://www.bgc-jena.mpg.de/wetter/
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Table 9: Computational effort to reproduce our experiments.

Experiment Device Hours

Tokenizer
low CPU 9.1
medium CPU 3.8
high CPU 2.5

T5 models
Chronos baselines GPU 4350
Main experiments GPU 4800
Vocabulary complexity and generalization GPU 2240
Training dataset size GPU 2880
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C RESULTS

Here, we show additional experiments and results.

C.1 PREPROCESSING STRATEGIES

We conduct new experiments exploring different preprocessing strategies before discretizing a time series.
Each of these methods features different tradeoffs between signal preservation and noise rejection. The first
derivative of a time series z removes its offset, potentially yielding more similar motifs. However, derivatives
generally introduce noise. To counter this, we utilize Gaussian kernels to smooth the time series. We further
employ window-based norms. Besides uniform distributions for discretization, we experiment with Gaussian
distributions and the precise data distribution P (D).
We conduct an extensive search among combinations of preprocessing strategies on 500 tokenizers in figure 8.
Uniform discretization with different number of bins M is Pareto optimal in balancing the average tokenization
error δavg and compression c̄. We utilize this method throughout our paper.
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Tokenization error δavg
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Figure 8: Comparison of uniform discretization with other tokenization preprocessing strategies including
derivatives, Gaussian kernels, window-based norms, and Gaussian and data distribution based discretization.
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C.2 EFFICENCY IMPROVEMENTS OF ADAPTIVE TOKENIZATION

In table 11 and figure 9, we report full, non-aggregated results comparing our motif-based tokenization with
Chronos foundation models that tokenize every sample. Further, we conduct additional experiments to compare
our motif-based tokenization with non-foundation models tokenizing every sample. Finally, we isolate the effects
of discretization and temporal motif representation.

Non-foundation models Here, we compare our motif-based tokenization in T5 foundation models with
non-foundation models that are specifically trained on the ETTh1, ETTm1, Weather, Electricity, and Traffic
datasets. We utilize common time series architectures including Autoformer (Wu et al., 2021), FEDformer (Zhou
et al., 2022), Informer (Zhou et al., 2021), Non-stationary (Liu et al., 2022b), and vanilla transformers (Vaswani
et al., 2017). These models extract tokens as a multivariate slice for every time step. For comparison with our
motif-based tokenization, we utilize the results of Götz et al. (2025) for 2 layer models in table 10. The authors
forecast 96 time series samples from 192 context tokens.
In 19 out of 25 cases, our foundation model in zero-shot setting outperforms the specifically trained models in
forecasting quality.

Table 10: Comparison of our motif-based tokenization with conditional decoding (cd) and without in zero-shot
foundation models with non-foundation models that tokenize every sample, based on forecasting quality (MSE).
We highlight values that are worse than our method.

Dataset Ours Ourscd Autoformer FEDformer Informer Non-stationary Transformer

ETTh1 0.52 0.46 0.42 0.38 0.87 0.55 0.75
ETTm1 0.64 0.45 0.44 0.36 0.65 0.42 0.52
Weather 0.25 0.24 0.28 0.27 0.35 0.19 0.25
Electricity 0.15 0.14 0.18 0.20 0.30 0.17 0.25
Traffic 0.59 0.57 0.63 0.59 0.68 0.60 0.66

Table 11: Comparison of MSE and inference time of Chronos models and our low, medium, and high compression
tokenizers with conditional decoding (cd) and without on 5 datasets and 5 model sizes. Best MSE in bold.

Dataset Model size Chronos Ourslow Oursmedium Ourshigh

MSE time MSE MSEcd time MSE MSEcd time MSE MSEcd time

ETTh1

tiny 0.744 0.031 s 0.854 0.617 0.022 s 0.720 0.545 0.016 s 0.881 0.540 0.016 s
mini 0.736 0.061 s 0.803 0.599 0.044 s 0.585 0.507 0.035 s 0.758 0.520 0.031 s

small 0.741 0.094 s 0.656 0.565 0.067 s 0.669 0.500 0.057 s 0.686 0.512 0.051 s
base 0.759 0.305 s 0.602 0.525 0.204 s 0.554 0.465 0.175 s 0.528 0.463 0.165 s
large 0.717 0.867 s 0.530 0.487 0.575 s 0.527 0.461 0.507 s 0.517 0.459 0.456 s

ETTm1

tiny 1.138 0.031 s 1.044 0.637 0.020 s 1.063 0.619 0.016 s 0.904 0.585 0.014 s
mini 1.105 0.061 s 1.031 0.644 0.041 s 1.018 0.560 0.033 s 1.017 0.589 0.030 s

small 1.004 0.094 s 0.934 0.609 0.064 s 0.826 0.495 0.054 s 0.933 0.520 0.050 s
base 1.061 0.305 s 0.887 0.590 0.184 s 0.759 0.473 0.165 s 0.660 0.460 0.152 s
large 1.084 0.867 s 0.764 0.569 0.540 s 0.784 0.487 0.488 s 0.637 0.449 0.438 s

Weather

tiny 0.313 0.031 s 0.525 0.331 0.015 s 0.406 0.290 0.012 s 0.338 0.284 0.013 s
mini 0.297 0.061 s 0.482 0.305 0.032 s 0.324 0.257 0.026 s 0.313 0.280 0.027 s

small 0.265 0.094 s 0.463 0.298 0.050 s 0.344 0.250 0.046 s 0.290 0.238 0.044 s
base 0.266 0.305 s 0.535 0.316 0.138 s 0.307 0.241 0.140 s 0.273 0.258 0.132 s
large 0.269 0.867 s 0.492 0.316 0.418 s 0.293 0.242 0.405 s 0.251 0.236 0.367 s

Electricity

tiny 0.375 0.031 s 0.246 0.228 0.021 s 0.241 0.223 0.016 s 0.245 0.224 0.015 s
mini 0.301 0.061 s 0.200 0.192 0.043 s 0.198 0.186 0.033 s 0.199 0.187 0.027 s

small 0.261 0.094 s 0.176 0.169 0.066 s 0.170 0.161 0.056 s 0.185 0.173 0.048 s
base 0.222 0.305 s 0.167 0.159 0.203 s 0.165 0.157 0.163 s 0.166 0.158 0.148 s
large 0.233 0.867 s 0.154 0.148 0.569 s 0.150 0.144 0.471 s 0.158 0.151 0.397 s

Traffic

tiny 4.682 0.031 s 0.805 0.756 0.021 s 0.825 0.762 0.017 s 0.755 0.721 0.015 s
mini 3.751 0.061 s 0.716 0.684 0.042 s 0.682 0.648 0.033 s 0.680 0.650 0.027 s

small 2.722 0.094 s 0.693 0.646 0.065 s 0.659 0.617 0.056 s 0.646 0.627 0.047 s
base 3.413 0.305 s 0.686 0.631 0.201 s 0.630 0.585 0.163 s 0.631 0.608 0.143 s
large 2.717 0.867 s 0.688 0.628 0.576 s 0.613 0.576 0.474 s 0.591 0.574 0.386 s

Solar

tiny 1.387 0.031 s 1.633 tbd. 0.014 s 1.348 tbd. 0.013 s 1.117 tbd. 0.013 s
mini 1.270 0.061 s 1.442 tbd. 0.029 s 0.963 tbd. 0.028 s 0.767 tbd. 0.027 s

small 1.358 0.094 s 1.316 tbd. 0.045 s 0.845 tbd. 0.048 s 0.677 tbd. 0.045 s
base 1.311 0.305 s 1.265 tbd. 0.123 s 0.870 tbd. 0.131 s 0.688 tbd. 0.125 s
large 1.319 0.867 s 1.210 tbd. 0.388 s 0.751 tbd. 0.419 s 0.493 tbd. 0.369 s
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Figure 9: Comparison of our motif-based tokenization with and without conditional decoding with Chronos
models tokenizing every sample during zero-shot evaluation on 5 datasets and 5 model sizes.
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Effects of discretization and temporal motifs Our motif-based tokenization consists of two steps: Quantizing
the time series into a sequence of discrete symbols and compressing this sequence using a vocabulary of temporal
motifs. To isolate the contributions of discretization and motif representation, we train models from tiny to
large with the same number of quantization bins (M = 37) as our medium compression tokenizer, but without
applying motif discovery.
Our results in table 12 show that models relying solely on discretization perform worse than those incorporating
motif-based representations, except for the Weather dataset. However, they outperform Chronos baselines. The
improved MSE of the motif-based approach can be explained by the fact that longer motifs provide the model
with higher-level building blocks, making sequence prediction easier and more accurate (this is supported by our
results that longer motifs are associated with smaller MSE, see section 5.5). Moreover, our motif representation
also compresses temporal patterns, resulting in efficiency gains, which is a main motivation for our work. Please
note that the Weather dataset features extraordinarily high average compressions of 23.15 in table 4, which may
be the reason for the decreased accuracy. However, here the motif-based model is substantially more efficient.

Table 12: Forecasting quality (MSE) on 5 evaluation datasets for models from tiny to large, with M = 37
quantization bins, trained with and without motif representations. Best in bold.

Dataset Discretization Motifs
tiny mini small base large

ETTh1 0.611 0.608 0.600 0.625 0.626 0.526
ETTm1 1.035 0.911 0.928 0.887 0.918 0.759
Weather 0.231 0.229 0.220 0.222 0.215 0.293
Electricity 0.252 0.223 0.211 0.196 0.189 0.150
Traffic 1.099 1.135 1.195 1.122 1.184 0.613
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C.3 CONDITIONAL DECODING

In this section, we provide full results on data- and model-dependent conditional decoding trained on the models’
predictions in figure 10. We further explore conditional decoding in a data- and model-independent setting.
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Figure 10: Conditional decoding improves forecasting quality for 3 tokenizers in small models on 5 datasets.
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Data- and model-independent conditional decoding Here, we investigate conditional decoding in a data-
and model-independent setting to universally improve the forecasting quality of foundation models. To this
end, we train conditional decoding to dequantize quantized time series z′ = qΩ(z). Here, conditional decoding
is model-independent and can only mitigate the quantization error as this is the only error introduced. This is
why we report MSE improvements relative to the average quantization error δavg on the respective evaluation
datasets. We utilize the Chronos dataset for training and 5 datasets for zero-shot evaluation. We demonstrate
conditional decoding on our 3 tokenizers and small models.
In 14 out of 15 settings in table 13, conditional decoding improves forecasting quality. On ETTm1, it mitigates
up to 96.9% of the quantization error of our tokenizer with high compression. This enables us to build tokenizers
with even higher compression and quantization error, as it can be effectively recovered.

Table 13: Conditional decoding in data- and model-independent setting recovers the quantization errors of our 3
tokenizers by varying degrees on 5 datasets.

Dataset Compression

low medium high

ETTh1 22.0% 21.3% 49.4%
ETTm1 61.1% 16.1% 96.9%
Weather 87.6% 38.9% 25.0%
Electricity 13.5% 23.0% 21.4%
Traffic 0.0% 0.7% 1.7%

22



1188
1189
1190
1191
1192
1193
1194
1195
1196
1197
1198
1199
1200
1201
1202
1203
1204
1205
1206
1207
1208
1209
1210
1211
1212
1213
1214
1215
1216
1217
1218
1219
1220
1221
1222
1223
1224
1225
1226
1227
1228
1229
1230
1231
1232
1233
1234
1235
1236
1237
1238
1239
1240
1241

Under review as a conference paper at ICLR 2026

C.4 ADAPTIVE COMPRESSION OF DIVERSE TIME SERIES

Here, we show the full results of our investigations on adaptive compression of our motif-based tokenization
approach. In figure 11, we explore variable compression within the same dataset and show tokenized time series
for visual inspection in figure 13. We further investigate relations between input and generation compression.
Finally, we list compression rates of patch-based literature models as a reference.
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Figure 11: Histograms showing variable compressions of our medium tokenizer within 5 datasets.

Input and generation compression We conduct additional experiments to explore relations between input
compression and the model’s generations. The model can either predict long motifs with high compression
directly or sequences of their shorter components during autoregressive generation as we describe in section 5.7.
Therefore, we expect a greater input compression c̄in compared to generation compression c̄out. We utilize
different tokenizers in small models for this experiment. In line with our hypothesis, we find correlations between
input and generation compression on all 5 datasets in figure 12. More complex input tokens generally benefit the
prediction of longer motifs.
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Figure 12: Comparison of input and generation compression of small models and multiple tokenizers on 5
datasets. Please note that efficiency gains in table 2 and figures 3 and 9 relate to the more conservative generation
compression.
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Figure 13: Our medium tokenizer exploits periodically recurring motifs and compresses time series adaptively
depending on pattern complexity on 5 datasets. Specifically, (o) highlights the noise rejection ability of
discretization.
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Compression rates of patch-based models In table 14 we list compression rates of patch-based models in
recent literature, resulting from different patch length and stride combinations. For some works that experiment
with multiple patch lengths, we show the authors’ preferred values.

Table 14: Compression rates of patch-based literature models.

Architecture Compression c̄

SDformer (Chen et al., 2024) 2, 4
TOTEM (Talukder et al., 2024) 4
MOMENT (Goswami et al., 2024) 8
PatchTST (Nie et al., 2023) 8
TimeXer (Wang et al., 2024) 16
UniTS (Gao et al., 2024) 16
Sundial (Liu et al., 2025) 16
Moirai-MoE (Liu et al., 2024a) 16
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C.5 VOCABULARY COMPLEXITY AND GENERALIZATION

In figure 14 and table 15, we provide full results of our investigations on token occurrence. We offer additional
insights into the hierarchy of motifs and the vocabulary generation process.
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Figure 14: Varying token occurrence pmin influences forecasting quality for small models on 5 datasets.

Table 15: Tokenizers on the Chronos dataset with different token occurrence, vocabulary size, and compression.

pmin |V| c̄

1000 1675 3.18
2000 993 2.95
4000 604 2.73
8000 373 2.50
16 000 237 2.29
32 000 158 2.08
64 000 108 1.86
128 000 78 1.66

Hierarchy of motifs Motif-based tokenization utilizes a vocabulary of hierarchical patterns. Here, we explore
the hierarchy of motifs evolving with more complex vocabularies. To this end, we vary the minimum occurrence
threshold pmin. Naturally, a lower occurrence threshold results in larger vocabularies. These vocabularies exhibit
more complex patterns generated by a greater number of recursive merges in figure 15. Due to its hierarchical
structure, motif length grows exponentially with vocabulary depth, enabling large compressions.
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Figure 15: Motif hierarchy for vocabularies of different complexity.
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Vocabulary generation process Here, we further highlight the influence of quantization granularity and token
occurrence on compression and vocabulary complexity. In figure 16, we show the iterative process of finding
longer motifs with higher compression c̄ during vocabulary generation of Ψ. These more complex motifs,
however, are more specialized and occur less often (pmin). A lower number of quantization bins M results in
smaller, less data-specific vocabularies with higher compression.
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Figure 16: Influence of quantization bins M and token occurrence pmin on vocabulary size |Ψ| and compression
c̄ for tokenizers on the Chronos dataset.
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C.6 ROBUSTNESS TO NOISE, NON-STATIONARY TIME SERIES, AND TRANSIENTS

Robustness to noise is of high relevance when processing real-world time series. Further, the changing distribution
of non-stationary time series or extreme values might hinder effective motif-based tokenization. Here, we explore
our tokenizer’s generalization to noise, distribution shifts, and transients in more detail.

Robustness to noise To explore the noise rejection capability of motif-based tokenization, we injected different
levels of Gaussian noise into the raw input sequence before tokenization. We compare our high compression
tokenizer in a small model to the respective Chronos baseline.
Our results in figure 17 show that our motif-based tokenization substantially outperforms Chronos models on
noisy data. Further, its noise resistance is more predictable. We argue that our method is more robust to noise
due to its coarser quantization granularity. At the same time, our more expressive motif representation mitigates
the larger discretization error. Note that adding noise with up to σ = 0.3 to our normalized input data with unit
standard deviation is a severe disturbance.
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Figure 17: Resistance of Chronos models and our high compression tokenizer to Gaussian noise with standard
deviation σ on 5 datasets.

Generalization to non-stationary data In practice, trends on long non-stationary time series might hinder
effective motif encoding. To explore this, we introduce linear and exponential trends into our evaluation datasets.
We utilize our high compression tokenizer in a small model and the corresponding Chronos baseline for this
experiment.
In figure 18, our method shows a similar robustness to non-stationary data compared to the Chronos baseline,
even for large trends. We conclude that our motif-based tokenization is well applicable to non-stationary time
series and long sequences. Note that applying trends with up to |α| = 0.5 to our normalized data is a large
disturbance.
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Figure 18: Generalization of Chronos models and our high compression tokenizer to non-stationary time series
with linear and exponential trends on the Electricity dataset.
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Robustness to transients Extreme values might occur in real-world time series. Here, we explore the robustness
of our motif-based tokenization to outliers. To this end, we augment the input time series such that every sample
has a 1% probability to be a positive or negative transient with amplitude 3. For our normalized time series with
unit standard deviation, this is a severe disturbance. We analyze our tokenizer with medium compression and
models in size small on the Electricity dataset.
While Chronos models cannot effectively handle extreme values, our motif-based tokenization is substantially
more robust to outliers as our results in table 16 show. The MSE of our models increases by only 19.4%,
compared to 52.5% for Chronos models. When encountering unknown patterns that are not in our tokenizer’s
motif vocabulary, such as transients, our tokenizer falls back to single-sample tokenization, as illustrated in
figure 19. This fallback ensures that motif-based tokenization cannot overlook individual samples by design.
Consequently, compression is slightly reduced by 14.4% when outliers are introduced.
Note that within the tokenization range, the same maximum quantization error applies regardless of whether a
sample is common or an outlier, as described in section 3.1.

Table 16: MSE and compression c̄ for Chronos and our medium compression tokenizer on the Electricity dataset
with and without transient augmentation.

Augmentation Chronos Ours

MSE MSE c̄

Without transients 0.261 0.170 3.95
With transients 0.398 0.203 3.38

0 10 20 30 40 50 60 70
Time

Figure 19: Introducing a transient (yellow) in the center period leads to local changes in tokenization of time
series samples (gray) compared to the other periods on the Electricity dataset.
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C.7 TRAINING DATASET SIZE

We vary the dataset size for building our vocabulary of motifs Ψ and provide full results here. To this end, we
utilize our three tokenizers with low, medium, and high compression and report vocabulary statistics in table 17
and forecasting quality in table 18. For conditional decoding, we observe similar behavior when estimating
conditional distributions Ω̂ in table 19. Here, a larger subset also leads to best representations.

Table 17: Vocabulary statistics for 3 tokenizers trained on Chronos subsets of varying sizes N .

Compression N = 1 k N = 10 k N = 100 k N = 1 M

|V| c̄ |V| c̄ |V| c̄ |V| c̄

low 2789 2.11 2461 2.08 2445 2.08 2441 2.09
medium 1974 3.24 1707 3.16 1675 3.18 1681 3.18
high 1618 4.14 1392 4.05 1373 4.06 1360 4.06

Table 18: Forecasting quality (MSE) on 5 evaluation datasets for 3 tokenizers trained on Chronos subsets of
varying sizes N .

Dataset Compression N = 1 k N = 10 k N = 100 k N = 1 M

ETTh1
low 0.712 0.712 0.656 0.659
medium 0.562 0.698 0.669 0.615
high 0.751 0.712 0.686 0.593

ETTm1
low 0.944 0.919 0.934 0.913
medium 0.877 0.898 0.826 0.857
high 0.985 0.819 0.933 0.821

Weather
low 0.473 0.538 0.463 0.474
medium 0.342 0.310 0.344 0.333
high 0.355 0.333 0.290 0.307

Electricity
low 0.178 0.183 0.176 0.175
medium 0.173 0.167 0.170 0.164
high 0.191 0.176 0.185 0.178

Traffic
low 0.724 0.680 0.693 0.671
medium 0.643 0.639 0.659 0.622
high 0.625 0.621 0.646 0.620

Table 19: Influence of dataset size N on estimating conditional decoding distributions Ω̂ for small models on the
Electricity dataset.

N MSE

Normal decoding 0.170
1 k 0.168
10 k 0.162
100 k 0.161
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C.8 LEARNED TOKEN REPRESENTATIONS

Here, we show our full explainability analysis of learned motif representations.
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(e) Quadratic trend of motifs
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Figure 20: Principal component analysis of token embeddings of our medium tokenizer in a small model.
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Figure 21: Parent-child token relations analyzed through principal component analysis of token embeddings
from our medium tokenizer in a small model. Children and their first parents are connected.
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C.9 LEARNED MOTIFS

Our tokenizer employs a vocabulary of frequent motifs to encode time series. To enhance interpretability, we
illustrate selected patterns learned by our tokenizer with medium compression (see table 1), here. Note that the
vocabulary also includes shifted and scaled variants of these motifs along the y-axis.

Figure 22: Visualization of motifs our medium compression tokenizer uses to encode time series. Colors indicate
motif length.
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