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Abstract

Retrieval-augmented language models001
(RALMs) have shown strong performance002
and wide applicability in knowledge-intensive003
tasks. However, there are significant trust-004
worthiness concerns as RALMs are prone005
to generating unfaithful outputs, including006
baseless information or contradictions with007
the retrieved context. This paper proposes008
SYNCHECK, a lightweight monitor that009
leverages fine-grained decoding dynamics010
including sequence likelihood, uncertainty011
quantification, context influence, and semantic012
alignment to synchronously detect unfaithful013
sentences. By integrating efficiently measur-014
able and complementary signals, SYNCHECK015
enables accurate and immediate feedback016
and intervention, achieving 0.85 AUROC017
in detecting faithfulness errors across six018
long-form retrieval-augmented generation019
tasks, improving prior best method by 4%.020
Leveraging SYNCHECK, we further introduce021
FOD, a faithfulness-oriented decoding algo-022
rithm guided by beam search for long-form023
retrieval-augmented generation. Empirical024
results demonstrate that FOD outperforms025
traditional strategies such as abstention,026
reranking, or contrastive decoding significantly027
in terms of faithfulness, achieving over 10%028
improvement across six datasets.029

1 Introduction030

Retrieval-augmented language models (RALMs)031

synergize large language models (LLMs) with ex-032

ternal knowledge sources such as Wikipedia, web033

search, or tool invocations (Lewis et al., 2020;034

Guu et al., 2020; Borgeaud et al., 2022; Schick035

et al., 2023). Recent studies show that directly036

providing free-formed retrieved evidence in the037

context of LLMs can correct inaccurate or out-038

dated parametric knowledge (Ram et al., 2023; Shi039

et al., 2023c), leading to strong performance on040

knowledge-intensive tasks such as open-domain041

question answering (Mallen et al., 2023) and long- 042

form generation (Asai et al., 2024). 043

Despite the promising performance, the trustwor- 044

thiness of RALMs’ generation has become a con- 045

cern: human evaluations reveal a substantial num- 046

ber of claims generated by RALMs contradicting 047

with the provided context or cannot be grounded to 048

any evidence (Wu et al., 2024b,a). Such unfaithful 049

use of knowledge by LLMs renders it difficult to 050

trust the output even if the knowledge source is 051

proven trustworthy. Towards a fully faithful and 052

transparent use of knowledge, one line of work pro- 053

poses post-hoc attribution or revision (Gao et al., 054

2023a,b), yet they are computationally expensive 055

and could only be triggered after decoding. On 056

the other hand, several synchronous decoding in- 057

terventions have been proposed for critiquing and 058

correcting RALMs’ outputs on-the-fly, such as dy- 059

namic retrieval (Jiang et al., 2023b), reranking with 060

fine-tuned critique tokens (Asai et al., 2024), and 061

contrastive decoding for amplifying the influence 062

of the knowledge (Shi et al., 2023a). However, 063

these methods are mainly accuracy-oriented and it 064

is unclear how well these signals are able to distin- 065

guish faithful samples from unfaithful ones. More 066

importantly, these algorithms cannot provide any 067

ways to guarantee or control the level of faithful- 068

ness of RALMs’ final output. 069

To bridge these gaps, this paper undertakes a 070

principled approach to faithfulness-oriented de- 071

tection and decoding for long-form generation of 072

RALMs. To start with, we compile a comprehen- 073

sive benchmark to thoroughly evaluate faithfulness 074

detectors at sentence-level, with the tasks covering 075

biography generation, question answering, summa- 076

rization, and data-to-text. Surprisingly, existing 077

quality control methods in RALM systems includ- 078

ing likelihood-based filtering (Jiang et al., 2023b) 079

and instruction-tuned critique tokens (Asai et al., 080

2024) exhibit serious deficiency, only achieving ap- 081

proximately 0.6 AUROC across all the tasks (§5.1). 082
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What are some psychological effects of hugging?

[3] In a study on fears and self-esteem, research published in 
the journal Psychological Science revealed that hugs and 
touch significantly reduce worry of mortality. The studies found 
that hugging -- even if it was just an inanimate object like a 
teddy bear -- helps soothe individuals' existential fears.
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Backtrack

Faithfulness–Guided Beam Search

Hugging has a positive 
impact on the body’s 
physiology, resulting in 
feelings of relaxation [1].

According to [2], hugging 
can be seen as a form of 
nonverbal communication 
that conveys empathy.

In addition, hugging and 
touch can significantly 
reduce the anxiety-
induced mortality rate [3].
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The physical contact in 
hugging can release 
oxytocin, which promotes 
emotional healing.

Finally, a Psychological 
Science paper mentions 
that hugging increases the 
sense of belonging and 
social connection [3].
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Figure 1: (a) An illustration of SYNCHECK, a fine-grained faithfulness checker for RALMs. SYNCHECK aggre-
gates real-time decoding dynamics to accurately judge whether a sentence is trustworthy or not. (b) Leveraging
SYNCHECK, we design a two-staged faithfulness-oriented decoding pipeline consisting of backtracking and beam
search. In our algorithm, threshold prune takes place before beam size prune, and we use beam size 2 in the example.

In response, we propose SYNCHECK, a simple,083

efficient, yet accurate faithfulness error detector.084

To accurately characterize different types of faith-085

fulness errors, SYNCHECK computes and monitors086

multiple complementary signals during RALM de-087

coding: sequence likelihood, uncertainty quantifi-088

cation, context influence, and semantic alignment089

(Figure 1a). The signals are efficiently measured090

synchronously in the decoding process, and en-091

sembled via a lightweight aggregator that imposes092

minimal overhead. Despite the efficient design,093

SYNCHECK achieves a strong faithfulness judg-094

ment performance, scoring on average over 0.85095

AUROC across six datasets and two LLMs, out-096

performing five traditional baselines by ranging097

from 4% to 35% (§5.1). Furthermore, we find task-098

specific or model-specific training is not strictly re-099

quired for training SYNCHECK’s aggregator, which100

significantly improves its usability (§5.3).101

With SYNCHECK, is it possible to design a intel-102

ligent and efficient algorithm to improve the gener-103

ation’s faithfulness with a guarantee? Traditional104

methods struggle to strike a balance between infor-105

mativeness and faithfulness. For instance, absten-106

tion (Kamath et al., 2020; Ren et al., 2023; Feng107

et al., 2024) can be overly conservative, wasting108

the high quality part of the response. By contrast,109

contrastive decoding (Shi et al., 2023a) fails to en-110

force hard constraints to guarantee a basic level111

of faithfulness. We propose faithfulness-oriented112

decoding (FOD), a novel decoding algorithm that113

leverages SYNCHECK to synchronously monitor114

the generation faithfulness and guide the decoding 115

process towards producing more faithful outputs. 116

Specifically, FOD entails (1) backtracking at a low- 117

quality sentence and (2) initiating a beam search 118

that uses the faithfulness score to prune samples 119

and guide the search direction (Figure 1b). Exper- 120

iments show that FOD significantly improves the 121

generation’s faithfulness over greedy search (12%), 122

abstention (10%), reranking (13%), and context- 123

aware decoding (CAD, Shi et al. (2023a)) (19%) 124

across six datasets. Compared to abstention, FOD 125

improves in both faithfulness and informativeness. 126

Compared to CAD, FOD generates more faithful 127

samples at the same number of sentences (§5.2). 128

We will publicly release the benchmark and our 129

code to facilitate future research on RALMs. 130

2 Related Work 131

Context-Faithful LLMs Characterizing and im- 132

proving the context faithfulness of LLMs have been 133

an important research topic. Longpre et al. (2021) 134

identify over-reliance of language models on their 135

parametric knowledge when presented with con- 136

texts contradicting with it. Xie et al. (2023) find 137

that the persuasiveness of retrieved knowledge can 138

be improved with an LM-centric knowledge verbal- 139

ization process, yet LLMs still have inherent bias 140

in choosing between conflicting pieces of knowl- 141

edge. To improve the context faithfulness, common 142

approaches include adapting the LLM to context- 143

based generation (Shi et al., 2023b), improving 144

the context quality (Xu et al., 2023), improving 145
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the decoding method (Zhou et al., 2023; Shi et al.,146

2023a), and post-hoc detection or revision (Wu147

et al., 2024b; Gao et al., 2023a,b). Unfaithfulness148

to the context is also named as context-conflicting149

hallucinations (Zhang et al., 2023). Notable related150

works include detection with model features (Ka-151

davath et al., 2022; Azaria and Mitchell, 2023; Yin152

et al., 2024; Jiang et al., 2024), decoding-stage in-153

terventions (Li et al., 2023; Chuang et al., 2024;154

Wang et al., 2024), and abstention (Kamath et al.,155

2020; Ren et al., 2023; Feng et al., 2024). In this156

work, we show that traditional approaches adopted157

by RALM systems cannot accurately distinguish158

faithful generated sentences from unfaithful ones.159

By utilizing both model-centric features and se-160

matic alignment, SYNCHECK is able to character-161

ize diverse types of unfaithfulness issues precisely,162

efficiently, and in a fine-grained manner.163

Advanced Decoding for RALMs Recently,164

there has been a research interest in improving165

the decoding of black-box RALMs. Trivedi et al.166

(2023) and Shao et al. (2023) consider iterative re-167

trieval for refining the generation. Shi et al. (2023a)168

use contrastive decoding to emphasize the influ-169

ence of the retrieved context. FLARE (Jiang et al.,170

2023b) actively updates the context by setting a171

threshold on the likelihood of the least confident to-172

ken in the generated sentence. Toolformer (Schick173

et al., 2023) learns to actively invoke tools at174

knowledge-intensive locations in generation. Self-175

RAG (Asai et al., 2024) learns critique tokens to176

score and rerank hypotheses generated based on177

different retrieved documents. Compared to prior178

work, our decoding algorithm utilizes SYNCHECK179

to give a fine-grained accurate guarantee of output180

quality, striking a better balance between faithful-181

ness and informativeness of the output.182

3 Approach183

3.1 Problem Formulation184

We consider retrieval augmented generation of free-185

form long responses. Let x be a sequence of input186

tokens encoding a question or an instruction. Let187

c denote a sequence of retrieved context tokens,188

which may include multiple free-form text chunks189

from multiple sources. Given the concatenation190

[x; c], an LLM M predicts a sequence of segments191

(s1, ..., sm) as the response, where each segment192

consists of a sequence of tokens1.193

1In this paper, we treat one sentence as a segment in our
experiments, but our framework is applicable to any segment

Then, the task of context faithfulness tracking 194

is defined as assigning a faithfulness label ŷi ∈ R 195

to each newly generated segment si based on x, 196

c, and optionally the other segments. As many 197

detection methods produce real-valued scores, we 198

adopt AUROC as the evaluation metric. 199

3.2 SYNCHECK: Accurate Synchronous 200

Faithfulness Monitoring for RALMs 201

Different from factuality, faithfulness imposes a 202

unique focus on checking whether an RALM com- 203

prehends the retrieved contexts and avoids devi- 204

ating from the contexts. Such behavior is thus 205

challenging to characterize using simple heuristics 206

employed by previous literature such as the gener- 207

ative likelihood (Jiang et al., 2023b). Instead, we 208

introduce SYNCHECK, a fast and accurate feature- 209

based detector for a range of untrustworthy genera- 210

tion scenarios on an ascending hierarchy: (1) the 211

parametric and context knowledge is insufficient 212

for forming the response, (2) the model fails to 213

utilize the context in its predictions, and (3) the 214

model uses the context unfaithfully. Concretely, 215

SYNCHECK monitors four types of signals syn- 216

chrnous to autoregressive decoding (Figure 1a): 217

Likelihood Low likelihood outputs often indi- 218

cate the presence of knowledge gaps. When neither 219

the parametric knowledge nor the retrieved infor- 220

mation is sufficient, the model’s response trivially 221

bears faithfulness and trustworthiness issues. To 222

detect this behavior, SYNCHECK measures the min- 223

imum likelihood as well as the length-normalized 224

likelihood across all tokens in each sentence si. 225

Uncertainty A high predictive uncertainty sug- 226

gests an unconfident use of knowledge. Whether the 227

underlying cause is out-of-distribution questions, 228

noisy retrieval, or a weak ability to incorporate 229

the knowledge, the presence of high uncertainty 230

strongly signals for a verification of the model’s 231

generation. SYNCHECK monitors the averaged 232

token-level entropy within si as well as the local 233

intrinsic dimension of the activation of intermedi- 234

ate layers, which we hypothesize to more precisely 235

characterize the degree of the LLM unfaithfully 236

mixing the retrieval context distribution with its 237

parametric knowledge (Yin et al., 2024). 238

Context Influence An important behavior previ- 239

ous work failed to capture is the over-dominance 240

granularity (i.e., multi-sentence or sub-sentence).
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of parametric knowledge. When an RALM heav-241

ily relies on its parametric knowledge, the gen-242

erated information may deviate from the context243

and is thus largely non-attributable. Therefore,244

SYNCHECK monitors two token-wise distributions:245

PM(si|x; c; s1:i−1) and PM(si|x; s1:i−1), where246

s1:i−1 is the sequence of sentences already gener-247

ated by the RALM2. By contrasting the two dis-248

tributions via token-level Kullback-Leibler diver-249

gence, we obtain informative indications of the250

positions where c only has a weak influence on.251

Semantic Alignment Even if the retrieved con-252

text exerts a high influence and the model produces253

a high confidence sentence, the output could still254

suffer from a misinterpretation of context. When255

the model makes such a mistake, it is hard to detect256

and correct with model-centric features, To comple-257

ment with the previous features, SYNCHECK also258

runs a lightweight entailment checker (Zha et al.,259

2023) to gauge the likelihood of each si being se-260

mantically inconsistent with the retrieved c.261

SYNCHECK For each si, we have collected a262

range of on-the-fly faithfulness signals. As they are263

designed to capture unique aspects, SYNCHECK264

trains a light-weight aggregator to learn the task-265

specific decision boundary with a small labelled266

dataset3. We explore three hypothesis spaces: lo-267

gistic regression, XGBoost (Chen and Guestrin,268

2016), and MLP. In the rest of the paper, they will269

be denoted as SYNCHECKLR, SYNCHECKXGB, and270

SYNCHECKMLP respectively.271

In appendix A, we document the formulation272

and implementation details regarding the decoding-273

time feature collection and the aggregator training.274

3.3 FOD: Faithfuless-Oriented Decoding275

With the on-the-fly monitoring signals produced by276

SYNCHECK, can we further design effective inter-277

vention approaches to improve the faithfulness of278

RALMs’ output? Abstention, or selective predic-279

tion, is a straightforward application: after detect-280

ing potential quality issues, the system can refuse281

to generate any output (Kamath et al., 2020; Ren282

et al., 2023; Feng et al., 2024). However, the coarse-283

grained binary abstention decision wastes consider-284

able faithful information generated by the model.285

2Efficiency-wise, the second distribution indeed requires
a separate forward pass. However, it could be calculated in
parallel with the first distribution during token-level decoding.

3Empirically, the labelled set need not to be model-specific
or task-specific, as we will explore in §5.3.

Algorithm 1 FOD: Faithfulness-Oriented Decoding
Require: LLM, SYNCHECK, x, c, backtrack threshold τ1,

sample pruning threshold τ2, sample size S, beam size K
1: // Stage 1: Greedy Search and Backtrack
2: out← [], i← 0
3: // next sentence si, faithfulness score fi
4: si, fi ← SYNCHECK (x, c, LLM(x; c))
5: while fi ≥ τ1 do
6: out← out + [si], i← i+ 1
7: si, fi ← SYNCHECK (x, c, LLM(x; c; s0:(i−1)))
8: end while
9:

10: // Stage 2: Faithfulness-Guided Beam Search
11: beams← [out], new_beams← []
12: while no beam has generated [EOS] do
13: for B in beams do
14: for j = 1, ..., ⌈S/K⌉ do
15: si, fi ← SYNCHECK (x, c, LLM(x; c; B))
16: if fi ≥ τ2 then
17: new_beams←B + [si]
18: end if
19: end for
20: end for
21: if new_beams then
22: beams←K most faithful beams in new_beams
23: i← i+ 1, new_beams← []
24: else
25: break
26: end if
27: end while
28: return the most faithful beam in beams

To devise a more principled way to enhance the 286

faithfulness of the output while increasing the infor- 287

mation retained, we introduce FOD, a faithfulness- 288

oriented decoding algorithm for RALMs. Con- 289

cretely, FOD integrates SYNCHECK to guide the 290

search direction synchronously, with two stages: 291

1. Run greedy search until the first sentence si 292

with faithfulness score below a threshold τ1, 293

which triggers the backtrack operation. 294

2. Starting from si−1, search in K beams in par- 295

allel. In each step, sample several continua- 296

tions from each of the beams, directly pruning 297

out samples that have faithfulness score below 298

a threshold τ2. Finally, retain K beams with 299

the highest aggregated faithfulness score. 300

Figure 1b presents an intuitive illustration of 301

FOD, and the full algorithm is presented in Algo- 302

rithm 1. We note that to calculate the faithfulness 303

score of a partially decoded sequence, we always 304

simply average across all the sentences in it. In 305

addition, although we choose to halt the decoding 306

when a single beam produces [EOS] as it gives 307

empirically good performance, it is possible to con- 308

tinue the search until all the beams halt. 309

FOD’s design optimizes the trade-off between 310

faithfulness and informativeness. Compared to ab- 311

stention, FOD is often able to retain a faithful pre- 312

4



fix that already contains substantial information.313

Moreover, compared to contrastive decoding meth-314

ods that operate on token-level logit (Shi et al.,315

2023a) which does not guarantees on the final out-316

put’s quality, FOD provides a way to bound the317

minimum sentence-level faithfulness. Finally, the318

intermediate SYNCHECK signals also make the de-319

coding process more human interpretable, facilitat-320

ing further downstream explanation or debugging.321

4 Experimental Setup322

4.1 Task and Dataset Collection323

We test SYNCHECK and FOD on a benchmark cov-324

ering four common long-form RAG tasks: question325

answering (QA), summarization (Summ), data-to-326

text (Data2txt), and biography generation.327

RAGTruth For QA, Summ, and Data2txt, we328

use the questions and the retrieved contexts pro-329

vided by RAGTruth (Wu et al., 2024b), which330

are respectively sourced from MS MARCO (Bajaj331

et al., 2016), CNN/Daily Mail (See et al., 2017),332

and Yelp Open Dataset (Yelp, 2021). Notably, ques-333

tions in RAGTruth are designed for long-form RAG,334

which aligns well with our goal.335

Biography We use the factscore benchmark (FS)336

introduced in Min et al. (2023). To simulate situa-337

tions where unfaithful generations are more likely338

to occur, we construct two new datasets named339

famous-100 (F-100) and famous-100-anti (F-100-340

anti) where a model is asked to write a biography341

for 100 famous entities. The context for F-100 are342

retrievd from wikipedia, and for F-100-anti we cre-343

ate contexts from the evidence retrieved for another344

entity through entity substitution. By querying pop-345

ular and salient parametric knowledge, F-100 and346

F-100-anti creates challenging scenarios for resist-347

ing to generate baseless/conflicting information.348

Split We follow the train-test split in RAGTruth349

for QA, Summ, and Data2txt. FS, F-100, and350

F-100-anti only have a single test split. For351

SYNCHECK training, the respective train sets are352

used for QA, Summ, and Data2txt. The models353

for F-100 and F-100-anti are trained on FS, and354

the model for FS is trained on F-100. We further355

document the dataset construction, split details, as356

well as the basic statistics in appendix B.357

4.2 Context Faithfulness Tracking358

Output Collection We mainly test on Llama 2359

7B Chat (Touvron et al., 2023) and Mistral 7B In-360

struct (Jiang et al., 2023a)4. For FS, F-100, and 361

F-100-anti, we collect the outputs via greedy de- 362

coding. For QA, Summ, and Data2txt, we directly 363

leverage the outputs provided by RAGTruth, which 364

were sampled using various temperatures. 365

Label construction We use NLTK5 to decom- 366

pose the output into sentences, and assign each 367

sentence with a faithfulness label. For QA, Summ, 368

and Data2txt, we use the human-annotated baseless 369

spans and conflict spans (Wu et al., 2024b) as the 370

unfaithful spans. For FS, F-100, and F-100-anti, 371

we use a pre-trained propositionizer (Chen et al., 372

2023) to decompose the outputs into decontextual- 373

ized propositions and then use an AutoAIS model 374

(Honovich et al., 2022) to judge the faithfulness 375

of each proposition. Finally, a lexical matching 376

algorithm is used to map the span/proposition level 377

faithfulness labels into sentence-level labels. We 378

provide the detailed algorithm in appendix B.2. 379

Baselines We compare SYNCHECK with the fol- 380

lowing faithfulness checking baselines: 381

• SPANEXTRACT. Wu et al. (2024b) proposes 382

to instruct an evaluator LLM to directly pre- 383

dict the spans from the output corresponding 384

to the unfaithful statements. We test GPT-4- 385

Turbo and the fine-tuned Llama 2 13B model 386

provided by Wu et al. (2024b). 387

• CRITICTOK. Self-RAG (Asai et al., 2024) 388

is an LLM instruction-tuned for critiquing 389

RAG outputs. We leverage the model’s critic 390

token [IsSup] and report the score as the 391

probability of [fully supported] divided 392

by the sum of the probability of [partially 393

supported] and [no support], with each si 394

as the generated segment to critique. 395

• FLARE. Following Jiang et al. (2023b), we 396

use the minimum likelihood across all the to- 397

kens in the generated sentence si. 398

• Lexical Alignment Models. We test ALIGN- 399

SCORE (Zha et al., 2023) and MINICHECK 400

(Tang et al., 2024), both of which calculate a 401

semantic alignment score between C and si. 402

In appendix C, we provide the implementation 403

details of the baselines, including the prompt for- 404

mat for SPANEXTRACT and CRITICTOK. 405
4We use the model distributed at https://huggingface.

co/mistralai/Mistral-7B-Instruct-v0.1.
5https://www.nltk.org/api/nltk.tokenize.

PunktSentenceTokenizer.html
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Method RAGTruth Biography Generation AverageQA Summ Data2txt FS F-100 F-100-anti
Llama 2 7B Chat

SPANEXTRACTGPT-4-Turbo
✣ 0.705 0.773 0.794 0.630 0.548 0.506 0.659

SPANEXTRACTLlama-2-13B
✣ 0.734 0.688 0.842 0.552 0.660 0.657 0.689

ALIGNSCORE✣ 0.772 0.768 0.679 0.791 0.897 0.886 0.799
MINICHECK✣ 0.788 0.778 0.813 0.736 0.833 0.869 0.803
CRITICTOK✿ 0.506 0.534 0.604 0.565 0.767 0.784 0.627

FLARE✿ 0.631 0.527 0.532 0.649 0.694 0.677 0.618
SYNCHECKLR

✿ 0.812 0.753 0.775 0.771 0.908 0.893 0.819
SYNCHECKXGB

✿ 0.803 0.730 0.752 0.752 0.901 0.866 0.801
SYNCHECKMLP

✿ 0.8333 0.7873 0.7852 0.7644 0.9183 0.8962 0.831
Mistral 7B Instruct

SPANEXTRACTGPT-4-Turbo
✣ 0.775 0.830 0.827 0.529 0.648 0.431 0.673

SPANEXTRACTLlama-2-13B
✣ 0.641 0.716 0.872 0.555 0.660 0.704 0.691

ALIGNSCORE✣ 0.875 0.829 0.731 0.804 0.956 0.871 0.844
MINICHECK✣ 0.824 0.874 0.832 0.761 0.852 0.880 0.837
CRITICTOK✿ 0.588 0.578 0.529 0.564 0.870 0.838 0.661

FLARE✿ 0.539 0.603 0.463 0.690 0.798 0.638 0.622
SYNCHECKLR

✿ 0.895 0.785 0.731 0.765 0.975 0.871 0.837
SYNCHECKXGB

✿ 0.877 0.750 0.819 0.769 0.865 0.867 0.825
SYNCHECKMLP

✿ 0.8878 0.8290 0.8562 0.7732 0.9722 0.8833 0.867

Table 1: AUROC results of all context faithfulness tracking methods. We use superscripts to differentiate between
external lexical detectors (✣) and methods using RALM-centric features (✿). We use subscript to denote the
standard deviation across three runs. For instance, 0.8878 means a mean 0.887 and a standard deviation 0.008.
SYNCHECKMLP achieves the strongest performance averaged across six tasks for both LLMs experimented.

4.3 Faithfulness Intervention406

We use the same set of datasets and models to407

evaluate the proposed decoding method FOD.408

Evaluation Metric We report two response-level409

metrics: faithfulness and informativeness. In-410

spired by Min et al. (2023), faithfulness is designed411

as proposition-level contextual consistency. The412

model proposed in Chen et al. (2023) is used to de-413

compose the response into propositions, and we use414

retrieval+llama+npm method (Min et al., 2023)415

to factcheck each proposition directly with C as the416

context. Faithfulness is reported as the proportion417

of faithful propositions within all propositions. For418

informativeness, we report the number of proposi-419

tions in the response. For the abstained or empty420

responses, we exclude them from faithfulness eval-421

uation but assign 0 as the informativeness score.422

Baseline We compare with (1) abstention - refus-423

ing to output when the faithfulness score predicted424

by SYNCHECKMLP for any of the output sentence425

below a certain threshold; (2) reranking - freely426

sampling the same number of responses as FOD427

would and directly return the sample with the best428

averaged faithfulness score from SYNCHECK; and429

(3) CAD (Shi et al., 2023a), a contrastive decoding430

method amplifying the influence from the context.431

5 Results 432

5.1 Context Faithfulness Tracking 433

In Table 1, we report the AUROC of all the con- 434

text faithfulness tracking approaches we consider. 435

To begin with, we find that traditional methods 436

adopted by RALMs systems, such as CRITICTOK 437

and FLARE, only provide limited accuracy in 438

identifying whether a single sentence is faithful 439

or not. Moreover, SPANEXTRACT and ALIGN- 440

SCORE exhibit weak generalization performance 441

across tasks. SPANEXTRACT performs poorly on 442

Biography Generation tasks, which it has not been 443

optimized on. ALIGNSCORE achieves decent per- 444

formance on QA, Summ, and Biography as these 445

tasks are similar to its extensive pre-training data 446

(Zha et al., 2023). However, AlignScore fails to 447

generalize to Data2txt. while requires fine-grained 448

checking of details such as locations, ratings, and 449

numeric information. 450

Among all the methods, SYNCHECKMLP 451

achieves the strongest performance averaged across 452

all the tasks, with an average 0.831 AUROC for 453

Llama 2 7B Chat and 0.867 for Mistral 7B Instruct. 454

Notably, despite SYNCHECK leverages ALIGN- 455

SCORE for semantic alignment, it is able to out- 456

perform ALIGNSCORE on most of the tasks for 457

both models. In §5.3, we provide further insights 458
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Method QA Summ Data2txt FS F-100 F-100-anti Average
Faith. Info. Faith. Info. Faith. Info. Faith. Info. Faith. Info. Faith. Info. Faith. Info.

Llama 2 7B Chat
Greedy 0.628 10.9 0.716 9.4 0.440 13.3 0.489 8.0 0.766 9.5 0.603 7.6 0.607 9.8
CAD 0.710 10.4 0.755 9.5 0.468 14.0 0.278 7.4 0.611 22.4 0.476 19.2 0.549 13.8

Abstention✿ 0.639 3.5 0.712 9.0 0.422 8.2 0.509 2.8 0.809 2.3 0.584 1.1 0.613 3.7
Reranking✿ 0.745 9.3 0.757 9.8 0.474 13.4 0.466 10.4 0.621 10.0 0.563 12.9 0.604 11.0
FOD (BT)✿ 0.737 4.0 0.744 8.4 0.556 7.3 0.532 4.5 0.843 4.5 0.668 3.0 0.680 5.3
FOD (Full)✿ 0.768 4.3 0.770 9.5 0.529 10.4 0.507 5.1 0.870 4.8 0.735 3.5 0.697 6.3

Mistral 7B Instruct
Greedy 0.725 7.4 0.737 10.2 0.431 14.4 0.482 11.2 0.741 7.9 0.598 7.2 0.619 9.7
CAD 0.759 7.1 0.799 11.6 0.378 17.9 0.389 11.9 0.698 13.7 0.539 13.9 0.594 12.7

Abstention✿ 0.701 0.9 0.757 7.7 0.441 11.9 0.456 2.8 0.737 3.1 0.706 2.3 0.633 4.8
Reranking✿ 0.737 6.2 0.802 11.2 0.457 14.9 0.395 12.5 0.652 7.5 0.552 11.3 0.599 10.6
FOD (BT)✿ 0.781 1.3 0.790 6.3 0.603 4.7 0.510 8.2 0.756 6.2 0.692 4.5 0.688 5.2
FOD (Full)✿ 0.846 4.0 0.796 10.9 0.440 13.6 0.439 8.5 0.769 6.6 0.716 4.9 0.668 8.1

Table 2: Faithfulness-Informativeness evaluation results of faithfulness intervention methods. BT means backtrack-
ing only, without the following beam search. For all the results, we use a threshold 0.7 for abstention, and τ1=0.7,
τ2=0.85 for our method, which we find generally work well. In addition, we use K = 2 and S = 6 for FOD (Full)
and sample size 6 for reranking. We use ✿ to mark the decoding methods that leverage SYNCHECK.
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Figure 2: Faithfulness score on Llama 2 7B chat with output truncated to the first L sentences.

on feature importance as well as cross-task and459

cross-model generalization of SYNCHECK. Finally,460

among the hypothesis spaces we explored, we sur-461

prisingly find that simple logistic regression can462

achieve a very strong detection performance. This463

further highlights the value of the ensembled sig-464

nals themselves, which enables high performance465

with simple and lightweight aggregators.466

5.2 Intervention for Trustworthiness467

Next, we study leveraging SYNCHECKMLP to im-468

prove the trustworthiness of the model output.469

Faithfulness vs. Informativeness In Table 2, we470

evaluate the faithfulness-informativeness trade-off471

of different decoding strategies. Compared to the472

greedy search, FOD (BT) can already greatly im-473

prove the faithfulness. Compared to abstention,474

FOD (BT) improves both faithfulness and infor-475

mativeness. For Summ, Data2txt, and FS, the re-476

sponse after backtracking still bears a number of477

propositions, indicated by the high informativeness.478

Through FOD (Full), the informativeness is further479

boosted without significantly impacting faithful- 480

ness. Notably, the hyperparameters for FOD (τ1, 481

τ2, K, and S) are kept the same across all models 482

and tasks, indicating its generalizability. Although 483

CAD improves the faithfulness for QA, Summ, 484

and Data2txt, it is ineffective for biography genera- 485

tion tasks. By comparison, FOD still consistently 486

outperforms CAD for all of the six tasks and two 487

models, except Summ for Mistral where the two 488

algorithms have similar performance. Finally, com- 489

pared to sampling and post-hoc reranking FOD 490

significantly improve the faithfulness, indicating 491

the necessity of performing on-the-fly monitoring 492

and pruning of already unfaithful samples. 493

Faithfulness@L To check whether FOD truly 494

provides a better faithfulness-informativeness 495

trade-off, we further compare it with CAD in a 496

more controlled setting. In Figure 2, we present 497

the faithfulness of their predictions truncated to L 498

sentences. FOD consistently improves over greedy 499

search and CAD across all the tasks, further con- 500

firming the effectiveness of the algorithm. 501
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Figure 3: Feature ablation study with SYNCHECKMLP
used as the detection model. We report the AUROC
averaged across three runs with different random seeds.

5.3 Analysis502

In this section, we provide further analyses on503

SYNCHECK including feature ablation as well as504

cross-task/model faithfulness tracking.505

Ablation study We conduct ablations on the fea-506

tures used by SYNCHECK, and present the results507

in Figure 3. Overall, we observe that removing508

each type of the proposed feature can harm the de-509

tection performance for both of the models studied.510

Although semantic alignment is the most important511

feature, it is also necessary to combine it with other512

dimensions to achieve the state-of-the-art perfor-513

mance. Context influence is the second important514

dimension, causing 0.02 to 0.03 absolute drop in515

AUROC when removed, suggesting its necessity516

and the unique value in discerning segments that517

are unfaithful to the context.518

Cross-Task Faithfulness Tracking So far, we519

have assumed that task-specific data is required to520

train SYNCHECK. In Figure 4, we investigate the521

AUROC of SYNCHECKMLP trained on tasks other522

than the tested task. Overall, we find that detectors523

trained on one task can often transfer decently to an-524

other task. Specifically, most of the tasks can trans-525

fer well to detect unfaithful generations on QA. In526

addition, detectors trained on FS or Data2txt trans-527

fer well to most of the other tasks. Crucially, this528

result relaxes the dependence on task-specific data,529

leading to a more generalizable and data-efficient530

trustworthiness detection approach.531

Cross-Model Faithfulness Tracking Finally, we532

explore using Llama 2 7B Chat as a surrogate533

model (Shrivastava et al., 2023) to perform faithful-534

ness tracking for outputs generated by other models.535

As shown in Table 3, SYNCHECK trained on the536

surrogate model achieves a high performance on537

judging the faithfulness of other models’ outputs.538

We hypothesize that although the samples may have539

FS QA Summ Data2txt
Test Tasks

FS

QA

Summ

Data2txt

Tr
ai

n 
Ta

sk
s

0.764 0.817 0.754 0.755

0.763 0.833 0.733 0.748

0.787 0.762 0.787 0.670

0.770 0.803 0.735 0.785
0.675

0.700

0.725

0.750

0.775

0.800

0.825

Figure 4: Performance of SYNCHECKMLP on different
train-test task pairs using Llama 2 7B Chat. We report
the AUROC averaged across three runs.

Llama (13B) Llama (70B) Mistral (7B)

QA 0.854 0.853 0.870
Summ 0.811 0.739 0.821
Data2txt 0.718 0.706 0.779
Bio 0.782 0.759 0.777
F-100 0.897 0.908 0.977
F-100-anti 0.866 0.865 0.906
Average 0.821 0.805 0.855

Table 3: Faithfulness tracking with SYNCHECKMLP and
Llama 2 7B Chat as the surrogate model. Llama =
Llama 2 Chat, Mistral = Mistral Instruct.

a low likelihood to the surrogate model, other di- 540

mensions such as context influence and uncertainty 541

still exhibit a clear boundary between faithful and 542

unfaithful samples, making SYNCHECK applica- 543

ble without access of the checked model or task- 544

specific trustworthiness labels. 545

We further provide a study for the hyperparame- 546

ters S and K of FOD in appendix D.1 as well as 547

qualitative examples in appendix D.2. 548

6 Conclusion 549

In this paper, we introduced SYNCHECK, a real- 550

time lightweight detector designed to enhance the 551

faithfulness of RALMs in long-form generation 552

by leveraging fine-grained decoding dynamics to 553

detect unfaithful generated segments. Our empir- 554

ical results demonstrate that SYNCHECK signifi- 555

cantly outperforms existing faithfulness detection 556

methods, achieving high AUROC scores across var- 557

ious tasks. Additionally, we proposed Faithfulness- 558

Oriented Decoding, which improves the faithful- 559

ness and informativeness of RALM outputs com- 560

pared to traditional faithfulness intervention meth- 561

ods. This work underscores the importance of real- 562

time monitoring and targeted interventions in ad- 563

vancing RALMs as reliable tools for knowledge- 564

intensive generation, paving the way for more trust- 565

worthy and interpretable RALM systems. 566
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Limitations567

Despite the effectiveness of SYNCHECK and FOD,568

several limitations remain:569

1. Latency. Despite the SYNCHECK operates570

logically concurrently with the decoding run-571

ning it in beam search incurs extra latency.572

Specifically, in each step, S sentences are sam-573

pled and have their faithfulness checked. With574

S = 1, the latency cost of FOD is exactly the575

same as CAD, since both of which incur an576

extra forward pass per token for calculating577

context influence. With S GPUs, which is578

usually not a large number, FOD achieves the579

same latency as CAD.580

2. Segment Granularity. In the paper, we581

mainly use sentence as the segment granular-582

ity, which is consistent with prior work such583

as (Jiang et al., 2023b). Future work could584

further confirm and improve the performance585

of FOD with segments of different granularity586

such as sub-sentence or multi-sentence.587

3. Diverse Real-World Tasks. Finally, although588

we have performed evaluation on four repre-589

sentative tasks, further deploying the system590

to improve the quality of RAG on diverse real-591

world tasks in the wild is an exciting next step.592

In addition, it is also a promising investiga-593

tion to employ SYNCHECK as a plug-and-play594

faithfulness monitor with RAG pipelines that595

feature larger models as the generation model.596

Ethics Statement597

In this paper, we mainly investigate detecting598

and correcting the unfaithfulness in the outputs599

of RALMs. However, we are aware that faith-600

fulness does not entail robustness, that a faithful601

RALM could be misled by biased resources and602

produce socially harmful claims. To build trust-603

worthy RALM systems, we believe both the LLM604

and the retriever need the additional ability to criti-605

cally judge the quality of the retrieved information606

before blindly following them. Finally, we are607

also aware that our approach improves the perfor-608

mance at the cost of additional computation. We609

are committed to further improving efficiency of610

our algorithm while maintaining the performance.611

We access the officially released datasets for the612

RAGTruth datasets and the FS entities, both of613

which are released under the MIT license. We use614

these datasets as-is without any additional prepro-615

cessing process. As OpenAI models are involved616

in curating the F-100 and F-100-anti dataset, and a 617

range of models are involved in creating the faith- 618

fulness tracking data, our code and datasets will be 619

released with MIT license with a research-only use 620

permission. In addition, we will not re-distribute 621

the RAGTruth data but will instead redirect to the 622

version distributed by the original authors. 623
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Supplementary Material: Appendices

A SYNCHECK Details890

A.1 Decoding-time feature collection891

Feature Type Alias Range

Likelihood min_prob [0, 1]
mean_prob [0, 1]

Uncertainty

max_entropy [0, 1]
mean_entropy [0, 1]
lid_layer_15 [0,+∞)
lid_layer_16 [0,+∞)
lid_layer_17 [0,+∞)

Context Influence mean_contrastive_kl [0, 1]
large_kl_pos [0,+∞)

Semantic Alignment align_score [0, 1]

Table 4: A list of features monitored by SYNCHECK.

In Table 4, we outline the full list of features892

monitored and leveraged by SYNCHECK. In the893

rest of this section, we detail the methodology used894

to measure each feature.895

min_prob and mean_prob For each of the pre-896

dicted token in si, we calculate its likelihood.897

min_prob takes the likelihood of the most unlikely898

token and mean_prob takes the average.899

mean_entropy and max_entropy For each sen-900

tence si, we calculate the entropy of the distribution901

over the entire vocabulary for each of the output902

token position. mean_entropy takes the average903

of these values and max_entropy takes the max.904

lid_layer_x When the model finishes decoding905

for a single segment, we collect the hidden repre-906

sentation of the last token from layer x. Then, we907

calculate the local intrinsic dimension using the908

representation against a set of pre-computed hid-909

den dimensions measured in the same way using910

labelled segments from the train set, following the911

LID-MLE method proposed in Yin et al. (2024). In912

preliminary studies, we found lid_layer_x to be913

ineffective for Summ and Data2txt. Therefore, we914

only incorporate this set of features for FS, F-100,915

F-100-anti, and QA.916

mean_contrastive_kl and large_kl_pos As917

the model decodes each token in the sentence,918

we simultaneously collect the distribution over919

the vocabulary as well as the distribution with920

the same generation prefix but without the re-921

trieved context. Then, we calculate the Kullback-922

Leibler divergence between the two distribution.923

Then, mean_contrastive_kl takes the average 924

KL-divergence across all the tokens in the sentence. 925

large_kl_pos is a discrete version of the mean 926

signal which counts the number of positions with 927

the KL-divergence greater than 3.0. 928

align_score For each sentence, we calculate its 929

AlignScore (Zha et al., 2023) with the context as 930

the reference. We use the AlignScore-base model 931

released by the authors for its efficiency. 932

For all the feature collection, classification, and 933

decoding experiments, we execute them on a local 934

server with 8 Nvidia A6000 GPUs. For models of 935

size 7B, the latency of running the full decoding 936

pipeline is roughly 30s per sample using two GPUs. 937

To run the end-to-end decoding and evaluation on 938

the test set, the latency is roughly 2 hours per task. 939

A.2 Aggregator training details 940

We use the scikit-learn and the xgboost Python 941

package to train different variations of SYNCHECK. 942

For SYNCHECKMLP, we use a two-layer neural net- 943

work with hidden dimension 100 and ReLU activa- 944

tion. We use a learning rate of 0.001, Adam opti- 945

mizer, batch size 128, and train for 300 iterations. 946

While we did not extensively tune the hyperparam- 947

eters, we did a preliminary study with learning rate 948

{0.01, 0.001, 0.0001} and batch size {32, 64, 128} 949

which supports the chosen set of hyperparameters. 950

B Benchmark Construction Details 951

B.1 F-100 and F-100-anti 952

To create F-100 and F-100-anti, we first directly 953

prompt ChatGPT to propose 100 entities represent- 954

ing famous people. Figure 5 presents a full list of 955

the entities. Then, we run BM25 retrieval (Robert- 956

son and Walker, 1994) on paragraph-chunked 957

Wikipedia data (version 2021-10-13, processed by 958

Chen et al. (2023)) with "Tell me a bio of 959

[entity]" as the query. For F-100, we keep and 960

use the top-10 paragraphs as the retrieved evidence. 961

For F-100-anti, we link each entity E1 with the 962

contexts retrieved for another entity E2, while re- 963

placing all the occurrences of E2 with E1. 964

B.2 Trustworthiness label generation 965

In this section, we describe the lexical matching 966

procedure we design for obtaining sentence-level 967

faithfulness label. 968
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Dataset Split # Docs # Instances # Cxt Sents # Gen Sents % Faithful Sents % Faithful Instances
Llama 2 7B Chat

QA train 839 9669 17.7 14.98 87.06% 54.47%
test 150 1453 17.1 13.34 90.71% 34.67%

Summ train 793 3771 35.9 5.43 88.17% 48.30%
test 150 692 34.8 5.05 91.47% 33.33%

Data2txt train 883 5750 23.8 7.13 77.51% 86.64%
test 150 940 24.3 6.65 80.53% 82.00%

FS test 500 1770 51.5 4.46 73.62% 51.40%
F-100 test 100 405 38.2 4.28 56.79% 67.00%

F-100-anti test 100 349 36.6 4.01 53.58% 73.00%
Mistral 7B Instruct

QA train 839 6055 18.6 11.99 88.16% 41.24%
test 150 882 18.1 10.60 91.84% 20.67%

Summ train 793 4530 33.9 6.40 84.55% 66.83%
test 150 838 33.0 6.13 86.52% 57.33%

Data2txt train 883 7677 23.0 9.38 79.77% 93.32%
test 150 1269 23.5 9.13 82.74% 88.67%

FS test 290 1629 51.9 6.37 83.00% 58.28%
F-100 test 61 227 38.0 3.94 79.30% 40.98%

F-100-anti test 62 214 34.8 3.76 55.14% 62.90%

Table 5: Basic statistics of our evaluation benchmark. Notably, our benchmark tests long-form generation with
long-form retrieved evidence. # Cxt Sents and # Gen Sents stand for the number of sentences in the context and the
model’s output. Both the tested models exhibit a considerable rate of unfaithful sentences.

RAGTruth For QA, Summ, and Data2txt, the969

hallucination spans annotated by RAGTruth are970

in the format (start, end) indication the character-971

level boundary. For each sentence in the output,972

the sentence is then labelled as unfaithful if either973

(1) it contains one or more hallucination spans or974

(2) it is contained by a hallucination span.975

Biography For FS, F-100, and F-100-anti, the976

outputs are converted to propositions and judged977

by the AutoAIS system6. We map the propositions978

back to sentence-level labels using token recall.979

Specifically, for each unfaithful proposition, we980

find the sentence that contains the highest propor-981

tion of its tokens and label it as unfaithful. The rest982

sentences are labelled as faithful. We conduct a983

small-scale human inspection and find that this ap-984

proach generally produces correct label mappings.985

B.3 Dataset Statistics986

We further outline the dataset statistics in Table987

5, including the instance count, retrieval length,988

generation length, as well as the label distribution.989

6We use the model released at https://huggingface.
co/google/t5_xxl_true_nli_mixture.

C Implementation Details of Baselines 990

In this section, we further describe the implemen- 991

tation details of two context faithfulness tarcking 992

baselines we compare with SYNCHECK. 993

SPANEXTRACT For QA, Summ, and Data2txt, 994

we follow the evaluation prompt in the original 995

paper (Wu et al., 2024b). For the biography gen- 996

eration tasks, we use the following evaluation 997

prompt, which share some similarity with the origi- 998

nal prompt for evaluating QA. 999

Passages: {Retrieved Context} 1000

Question: Tell me a bio of {entity}. 1001

Answer: {answer} 1002

Please analyze the provided Passages, 1003

Question, and Answer, and indicate 1004

whether there are any hallucinated 1005

(invented or incorrect) parts in the 1006

answer. If there are, please specify the 1007

exact span that is hallucinated. Please 1008

provide a response in the following 1009

format:...(json format) ... 1010

CRITICTOK For Self-RAG, we refer to the orig- 1011

inal implementation and use the following prefix 1012

for scoring each segment: 1013

{Instruction} [Retrieve] {Retrieved 1014
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Nikita Khrushchev, Malcolm X, John F. Kennedy,
Bill Gates, Queen Elizabeth II, Napoleon
Bonaparte, Mohandas Gandhi, Albert Einstein,
Cleopatra, Adolf Hitler, Freddie Mercury, Plato,
J.K. Rowling, Karl Marx, Margaret Thatcher,
Angela Merkel, Vincent Van Gogh, John Lennon, Che
Guevara, Cristiano Ronaldo, Rosa Parks, Rihanna,
Alexander the Great, Isaac Newton, Julius Caesar,
Amelia Earhart, Simone Biles, Michael Jordan,
Elton John, Sigmund Freud, Joseph Stalin, Jane
Goodall, Beyoncé, Adele, Charles Dickens, Thomas
Edison, Eminem, Virginia Woolf, Taylor Swift,
Tupac Shakur, Justin Bieber, Tim Berners-Lee,
Kanye West, Marie Curie, Ludwig van Beethoven,
Pablo Neruda, Steve Jobs, Usain Bolt, Bruce
Lee, Marilyn Monroe, Michael Jackson, Shakira,
Mozart, Lady Gaga, Vladimir Putin, Charles Darwin,
Harriet Tubman, Benjamin Franklin, Oprah Winfrey,
Malala Yousafzai, Socrates, Mahatma Gandhi, Pablo
Picasso, Frida Kahlo, Nelson Mandela, Whitney
Houston, Winston Churchill, Stephen Hawking,
Fidel Castro, Margaret Atwood, Madonna, Leonardo
DiCaprio, Elizabeth I, Galileo Galilei, Muhammad
Ali, Mao Zedong, William Shakespeare, Joan of Arc,
George Washington, Mikhail Gorbachev, Abraham
Lincoln, Pele, Martin Luther King Jr., Jane
Austen, Ed Sheeran, Sachin Tendulkar, Ariana
Grande, Wolfgang Amadeus Mozart, Mark Zuckerberg,
Vincent van Gogh, Bob Marley, Ronald Reagan,
Barack Obama, Britney Spears, Walt Disney,
Leonardo da Vinci, Elvis Presley, Lionel Messi,
Anne Frank, Confucius

Figure 5: A list of the well-known entities included in
the F-100 and F-100-anti biography generation dataset.

Context} [Relevant] {Response Segment}1015

We also tried using the full response until the1016

segment instead of only a single segment. How-1017

ever, we find that the previous approach performs1018

slightly better and thus select it as the baseline.1019

{Instruction} [Retrieve] {Retrieved1020

Context} [Relevant] {Full Response until1021

Segment}1022

D Further Analysis1023

D.1 Hyperparameter for FOD1024

In this section, we provide further studies on the1025

hyperparameter sensitivity for FOD. Specifically,1026

we use the Llama 2 7B Chat model and investigate1027

two hyperparameters: the beam size B and the1028

sample size S. We keep the other parameters the1029

same as unsed in the main experiments.1030

We present the results in Figure 6 and Figure1031

7. For the beam size, we observe that a higher1032

beam size generally decreases the informativeness.1033

This could be due to more easily achieving the end-1034

of-sequence token with more diverse exploration1035

patterns. Meanwhile, the faithfulness change under1036

beam size changes varies task-by-task. For the 1037

sample size, we find a positive correlation with 1038

the informativeness and an U-shaped behavior for 1039

faithfulness. Generally, combination of modest 1040

sample size and modest beam size works well. 1041

D.2 Qualitative Study 1042

In Figure 8, we present examples collected from 1043

QA, Summ, Data2txt, and FS using Llama 2 7B 1044

Chat. SynCheck provides an accurate detection 1045

of all the unfaithful sentences. In addition, it is 1046

able to recognize the faithful sentences following 1047

unfaithful ones, enabling the lookahead and the 1048

selection interventions after backtracking. 1049
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Figure 6: Faithfulness and Informativeness of Llama 2 7B Chat as a function of the beam size.
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Figure 7: Faithfulness and Informativeness of Llama 2 7B Chat as a function of the sample size.
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Instruction: Republicans use ________ to allocate delegates in their presidential nominating procedure quizlet
Context: [1] Some states award delegates to candidates on a winner-take-all basis, meaning that the candidate with the most
votes in a state is awarded all of that state’s delegates. Other states award delegates in proportion to each candidate’s share of
the primary vote. [2] To win the nomination, a candidate must win the votes of at least 1,191 delegates at the convention. Sen.
John McCain (R-AZ) reached that benchmark in March 2008, becoming the Republican Party’s presumptive nominee. [3]
Most will have already pledged to whichever candidate won their state. To win the nomination, a candidate must win the votes
of at least 1,191 delegates at the convention. Sen. John McCain (R-AZ) reached that benchmark in March 2008, becoming the
Republican Party’s presumptive nominee.
Response: Based on the provided passages, Republicans use a proportional method to allocate delegates in their presidential
nominating procedure. [SynCheck: 0.849] According to passage 1, some states award delegates to candidates on a winner-
take-all basis, while others award delegates in proportion to each candidate’s share of the primary vote. [SynCheck: 0.964]
This suggests that the allocation of delegates is not solely determined by a simple majority vote, but rather takes into account
the distribution of support among the various candidates. [SynCheck: 0.302] Therefore, the answer to the question is:
Proportional. [SynCheck: 0.827]
Instruction: Summarize the following news within 53 words
Context: Their relationship led to jail time for her, but Mary Kay Letourneau Fualaau wants the world to know that she and
her husband, Vili Fualaau, are still happily together. She was a married 34-year-old teacher and mother of four in Seattle in
1996 when she began an affair with Fualaau, her 13-year-old student. Letourneau gave birth to her young lover’s child and
went on to serve more than seven years in prison on charges related to their sexual relationship. On Friday, ABC’s "20/20" will
air an exclusive interview with the couple, who will celebrate their 10th wedding anniversary on May 20. The pair wed soon
after she was released from prison in 2005 and are now the parents of two teen girls. According to ABC, during the interview
with Barbara Walters, "Mary Kay tells Walters what makes their marriage work in spite of their huge difference in their age."
"She also discusses her surprising plans to teach again, as well as her intentions to have her status as a registered sex offender
lifted," a posting on the network’s site says. "Vili Fualaau, meanwhile, discusses his bouts with alcoholism, depression and
why he believes the system failed him while he was still a minor." Letourneau Fualaau is now 53, and her husband is 31.
Response: Mary Kay Letourneau, who served 7 years in prison for having an affair with her 13-year-old student, is still
married to her husband Vili Fualaau and they are celebrating their 10th wedding anniversary this May. [SynCheck: 0.974]
Despite their large age gap, they claim their marriage works due to their shared values and love for each other. [SynCheck:
0.627] Letourneau hopes to become a teacher again and has applied to have her sex offender status lifted. [SynCheck: 0.945]
Instruction: Write an objective overview about the following local business based only on the provided structured data.
Context: {’name’: ’Super Cucas’, ’address’: ’6527 Madrid Rd’, ’city’: ’Isla Vista’, ’state’: ’CA’, ’categories’: ’Ethnic Food,
Specialty Food, Local Flavor, Mexican, Restaurants, Food, Breakfast & Brunch, Fast Food, Juice Bars & Smoothies’, ’hours’:
{’Monday’: ’7:0-0:0’, ’Tuesday’: ’7:0-0:0’, ’Wednesday’: ’7:0-0:0’, ’Thursday’: ’7:0-0:0’, ’Friday’: ’7:0-0:0’, ’Saturday’:
’7:0-0:0’, ’Sunday’: ’7:0-0:0’}, ’attributes’: {’BusinessParking’: {’garage’: False, ’street’: True, ’validated’: False, ’lot’:
None, ’valet’: False}, ’RestaurantsReservations’: False, ’OutdoorSeating’: None, ’WiFi’: ’no’, ’RestaurantsTakeOut’: True,
’RestaurantsGoodForGroups’: True, ’Music’: None, ’Ambience’: {’touristy’: False, ’hipster’: False, ’romantic’: False, ’divey’:
None, ’intimate’: False, ’trendy’: False, ’upscale’: False, ’classy’: False, ’casual’: True}}, ’business_stars’: 3.5, ’review_info’:
[{’review_stars’: 4.0, ’review_date’: ’2021-11-03 21:59:35’, ’review_text’: "Super Cucas is really tasty and the portion sizes
are so generous. They’re also open late which is always great when you’re in a college town. I love that they have a menu that
offers every style of meat veganized (including soy pastor!) I’d love to try the vegan fries with meat (asada fries) and the
breakfast burritos on my next visit. The portions are huge so I would recommend splitting or saving for 2 meals."}]}
Response: Super Cucas is a locally-owned restaurant located in Isla Vista, California, serving a variety of Ethnic, Specialty,
and Mexican cuisine. [SynCheck: 0.939] With a rating of 3.5 stars, the restaurant is popular among locals and visitors alike,
particularly for its late hours of operation (until 10 PM from Monday to Saturday). [SynCheck: 0.594] The establishment is
known for its generous portion sizes and vegetarian options, including veganized meats. [SynCheck: 0.988] While some
reviewers have praised the quality of the food, others have experienced poor customer service, with instances of incorrect
orders and rude staff behavior. [SynCheck: 0.801] Nonetheless, Super Cucas remains a popular spot for those seeking tasty
and affordable meals in the area. [SynCheck: 0.794]
Instruction: Who is Blanca Errázuriz?
Context: [1] Blanca Errázuriz Blanca Errázuriz Blanca Elena Errázuriz Vergara (9 April 1894 - 20 March 1940), also known
as Bianca de Saulles, was a Chilean socialite and the former wife of football player and businessman John de Saulles. In
August 1917, Errázuriz fatally shot de Saulles multiple times during a disagreement over the custody of their son. After a
highly publicized and sensational trial, Errázuriz was acquitted of her ex-husband’s murder. Errázuriz was born in Via del Mar,
Chile, the eldest daughter of Guillermo Errázuriz Urmeneta and of Blanca Vergara Alvarez, a beauty known as the Star of
Santiago. [2] Blanca Errázuriz press, and the champion of the suffragettes who portrayed her as the victim of the chauvinism
prevalent in the society of the time. Blanca Errázuriz was unanimously acquitted of the murder charges on 1 December 1917
in what was called a "popular" verdict. Following the trial, Errázuriz moved to San Francisco where she sought and obtained
full custody of her son. She and her son went later to Japan. Eventually she and her son returned to Chile and settled there. On
22 December 1921, she remarried, this time to engineer Fernando Santa Cruz Wilson in Santiago; the couple later divorced. ...
(8 documents omitted)
Response: Blanca Errázuriz was a Chilean socialite and the former wife of football player and businessman John de Saulles.
[SynCheck: 0.954] She was born in Viña del Mar, Chile in 1894 and was known for her beauty and her marriage to de
Saulles, who was 15 years her senior. [SynCheck: 0.033] In 1917, Errázuriz fatally shot de Saulles during a disagreement
over the custody of their son, and she was acquitted of his murder after a highly publicized and sensational trial. [SynCheck:
0.912] Errázuriz was also known for her friendship with Rudolph Valentino and her association with the politically influential
Errázuriz family, of Basque descent. [SynCheck: 0.654]

Figure 8: Examples from Llama 2 7B Chat on QA, Summ, Data2txt, and FS. We color faithful sentences in blue
and unfaithful ones in red. SYNCHECK provides accurate detection of the locations of unfaithful output.
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