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Abstract
Establishing sound experimental standards and rigour is im-
portant in any growing field of research. Deep Multi-Agent
Reinforcement Learning (MARL) is one such nascent field.
Although exciting progress has been made, MARL has re-
cently come under scrutiny for replicability issues and a lack
of standardised evaluation methodology, specifically in the
cooperative setting. Although protocols have been proposed
to help alleviate the issue, it remains important to actively
monitor the health of the field. In this work, we extend the
database of evaluation methodology previously published by
(Gorsane et al. 2022) containing meta-data on MARL publi-
cations from top-rated conferences and compare the findings
extracted from this updated database to the trends identified
in their work. Our analysis shows that many of the worry-
ing trends in performance reporting remain. This includes
the omission of uncertainty quantification, not reporting all
relevant evaluation details and a narrowing of algorithmic de-
velopment classes. Promisingly, we do observe a trend towards
more difficult scenarios in SMAC-v1, which if continued into
SMAC-v2 (Ellis et al. 2022) will encourage novel algorith-
mic development. Our data indicate that replicability needs
to be approached more proactively by the MARL community
to ensure trust in the field as we move towards exciting new
frontiers.

Introduction
Multi-Agent Reinforcement Learning (MARL) is a rapidly
growing field that has gained more attention in recent years,
with large amounts of new algorithms in development which
have shown the ability to solve complex problem solving
tasks like Starcraft (Samvelyan et al. 2019), Hanabi (Foer-
ster et al. 2019; Hu and Foerster 2021) and recently Diplo-
macy by integrating new developments from other fields like
LLMs (Bakhtin et al. 2022). Given these successes there is
a growing interest in utilising MARL to solve real-world
problems like resource allocation, management and shar-
ing, network routing and traffic signal controls (Vidhate and
Kulkarni 2017; Brittain and Wei 2019; Nasir and Guo 2019;
Spatharis et al. 2019; Liu et al. 2020; Zhao, Liu, and Cheng
2020; Pretorius et al. 2020; Gu et al. 2021) as these problems
naturally lend to being formulated as cooperative MARL
systems where a team of agents coordinates to optimise a
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shared global reward. However, similar to other fields within
machine learning, ensuring a high level of scientific rigour
and sound experimental methodology has become difficult
as algorithms become more complex and computational re-
quirements more extreme. As we move away from synthetic
problems like video games towards tasks with real-world
repercussions, it is important to ensure that trust in the field
as a whole is not eroded over time by limited explainability of
our results. Fortunately, these issues have been identified as
they appeared and multiple works have suggested approaches
to improve this and identify areas of concern before they
become too widespread (Colas, Sigaud, and Oudeyer 2018;
Henderson et al. 2018; Colas, Sigaud, and Oudeyer 2019;
Engstrom et al. 2020; Jordan et al. 2020; Agarwal et al. 2022).
An important first step in encouraging trust in the field of
MARL is clarity and an accessible means for people to be
able to determine the health of the field without requiring
individual data gathering. To this end (Gorsane et al. 2022)
compiled a dataset of evaluation methodologies used in deep
cooperative MARL, from the first paper published in January
2016 up until April 2022. This database is open source and
with only a small amount of database manipulation, it is pos-
sible on the reader’s side to evaluate the health of MARL and
determine popular algorithms, settings and interesting new
avenues for development. Importantly, it also allows readers
to determine which publications have made a strong effort
to ensure high rigour and replicability. The authors discov-
ered some worrying trends in research w.r.t. the consistency
of reported results. As the number of publications grows in
the coming years, it is important to update this dataset with
new publications and perform a continuous assessment of
the field. Although the original analysis of (Gorsane et al.
2022) highlighted many issues, there was evidence of a more
thorough evaluation beginning to gain traction in more recent
years, with an increase in the number of ablation studies and
an upward trend in the use of uncertainty quantification.

In this paper, we treat the original dataset compiled by
(Gorsane et al. 2022) as the historical trends of MARL eval-
uation and compare this to recent developments since the
original publication. We compile a new dataset from the pe-
riod of April 2022 to December 2022 which covers 29 papers.
These papers are sourced under the same standards as the
historical dataset and only include works published at high
tier conferences including NeurIPS, ICLR and ICML with a



focus on deep cooperative MARL. Using this dataset of re-
cent trends, we show in which areas evaluation methodology
has improved or stagnated, highlight changes in algorithmic
and environment popularity and provide recommendations1.

Background
Algorithm Training. In cooperative MARL, the majority of
algorithms can broadly be split into 2 paradigms; Centralised
Training Decentralised Execution (CTDE) and Decentralised
Training Decentralised Execution (DTDE). DTDE methods
like Independent Q-Learning (Tan 1993) train agents using
a policy based purely on their own egocentric experiences
in the training environment. These methods are often called
Independent Learners (IL) (Tan 1997) as each agent is trained
without direct input from the other agents in the coalition.
CTDE methods incorporate a centralised critic into their ar-
chitecture at training time which is trained to perform multi-
agent credit assignment and generates more informative re-
ward signals for the agent in the coalition (Sunehag et al.
2017; Rashid et al. 2018; Yu et al. 2021). This centralised
critic is only used during training time. During execution
time agents in the coalition act in an ad-hoc or decentralised
manner like in the DTDE case.

Value Decomposition. In multi-agent systems, typically
a global shared reward signal is generated. Training a MARL
system from this signal is difficult as we cannot determine
the contribution of each member of the coalition from the
environment feedback which makes it hard to evaluate how
effective each member’s learnt policy is. Value decomposi-
tion network (VDN) (Sunehag et al. 2017) introduced a new
paradigm where a centralised critic is used to split the joint
signal into individual agent rewards for better credit assign-
ment. This method has proved very effective for Q-Learning
based algorithms and became the most common avenue of
development for new cooperative MARL methods (Rashid
et al. 2018, 2020; Mahajan et al. 2020; Wang et al. 2020,
2021). For policy gradient (PG) methods, multi-agent proxi-
mal policy optimisation (MAPPO) (Yu et al. 2021) has been
shown to be highly effective in many cooperative settings.
However, while it falls under the CTDE paradigm, it does
not make use of value decomposition.

Historical trends vs new data
Depreciation of legacy algorithms. The analysis of recent
data indicates that, the landscape of common algorithms has
shifted greatly from historical analysis as illustrated in figure
1. Historic algorithms like COMA (Foerster et al. 2018) and
MADDPG (Lowe et al. 2017) have lost popularity as base-
lines with none of the reviewed papers making use of COMA
and MADDPG used in only 25.8% of new publications vs
a historical use of 35.2%. As these methods are unable to
achieve reasonable performance on current common bench-
marks their decline reflects researchers moving towards more
modern baselines (Papoudakis et al. 2021). Qmix (Rashid
et al. 2018) remains a strong baseline for newer cooperative

1The updated dataset is available at the following https://drive.
google.com/file/d/1psSUrS8ywPAJY1Qm4ySfTYcYYJs0TlLF
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Figure 1: Comparison between occurrences of algorithms
from past years against the most recent year of full data.

MARL algorithms which take inspiration from it. Impor-
tantly, Qmix is still competitive with newer methods when
parameterised correctly and maintains relevance on modern
benchmarks (Hu et al. 2021).

Despite the discovery of the effectiveness of Proximal Pol-
icy Optimisation (PPO) (Schulman et al. 2017) to match the
more complex value decomposition methods in performance
and sample efficiency (Yu et al. 2021), PG approaches still
seem unpopular. With both the CTDE and DTDE variants of
the Advantage Actor-Critic (A2C) (Mnih et al. 2016); Inde-
pendent Actor-Critic (IAC) and Central-V (Foerster et al.
2018) not being present in newer publications. However
MAPPO was still used in 16.1% of the new papers and will
hopefully gain traction as a common baseline. Another no-
table development is the decline of Independent Learners
(IL). Although normally used as baselines, the findings in
(Papoudakis et al. 2021) show that they are important to as-
sess the trade-offs newer method may have in certain settings.

Inconsistencies in performance for well-studied
settings. In the early years of MARL, there was naturally a
high variance in results even when using the same algorithm.
Initially standardised frameworks were uncommon and
MARL algorithms suffered from high implementation
variance. Fortunately, MARL experienced some standard-
isation with the release of the the Starcraft Multi-Agent
Challenge (SMAC) (Samvelyan et al. 2019) along with the
EPyMARL framework (Papoudakis et al. 2021). Since then
it has become and remains the most common benchmark
in cooperative MARL by a sizable margin as shown in
figure 5. However, even with this framework and common
testing environment there was still high variance in reported
performance as shown in figure 2a. For the most recent data
in Figure 2b we can see that these trends persist. Seemingly,
variance has only reduced significantly on the ‘easy‘ category
of scenarios like 8m which are trivial for newer algorithms.
In practice this makes it very difficult to determine the true
performance gains of recently developed and future works
against the historical baselines they aim to improve on.

Tends in performance reporting. Metric reporting
reached a promising peak of 75% in 2021 and seemed to
be a rising trend over previous years. However we see this
drop to 63% in 2022 in figure 3a. This is alarming given the
goal of using MARL in real-world settings where reliability
is often more important than absolute performance.

Performance Aggregation. Additionally, aggregation met-
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Figure 2: Comparison between the performance of the Qmix
algorithm from 2016-2021 against 2022. (a) Historic perfor-
mance spread for Qmix in SMAC (2016-2021). (b) Recent
performance spread for Qmix in SMAC (2022).

rics are not present in 20% of recent publications and with the
computational complexity of modern MARL it is very diffi-
cult to evaluate over enough seeds to account for the variance
in performance over different runs (Agarwal et al. 2022).

Measurements of spread and uncertainty. From figures
4c and 4d, it is clear that the tendency to display a measure-
ment of spread has not meaningfully changed going from
33.8% to 31% respectively. Similarly, from figure 3b it is
clear that the number of papers not reporting uncertainty
are also increasing relative to the total number of published
papers each year. This statistic is alarming most deep RL
publications rarely use enough environment seeds to account
for algorithmic variance during training (Agarwal et al. 2022).
Further, for many practical tasks where high safety is a pri-
ority, methods with highly inconsistent behaviors are not
usable which hampers the development of algorithms that
have real-world utility.

Environment usage trends. As mentioned previously,
SMAC is the most popular environment in MARL by a large
margin followed by MPE which can be seen in figure 5.
Evidence suggests that these settings have both reached a
point of being over-fit to (Papoudakis et al. 2021; Gorsane
et al. 2022) which makes determining algorithmic ranking
difficult. Newer settings have generally not gained much
popularity and despite the insight RWARE and LBF were
shown to provide on MARL algorithms by (Papoudakis et al.
2021) recent data shows they are underutilised. However,
environment overfitting on SMAC may be naturally resolved
as users move over to SMAC-v2 (Ellis et al. 2022) which
provides a new host of challenges through a well-understood
interface. Given these findings it may be more effective to
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Figure 3: Historical tendencies for reporting evaluation runs
and uncertainty metrics from 2016 to 2022 (a) Tendencies
for reporting evaluation runs (2016-2022). (b) Tendencies for
reporting uncertainty metrics (2016-2022).

make use of explainability frameworks like ShinRL (Kita-
mura and Yonetani 2021) to determine a human interpreble
representation of the learnt policy and from this compare
the viability and variability of different methods. Even with-
out a fully-featured framework, using methods like those
described in (Agogino and Tumer 2008; Albrecht and Stone
2019; Boggess, Kraus, and Feng 2022) we can uncover ex-
actly what different settings are testing and the limitations of
current MARL methods that are difficult to detect from pure
performance plots.

SMAC scenario usage. SMAC categorises scenarios into
‘easy‘, ‘hard‘ and ‘super hard‘ difficulties. Over time, sce-
narios not in the ‘super hard‘ category have become trivial
to solve. Due to the large number of scenarios in SMAC,
authors will often use a subset of the scenarios to reduce com-
pute time which produces misleading aggregate performance
(Gorsane et al. 2022). A helpful development seen in figure
6 is the reduction in use of the ‘easy‘ scenarios as a focus
on difficult challenges streamlines the total set of evaluation
scenarios required for comparative evaluation. (Gorsane et al.
2022) advocate for environment creators to propose a min-
imal viable set of scenarios for their settings along with an
evaluation guideline to improve evaluation, however, when
done by hand this induces human bias and until a setting has
been overfit to it can be difficult for authors to determine the
relevancy of each scenario. By using methods that explain
environment features like (Hu et al. 2022) we can disentangle
what competencies are required by each scenario and what
exactly what is needed for the algorithm to solve the setting.
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Figure 5: Historic environment usage from 2016 to 2022

Recent positive developments
On environment overfitting and computational expense.
Along with the signs of overfitting, the authors of SMAC-v1
have done an analysis of their environment and discovered
that due to its deterministic nature, it can be solved purely
by memorising timesteps (Ellis et al. 2022). They have noted
that algorithms designed for this type of setting at not suit-
able for the stochastic nature of real-world problems and
have noted how in the single-agent setting procedural con-
tent generation (pcg) has gained popularity in resolving this
issue (Juliani et al. 2019; Küttler et al. 2020; Cobbe et al.
2020; Samvelyan et al. 2021; Chevalier-Boisvert et al. 2023).
However, although SMAC-v2 does resolve the limitations
of SMAC-v1 w.r.t. generalisation and overfitting, it can still
be computationally expensive to conform to the required
number of runs outlined in works like (Agarwal et al. 2022;
Gorsane et al. 2022) as it relies on a full-fledged video game
as a back end. Fortunately there have been some promising
developments in using JAX (Bradbury et al. 2018) for RL
applications. Most notably JAX-based RL settings (Freeman
et al. 2021; Lange 2022; Bonnet et al. 2023), which can be
run on computational-accelerators like TPUs and GPUs. This
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Figure 6: Historical SMAC environment difficulty usage since
release (Left) Historical SMAC scenario usage (2018-2021).
(Middle) Recent SMAC scenario usage (2022). (Right) All
SMAC scenario usage (2018-2022).

allows the entire RL training loop to be massively accelerated.
Growth of these types of settings have great potential to in-
crease the clarity of RL by making experiments replicable for
researchers without access to massive amounts of compute
and allow more democratised scrutiny of RL research as a
whole.

Emerging XAI in MARL. Although there has been an
increase in XAI literature for SARL (Juozapaitis et al. 2019;
Madumal et al. 2020; Puiutta and Veith 2020; Glanois et al.
2021; Heuillet, Couthouis, and Díaz-Rodríguez 2021; Vouros
2022; Dazeley, Vamplew, and Cruz 2023) and there are now
many methods, frameworks and environment suites to make
RL human-interpretable, MARL has been more historically
limited. However, recent works have attempted to use XAI
to explain not only agent behaviors but also what features
are present in different settings. Notably (Hu et al. 2022)
make use of algorithm-agnostic metrics to determine which
common implementation features in MARL effect the perfor-
mance of algorithms in popular settings. Further development
of methods like this will greatly improve the clarity of MARL
algorithms and improve trust in the field when attempting to
apply these methods to real-world settings. Additionally, they
are able to provide us with clearer paths for which areas in
MARL require attention when compared to raw performance
metrics.

Conclusion
We compiled 29 papers from the latest MARL publications to
extend the MARL publication database to take into account
recent development trends.

Despite a push for increased rigour, certain worrying his-
torical trends are still prevalent in MARL w.r.t. replicability.
Qmix, despite it’s longstanding use as a baseline, still shows
large variance across publications. The details required to
replicate evaluation methodologies are often unreported and
IL baselines are absent. Together, these issues make it diffi-
cult to get a true measurement of algorithmic development
against historic algorithms.

Additionally environment usage also seems to have not
yet diversified and research is focused on SMAC and MPE.
However, authors do seem to be moving towards a more
streamlined set of scenarios which will reduce computational
overhead. Given these trends it is important that replicability
is approached proactively by the MARL community to ensure
trust in the field is maintained as it grows.
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