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ABSTRACT

Chain-of-Thought (CoT) reasoning can enhance large language models (LLMs),
but it requires manually designed prompts to guide the model. Recently proposed
CoT-decoding enables the model to generate CoT-style reasoning paths without
prompts, but it is only applicable to problems with fixed answer sets. To address
this limitation, we propose a general decoding strategy—GCoT-decoding—that
extends applicability to a broader range of question-answering tasks. GCoT-
decoding employs a two-stage branching method combining Fibonacci sampling
and heuristic error backtracking to generate candidate decoding paths. It then
splits each path into a reasoning span and an answer span to accurately compute
path confidence, and finally aggregates semantically similar paths to identify a
consensus answer, replacing traditional majority voting. We conduct extensive
experiments on six datasets covering both fixed and free QA tasks. Our method
not only maintains strong performance on fixed QA but also achieves significant
improvements on free QA, demonstrating its generality and effectiveness.

1 INTRODUCTION

Introducing Chain-of-Thought (CoT) can effectively enhance the reasoning capability of large
language models (LLMs). Existing studies primarily guide models to generate CoT paths through
prompt engineering (Kojima et al., 2022; Wei et al., 2022; Yao, 2024; Yasunaga et al., 2023; Zhou et al.,
2022a; Lightman et al., 2023; Uesato et al., 2022; Xie et al., 2023; Golovneva et al., 2023). However,
prompts can be influenced by the biases of their designers, and distinct tasks require different prompt
designs (Wang et al., 2022b; Ye & Durrett, 2022; Zhou et al., 2022b), thus limiting their generality.
Recent research has also aimed to enhance the reasoning capabilities of language models from a
decoding perspective, such as self-consistency methods (Wang et al., 2022a), contrastive decoding
(Li et al., 2022), and context-aware decoding (Shi et al., 2024). Nevertheless, these methods usually
require additional information.

Therefore, the question arises: Can large language models perform Chain-of-Thought reasoning
without prompts? Wang & Zhou (2024) propose a prompt-free CoT-decoding approach, which
explores the top-k alternative tokens for the first token in the decoding path, identifies specific answer
spans from these paths, computes the difference between their logits as the confidence, and aggregates
the paths pointing to the same answer. The answer with the highest cumulative confidence is selected
as the final result.

However, CoT-decoding heavily relies on specific answer spans to accurately compute path confidence
and to aggregate paths pointing to the same answer. As shown in Table 1, in the fixed-format GSM8K-
style toy-production problem on the right, all top-k CoT paths end with the same numeric span “24”,
so CoT-decoding can simply match this exact span and aggregate paths that point to it. In contrast, in
the free-form question about U.S. presidents on the left, the same correct answer is phrased differently
, while another path mentions a plausible but wrong alternative, so there is no single canonical span
for exact matching or majority voting. Moreover, CoT-decoding performs branching solely at the first
token in index order, which makes it difficult to discover correct paths that lie deeper in the decoding
sequence, while early decoding errors can further disrupt the generation of correct paths.

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2026

Table 1: Comparison of CoT-decoding in Free-form vs. Fixed-format QA Tasks

Free QA Fixed QA

Example Q: What do Woodrow Wilson, George W. Bush, and
James Monroe have in common?
k=1: They were U.S. presidents.
k=2: These men were Civil War generals.
k=3: All served as presidents.

Q: A factory makes 3 toys per hour. How many toys
after 8 hours?
k=1: 3 × 8 = 24 (0.93)
k=2: 3 times 8 is 24 (0.91)
k=3: = 24 (0.85)

Answer Space ∞ N

Exact Span Match × ✓

Majority Vote Aggregation × ✓

To address this issue, we propose General Chain-of-Thought Decoding (GCoT-Decoding) that can
effectively identify decoding paths containing CoT reasoning without relying on specific answer
spans, thereby extending applicability to a broader range of question-answering tasks. Specifically,
we introduce a novel two-stage branching strategy: in the first stage, we perform Fibonacci sampling
at an early decoding step to select k alternative tokens, ensuring path diversity; in the second stage,
we backtrack to the token with locally minimal confidence to correct potentially erroneous paths,
followed by greedy decoding to complete the remaining steps.

For confidence computation, we insert an additional prompt after the model’s initial output to explicitly
extract the final answer. It is important to note that this prompt is fundamentally different from
conventional CoT prompts—it serves solely to extract the final answer from the model’s response,
without guiding or influencing the reasoning process, and thus does not affect the final reasoning
outcome. We use the length-normalized top-2 logits gap as the confidence score for the final answer,
as CoT paths typically involve longer reasoning steps. Finally, we aggregate similar paths based
on semantic similarity and select the earliest path within the group with the highest cumulative
confidence; the answer indicated by this path is taken as the final output.

We conduct comprehensive experiments on six datasets across both fixed and free-form QA tasks.
Our method significantly improves performance on free QA while preserving strong performance on
fixed QA. Additionally, it can be combined with prompting to further enhance reasoning capabilities.
Overall, our contributions are summarized as follows:

• Proposing GCoT-Decoding: A novel and general decoding strategy that does not rely on
specific answer spans, thereby improving adaptability to diverse question-answering tasks.

• Optimizing the branching strategy: By introducing a two-stage branching mechanism,
our method more efficiently discovers correct answers hidden in later decoding steps while
correcting potentially erroneous paths.

• Efficient path aggregation method: We adopt a semantic similarity–based clustering
strategy with a fixed threshold, and select the earliest path in each cluster as the representative.
Compared to using the cluster centroid or the most similar path, this design simplifies
computation while maintaining performance.

2 MOTIVATION

2.1 COT-DECODING RELIES HEAVILY ON SPECIFIC ANSWER SPANS

To extend CoT-decoding to free-form QA tasks, a natural idea is to explicitly guide the model to
output the final answer by including prompts such as “So the answer is:”, thereby replacing the
rule-matched answer spans typically used in fixed-format QA. However, when the same answer
appears multiple times along the decoding path, selecting different answer spans can still lead to
inconsistencies in confidence calculation.

To quantitatively investigate the effect of specific answer spans on CoT-decoding, we apply two
different methods for extracting answers across GSM8K, MultiArith, and the BBH Sports Under-
standing benchmark: (1) a rule-based method, aligned with the official evaluation protocols on these
fixed-answer tasks, which for numeric math benchmarks such as GSM8K and MultiArith identifies

2



108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161

Under review as a conference paper at ICLR 2026

Figure 1: Impact of different answer extraction strategies on CoT-decoding performance.

the last number in the response and computes the average token confidence for that span, while
for Sports Understanding it identifies the final binary answer token (“yes” or “no”) in the model’s
continuation; (2) a prompt-based method, which uses the template “So the answer is:” to extend the
model’s output and compute the average confidence of the answer tokens in the extended segment. As
shown in Figure 1, using the prompt-based method to identify answer spans significantly reduces the
performance of CoT-decoding: on GSM8K and MultiArith, it often collapses back toward the greedy
baseline, and on Sports Understanding it yields 5–12 point drops compared with the rule-based
extractor. In contrast, while the rule-based method performs well, it relies on task-specific heuristics
and thus lacks generality and cannot be applied to tasks with a broader or more open-ended answer
space. Therefore, it is necessary to improve CoT-decoding strategies to better adapt to prompt-based
approaches.

2.2 COT-DECODING CAN MISS CORRECT ANSWERS HIDDEN IN DEEPER PATHS

Table 2: Distribution of correct and incorrect
paths and their corresponding confidences for
the top 100 questions in the GSM8K dataset
in the case of first index error.

Index Correct Incorrect C. Conf. I. Conf.
0 – – – –
1 8 92 0.73 0.09
2 2 98 0.68 0.13
3 13 87 0.70 0.10
4 23 77 0.74 0.14
5 18 82 0.66 0.17
6 28 72 0.60 0.11
7 35 65 0.78 0.01
8 68 32 0.67 0.18
9 44 56 0.62 0.20

The reasoning ability of LLMs can be obscured by
greedy decoding, which tends to yield a direct answer.
By substituting the first decoding-step token with a
lower-probability token, one may uncover the correct
chain-of-thought path (Wang & Zhou, 2024).

In CoT-decoding, candidate paths are ranked by their
likelihoods, and naive strategies explore them sequen-
tially from index k=0 upward. However, this strategy
can be suboptimal, especially when the most proba-
ble early paths converge on the same incorrect answer.
As shown in Table 2, when the first index is incorrect,
the subsequent early-ranked paths tend to replicate
the same error pattern. This occurs due to the high
probability mass being distributed across semanti-
cally similar but incorrect continuations. The correct
answer, in such cases, is often buried deeper among lower-probability candidates—hidden in higher-
indexed paths, and increasing the number of explored paths would require a substantial amount of
additional decoding time. Thus, an effective sampling strategy should avoid redundant exploration of
adjacent early paths and instead prioritize diversity across the decoding space.

3 METHOD

In this section, we first present a two-stage branching strategy for generating candidate paths (Sec.
3.1), then introduce a scoring scheme that combines path length with the top-2 logit gap to assign
confidence to each candidate (Sec. 3.2), and finally show how to aggregate free-form answers to
mitigate the impact of small differences in model logits (Sec. 3.3).

3.1 TWO-STAGE PATH BRANCHING STRATEGY

Fibonacci sampling of alternative tokens. We propose a Fibonacci sampling strategy, in which
we first sort all candidate tokens at the first decoding step based on their model-assigned confidence
scores. Then, instead of selecting the top-k tokens sequentially, we use indices from the Fibonacci

3



162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215

Under review as a conference paper at ICLR 2026

Figure 2: Overall Workflow of GCoT-Decoding. It generates candidate decoding paths via a two-stage
branching strategy and then aggregates these paths based on semantic similarity.

sequence to choose k alternative tokens as initial branching points:

Sfib = {F1, F2, . . . , Fk}, Fn = Fn−1 + Fn−2, F1 = 1, F2 = 2, (1)

For each selected token, the model continues decoding the rest of the sequence using greedy decoding,
thereby constructing a diverse set of candidate paths.

As shown in Table 2, when the first index is incorrect, Fibonacci sampling helps skip over these local
error clusters and increases the chances of exploring correct paths in the tail. Even when the first
index is correct, Fibonacci sampling may include some incorrect paths; however, these paths typically
have lower confidence due to the lack of a clear reasoning chain. In contrast, the correct path, even if
ranked lower, usually has a higher cumulative confidence and is more likely to be selected during the
aggregation stage.

Backtracking from local minima. We observe that when the model starts to drift toward an
incorrect answer during decoding, it often shows significantly lower confidence in certain tokens.
Based on this, we propose a simple yet effective secondary branching strategy: identify the first point
where the model’s confidence drops noticeably, then backtrack and regenerate new paths from that
point. Specifically, for a greedy decoding path y = (y1, y2, . . . , yT ), we monitor the token-level
confidence st = P (yt | x, y<t). We scan the path from step 3 onward to find the first local minimum
where the confidence drops below a threshold δ. Formally, collect candidates:

S =
{
t
∣∣ 3 ≤ t ≤ T, st < st−1, (t < T ⇒ st < st+1), st < δ

}
, (2)

and define the backtracking index:

b =

{
minS, S ̸= ∅,

−1, S = ∅.
(3)

If b ̸= −1, step back to yb−1 and branch on k′ alternatives (e.g., Fibonacci indices) to form prefixes:

y
(m)
<b = (y1, . . . , yb−2, y

(m)
b−1), m ∈ {F1, . . . , Fk′}, (4)

then complete each with greedy decoding, yielding the new candidate set:

P =
{
y(m)

}k′

m=1
. (5)

This strategy allows us to explore meaningful alternatives near early signs of error while keeping the
search efficient. Please see Appendix A for the pseudocode corresponding to this section.

3.2 LENGTH-AWARE LOGIT GAP CONFIDENCE

CoT-decoding calculates the average difference between the top-1 and top-2 softmax logits for each
token in the answer span, treating it as the confidence score of the decoding path. This is based on the
observation that the presence of a CoT path typically leads to more confident decoding of the final
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answer, characterized by a significant probability gap ∆ between the top and secondary predictions
(Wang & Zhou, 2024). This method relies on answer tokens extracted by rules and is unsuitable for
questions whose answer sets or formats are not fixed.

To address the above issue, we extend the original response gen1 by appending the prompt “So the
answer is:” to generate the final answer gen2. This short template is used purely as a post-hoc
answer extractor after the model has already produced the full reasoning trace, and does not guide the
structure of the reasoning itself; in Appendix F we further show that replacing it with semantically
equivalent phrases leads to only minor variations. Since relying solely on gen2 may lead to large
confidence deviations, we treat gen1 as the reasoning part and gen2 as the result part, and compute the
confidence by multiplying the normalized length of gen1 with the average logits gap ∆ between the
top-2 tokens in gen2, since CoT paths typically involve longer reasoning steps. The new confidence
calculation is formalized as follows:

GCoT∆(k,answer) =
log
(
1 + |gen1k |

)
maxi∈K log

(
|gen1i |

) × 1

|gen2|
∑

xt∈gen2

[
p(x1

t )− p(x2
t )
]
. (6)

Here, x1
t and x2

t represent the top-2 tokens at the t-th decoding step in the k-th decoding path. We
also design an alignment method that finds the longest common subsequence LCS(gen1, gen2) =
(s11, s12, . . . , s1m; s21, s22, . . . , s2n), whose length is L. Before computing this LCS alignment, we
normalize both generations by lowercasing and stripping pure punctuation tokens, which greatly
reduces sensitivity to minor tokenization or punctuation differences. The final LCS in gen1 is s1m,
the final LCS in gen2 is s2n, and we sum their average confidences:

GCoT + SpanAlign∆(k,answer) =
1

L

( ∑
x1t∈s1m

[
p
(
x1
1t

)
− p
(
x2
1t

)]
+

∑
x2t∈s2n

[
p
(
x1
2t

)
− p
(
x2
2t

)])
.

(7)

When the same answer phrase is mentioned multiple times in a trace, we compare this default
last-span scoring rule against a variant that averages over all aligned spans and observe very similar
performance; detailed numbers are given in Appendix H.

3.3 GREEDY SEMANTIC CLUSTERING FOR PATH AGGREGATION

When relying solely on the path with the maximum ∆, small differences in the model’s logits can
have a significant impact on the results, whereas aggregation can mitigate this sensitivity (Wang &
Zhou, 2024). However, for questions without a fixed answer set or output format, majority voting
based on exact string matching is infeasible. Introducing semantic similarity for clustering brings a
new challenge: semantically similar paths may still point to different answers.

We find that the most critical factor affecting aggregation is the choice of representative answer, rather
than the clustering method itself. Although common practices include selecting the cluster centroid or
the path with the highest confidence, GCoT-decoding is highly sensitive to index order, and selecting
the earliest-indexed path yields better results. Thus, we adopt a greedy clustering method based on
index ordering to aggregate the decoding paths, ensuring both the efficiency and effectiveness of the
aggregation process. We provide the impact of different clustering methods and answer selection
strategies in Appendix D. We further ablate the underlying sentence embedding model and find that
GCoT’s semantic clustering is largely insensitive to the specific encoder used (Appendix G).

Specifically, we denote all decoding paths as {pi}Ki=1, with each path producing a final answer
gi = gen2(pi) and associated confidence score ci = confidence(pi). We maintain a set of semantic
groups {Gj}Nj=1 with corresponding representative answers {rj}Nj=1, initialized as empty. For each
answer gi, we compute its cosine similarity with all existing representatives:

si,j = cos
(
ϕ(gi), ϕ(rj)

)
, j = 1, 2, . . . , N, (8)

where ϕ(·) is the embedding function, and the greedy assignment rule is defined as:

j∗ =

min{ j ∈ {1, . . . , N} | si,j ≥ τ}, if max1≤j≤N si,j ≥ τ,

N + 1, otherwise,
(9)
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which always assigns gi to the first eligible group according to index ordering. Then we update:

Gj∗ ← Gj∗ ∪ {gi}, rj∗ =

{
rj∗ , j∗ ≤ N,

gi, j∗ = N + 1,
N ← max(N, j∗). (10)

After all K answers are assigned, we compute cumulative confidence for each group:

Cj =
∑

gi∈Gj

ci, j = 1, 2, . . . , N, (11)

and select the representative of the group with the highest cumulative confidence rjmax
, jmax =

argmaxj Cj as the final output. The pseudocode is given in Appendix A.

4 RESULTS AND ANALYSIS

4.1 EXPERIMENTAL SETUP

Datasets. We evaluate models on two categories of QA tasks: (1) Fixed QA, where the answer
set or format is constrained (e.g., integers or yes/no), including GSM8K and MultiArith (Cobbe
et al., 2021; Roy & Roth, 2015) for multi-step arithmetic reasoning, and Sports understanding
(Suzgun et al., 2022) from Big-Bench-Hard for binary reasoning over sports-related sentences; and
(2) Free QA, which involves open-ended or paragraph-level outputs, such as SQuAD v1.1 (Rajpurkar
et al., 2016) for extractive reading comprehension, BARQA (Srivastava et al., 2022) for context-
dependent anaphora resolution, and Auto Categorization (Srivastava et al., 2022) for identifying
semantic categories among object sets.

Baseline Methods and Evaluation Metrics. We primarily compare decoding-based methods,
including single-path sampling strategies such as greedy decoding, temperature sampling (t = 0.7),
and top-k sampling (k = 10); as well as multi-path sampling methods like beam search (b = 10),
self-consistency (k = 10) (Wang et al., 2022a) and CoT-decoding (Wang & Zhou, 2024).

We do not include prompt-based methods as baselines, as they are orthogonal to GCoT-decoding and
can be freely combined (see Section 4.3 for discussion). For fixed QA, we use accuracy, computed
by comparing the extracted answer token against the ground truth—note this extraction is used
only for evaluation, not confidence computation. For free QA, we evaluate with BLEU (Papineni
et al., 2002) and MATCH, which checks whether the ground-truth span appears in the response. For
GCoT-decoding variants, BLEU is calculated only on the final answer gen2.

Model and Parameter Settings. In the main experiments, we evaluate four models: Mistral-7B
(Jiang, 2024), Gemma-7B (Team et al., 2024), Llama3.1-8B (Grattafiori et al., 2024), and Qwen2.5-
14B (Yang et al., 2024). For the model-scale ablation, we use the Qwen2.5 series at 3B, 7B, 14B, and
32B scales. We use all-MiniLM-L6-v2 (Reimers & Gurevych, 2019) as the embedding model. We
set the first-stage branching number k = 10 and second-stage branching number k′ = 2, branch only
when confidence falls below a threshold δ of 0.2. During semantic aggregation of paths, we use a
similarity threshold τ of 0.8. For the sensitivity experiments on hyperparameter settings, please refer
to Appendix B.

4.2 MAIN RESULTS

Fixed QA. As shown in Table 3, GCoT-decoding outperforms all single-path decoding strategies
(greedy and sampling methods) and most multi-path decoding strategies (beam search and self-
consistency) across all models and datasets. Although CoT-decoding achieves the highest accuracy
on math reasoning tasks, its performance heavily relies on specific answer spans, as discussed in
Section 2.1. This dependency explains its advantage in fixed QA tasks but also becomes a major
bottleneck when extending to free QA tasks. In contrast, GCoT-decoding offers a more stable
alternative that does not rely on answer spans, achieving competitive performance on fixed QA while
delivering significant gains on free QA.

Free QA. As shown in Table 4, GCoT-decoding achieves the highest BLEU and MATCH scores
in nearly all settings, significantly outperforming other methods in both generation quality and
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Spec
Ans

GSM8K MultiArith Sports understanding
Mistral-7B Gemma-7B Llama-3.1-8B Mistral-7B Gemma-7B Llama-3.1-8B Mistral-7B Gemma-7B Llama-3.1-8B

Greedy × 10.5 11.6 17.9 16.0 18.7 38.8 49.6 61.2 51.6
Temperature sampling × 8.4 7.9 13.1 15.2 18.8 36.2 48.9 60.1 52.4†
Top-k sampling × 5.1 6.2 14.2 13.3 17.3 37.0 50.3 58.0 51.9
Beam search × 6.7 10.2 17.1 15.5 17.9 38.1 48.2 59.9 50.7
CoT-decoding ✓ 21.9♠ 25.4♠ 36.3† 40.6♠ 43.8♠ 72.3† 50.6 68.4♠ 51.0
Self-consistency ✓ 16.3 17.2 28.5 21.7 22.9 46.9 52.9♠ 63.9 54.6†

GCoT-decoding + SpanAlign × 10.7 15.4 34.0 16.8 19.7 69.3 48.0 67.2† 52.0
GCoT-decoding × 18.0† 21.8† 41.7♠ 31.3† 22.8† 74.3♠ 52.0† 65.2 58.0♠

Table 3: Accuracy comparison of decoding strategies on fixed QA tasks; the top-ranked is marked
with ♠ and the second-ranked is marked with †. Spec Ans indicates whether the decoding strategy
relies on specific answer spans. The top section lists single-path decoding strategies; the bottom
section shows multi-path decoding strategies.

SQuAD v1.1 (contextual) BARQA (contextual) Auto categorization (context-free)
Gemma-7B Llama-3.1-8B Qwen2.5-14B Gemma-7B Llama-3.1-8B Qwen2.5-14B Gemma-7B Llama-3.1-8B Qwen2.5-14B

BLEU MATCH BLEU MATCH BLEU MATCH BLEU MATCH BLEU MATCH BLEU MATCH BLEU MATCH BLEU MATCH BLEU MATCH
Greedy 3.3 42.8 8.3 60.6 21.4 67.2 4.7 36.6† 10.8 39.7 10.7† 44.4♠ 5.8 16.8 5.1† 16.0† 8.5 29.0
Temperature sampling 3.1 40.1 7.5 57.2 17.1 64.1 4.5 32.1 7.3 37.4 7.7 42.5 6.0 13.6 4.9 13.3 6.6 27.9
Top-k sampling 2.8 35.2 5.4 51.0 13.1 55.1 2.9 33.3 6.8 37.2 6.4 40.0 4.3 13.7 4.5 11.2 5.6 26.0
Beam Search 3.2 41.9 7.9 59.3 20.0 66.0 4.2 35.4 10.0 38.5 10.1 42.1 5.3 15.0 4.7 15.4 8.1 28.4
CoT-decoding + Prompt-based 0.2 25.7 1.3 40.9 5.8 50.3 0.7 21.5 2.4 25.1 1.4 32.0 1.2 20.1 2.0 15.7 8.0 29.0
Self-consistency + Prompt-based 4.2† 36.7 3.2 43.2 12.1 58.0 2.2 26.1 3.6 30.4 1.5 33.5 7.4 20.3 3.1 14.1 5.3 29.8
GCoT-decoding + SpanAlign 3.9 48.9† 9.2† 62.0† 21.5† 69.6† 5.8† 36.5 10.9† 41.5† 10.9♠ 43.3† 8.8† 23.3† 4.5 14.7 8.8† 30.2†

GCoT-decoding 4.9♠ 54.6♠ 10.0♠ 67.2♠ 23.2♠ 71.4♠ 10.9♠ 37.7♠ 12.3♠ 44.1♠ 10.2 38.9 8.9♠ 24.6♠ 6.8♠ 20.0♠ 10.6♠ 30.5♠

Table 4: Performance of different models on free QA tasks; the top-ranked is marked with ♠ and the
second-ranked is marked with †. The top section lists single-path decoding strategies; the bottom
section shows multi-path decoding strategies.

answer alignment. Even compared to variants such as CoT-decoding + Prompt-based and Self-
consistency + Prompt-based, GCoT-decoding remains the top performer. In contrast, GCoT-decoding
+ SpanAlign suffers from performance drops due to frequent misalignment with incorrect spans.
Overall, GCoT-decoding demonstrates stronger robustness and generality when tackling complex,
free-form reasoning tasks.

Free QA. As shown in Table 4, GCoT-decoding achieves the highest BLEU and MATCH scores
in nearly all settings, significantly outperforming other methods in both generation quality and
answer alignment. Even compared to variants such as CoT-decoding + Prompt-based and Self-
consistency + Prompt-based, GCoT-decoding remains the top performer. In contrast, GCoT-decoding
+ SpanAlign suffers from performance drops due to frequent misalignment with incorrect spans.
Overall, GCoT-decoding demonstrates stronger robustness and generality when tackling complex,
free-form reasoning tasks.

Decoding strategy GSM8K Acc. (DeepSeek-R1)
Temperature sampling (T=0.7) 96.1
Self-consistency (k=10) 96.4
CoT-decoding (K=10) 97.2
GCoT-decoding (K=10) 99.0

Table 5: Accuracy of different decod-
ing strategies on GSM8K with the
reasoning-tuned model DeepSeek-R1.

Results on a reasoning-tuned model. On GSM8K, we also
evaluate the reasoning-tuned DeepSeek-R1 with its recom-
mended math prompt. Even on this near-saturated bench-
mark (temperature sampling already reaches 96.1%), GCoT-
decoding still improves over self-consistency and CoT-
decoding, raising accuracy from 97.2% to 99.0%, which
shows that it brings gains on top of strong reasoning-tuned
models rather than exploiting weaknesses of smaller ones.

4.3 COMPATIBILITY OF GCOT-DECODING WITH
PROMPTING METHODS

Figure 3: The results of combining GCoT-decoding with CoT prompting.
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Although GCoT-decoding is a prompt-free method, this does not preclude its combination with
prompt-based approaches; in fact, they are highly compatible. Experiments on MultiArith and
SQuAD v1.1 using Gemma-7B and Llama-3.1-8B show (Figure 3) that merging GCoT-decoding
with CoT prompting yields steady performance improvements across all few-shot settings in both
fixed and free QA, with absolute gains of 10%–50%. This demonstrates that GCoT-decoding and
CoT prompting synergize effectively, significantly enhancing LLM reasoning quality in few-shot
scenarios. We provide the few-shot examples used in Appendix C.

4.4 ABLATION STUDY

We ablate GCoT-decoding along its three main stages: (i) the path generation strategy, (ii) the
backtracking rule, and (iii) the path aggregation module. We also report additional ablations on
confidence computation in Appendix B.

Variant GSM8K
(Gemma-7B)

GSM8K
(Mistral-7B)

SQuAD v1.1
(Gemma-7B)

SQuAD v1.1
(Llama-3.1-8B)

Fibonacci + greedy (ours) 21.8 18.0 54.6 67.2
top-k sampling (k=10) 7.9 6.2 42.1 50.4
top-p sampling (p=0.9) 8.6 7.0 43.5 51.3
temperature sampling (T=0.7) 9.4 7.8 45.0 52.6

Table 6: Ablation of path-generation strategies under
a fixed budget of K=10 paths. All variants share the
same backtracking and aggregation modules.

Effect of path generation strategy. Our goal
differs from generic diversity generation: in-
stead of injecting randomness at every step,
we only diversify the first token to open a
few alternative reasoning directions and then
greedily roll out each path. Fibonacci indices
further spread this first-step sampling bud-
get along the ranked candidates in a roughly
log-spaced manner, avoiding redundant explo-
ration of tightly clustered early hypotheses. Under a fixed budget of K=10 paths, Table 6 compares
this Fibonacci-based scheme to standard step-wise stochastic sampling while keeping backtrack-
ing and aggregation fixed, and shows that replacing our “one-step diversification + greedy rollout”
with top-k/top-p/temperature sampling drives GSM8K accuracy down to about 8–10% and reduces
SQuAD v1.1 MATCH by 10–20 points.

Variant Backtracking
trigger rate (%)

Success rate
given trigger (%)

SQuAD v1.1
(Gemma-7B)

SQuAD v1.1
(Gemma-7B)

No-backtracking – – 52.7 8.7
Random backtracking 100.0 18.1 52.0 8.6
Late backtracking 100.0 20.4 51.8 8.5
Local-minima backtracking (ours) 28.0 36.5 54.6 9.1

Table 7: Backtracking variants on SQuAD v1.1 dev
(Gemma-7B); “Success rate given trigger” is the frac-
tion of triggered cases corrected by backtracking.

Reliability of local-minima backtracking.
We assess reliability by measuring trigger fre-
quency and success rate on SQuAD v1.1 (Ta-
ble 7). Local-minima backtracking is trig-
gered on only about 28% of questions, yet
fixes an otherwise wrong greedy answer in
36.5% of those cases, raising MATCH from
52.7 to 54.6. Random and late backtracking
are always triggered but slightly underperform
the no-backtracking baseline and have much lower conditional success rates (around 18–21%), in-
dicating that naive perturbations are not helpful. We further study the effect of allowing more
backtracking points per path in Appendix E.

Aggregation variant Extra time
per question (sec.)

GSM8K
Acc. (Gemma-7B)

SQuAD
MATCH (Gemma-7B)

MaxPath (no aggregation) 0.0 15.3 41.9
Greedy clustering (ours) 0.2 21.8 54.6
LLM-based aggregation 8.3 22.1 55.8

Table 8: MaxPath vs. greedy semantic clustering and
an LLM-based aggregation module (Gemma-7B).
Extra time is measured relative to greedy decoding.

Greedy semantic clustering vs. LLM-based
aggregation. We first compare GCoT-
decoding with a MaxPath baseline that simply
selects the single highest-confidence path: as
shown in Table 8, greedy semantic clustering
improves GSM8K accuracy from 15.3 to 21.8
and SQuAD MATCH from 41.9 to 54.6, with
only 0.2 seconds of extra time per question.
An LLM-based aggregator yields slightly higher scores than greedy clustering but incurs about 8.3
seconds of additional latency and is sensitive to the aggregation prompt. Our greedy clustering
therefore offers most of the aggregation benefit over MaxPath at a fraction of the compute cost,
matching our goal of a lightweight, robust aggregation module.

4.5 QUANTITATIVE AND QUALITATIVE ANALYSIS

Quantitative analysis. As shown in Figure 4(a), performance improves with scale, especially from
3B to 7B, with smaller gains beyond. GCoT-decoding consistently outperforms +SpanAlign across
scales and shows greater robustness to domain shifts. Figure 4(b) shows that increasing the number of
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(a) Effect of model size. (b) Impact of decoding path
count k.

(c) Time cost and marginal
gain rate by decoding path
count k.

Figure 4: The impact of model size and the number of decoding paths k.

decoding paths k initially improves performance but saturates after k > 5. GCoT-decoding maintains
stronger and more stable gains than +SpanAlign across all k settings. As shown in Figure 4(c), time
cost grows roughly linearly with k, while both tasks exhibit diminishing marginal gains. Taken
together, the optimal “elbow” lies in the range k = 3 ∼ 5, where the marginal gain rate peaks and
time remains moderate.

Table 9: An example of path backtracking. The underlined segments indicate the answers targeted by
the decoding paths, while the highlighted portions show the content generated after backtracking.
“plays”, “defensive”, and “.” are the three local minima in Path1.

Question: What position does Von Miller play?
Path1(×): Von Miller plays(0.0877) defensive(0.0921) end position .(0.1980)

Path2(✓): Von plays the outside linebacker position on his team .

Path3(×): Von Miller plays the defensive end role for his team and is known for his pass rushing ability .

How early path backtracking works. We provide a qualitative example in Table 9 to illustrate
early error correction in the decoding process. In Path1, the incorrect answer “defensive end” emerges
after three local minima. Branching before the first error token (e.g., at “plays”) allows effective
correction, as in Path2, which leads to the correct answer “linebacker.” In contrast, branching after the
error fragment has formed, as in Path3, fails to revise the mistake—once embedded, the error resists
recovery. This highlights the importance of early branching before erroneous spans are committed.

Table 10: Decoding outputs with confidence gaps ∆k,answer for two classification examples.

Question: AUSTRO-ITALIAN WAR, JACOBITE REBELLION, and
FRANCO-SPANISH WAR are instances of

Question: Profitable home Chelisheva, The House with Lions, and
House under the steeple can be classified as

Ground truth: historical wars Ground truth: tourist attractions / architecture in Russia

k=1 European diplomatic initiatives. So the answer is: European diplo-
matic initiatives (∆=0.22)

× These are notable tourist attractions located across Russia. So the
answer is: tourist attractions (∆=0.81)

✓

k=2 diplomatic initiatives. So the answer is: diplomatic initiatives.
(∆=0.18)

× architectural heritage in Russia. So the answer is: architecture in
Russia (∆=0.68)

✓

k=3 These events can be categorized under diplomatic initiatives. So the
answer is: diplomatic initiatives (∆=0.09)

× tourist attractions in Russia. Explanation: each of these locations is a
notable architectural site known for its historical significance within
Russian cities. So the answer is: tourist attractions (∆=0.93)

✓

k=5 They are relevant to international treaty formation. So the answer is:
international treaty formation (∆=0.14)

× They refer to government-owned residential complexes. So the answer
is: government-owned residential complexes (∆=0.24)

×

k=8 Historical wars, because each conflict exemplifies armed struggles ...
So the answer is: historical wars (∆=0.81)

✓ metaphors from Soviet-era literature about class struggle. So the
answer is: Soviet-era literature (∆=0.11)

×

How Fibonacci sampling works. Table 10 presents two case studies of automatic classification
conducted via Fibonacci sampling. In the war classification example, paths k = 1 to k = 3 all
converge on related but incorrect categories such as “diplomatic initiatives.” The correct answer,
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“historical wars,” only emerges at k = 8 with a clear reasoning chain—illustrating the pattern
observed in Section 2.1, where early paths often cluster around the same error if the first prediction is
wrong. In such cases, Fibonacci sampling helps bypass these local error clusters and reach the correct
answer more efficiently.

In the architecture example, where the top-ranked path is already correct, early paths (k = 1–3)
also yield accurate labels, with k = 3 providing an explicit causal explanation. Although Fibonacci
may skip some additional correct paths (e.g., k = 4, 6, 7), the correct answer remains dominant in
aggregated confidence, allowing it to be recovered reliably.

5 RELATED WORK

Chain-of-Thought. Chain-of-Thought (CoT) prompting decomposes complex tasks into interme-
diate reasoning steps and has inspired a series of automated and structured extensions, including
Auto-CoT, Synthetic Prompting, Contrastive Denoising CoT, Faithful CoT, and KG-CoT, which aim
to improve generation quality and logical fidelity (Wei et al., 2022; Kojima et al., 2022; Zhang et al.,
2022; Shao et al., 2023; Zhou et al., 2024; Lyu et al., 2023; Zhao et al., 2024). Self-Consistency
further enhances performance by aggregating diverse reasoning paths (Wang et al., 2022a; Wang &
Zhou, 2024). However, most prompting-based methods rely heavily on labeled examples, handcrafted
templates, or predefined outputs, limiting scalability. In contrast, our GCoT-Decoding removes these
dependencies to enable broader applicability.

Prompting Methods to Enhance Reasoning. Efforts to improve prompting strategies include
paraphrasing, active example selection, analogical cues, and instruction tuning (Chen et al., 2024;
Diao et al., 2023; Yasunaga et al., 2023; Zhang et al., 2024b; Ho et al., 2022). Recent work also
explores context-aware decoding and weakly-supervised aggregation to improve robustness (Shi
et al., 2024; Ling et al., 2023; Arora et al., 2022), though such methods often introduce additional
annotation or computation costs. Prompt sensitivity and task specificity remain common bottlenecks.

Decoding Strategies to Enhance Reasoning. Beyond prompting, decoding-time strategies provide
an alternative route for eliciting reasoning. Early contrastive decoding diversified outputs without
relying on prompts (Li et al., 2022; Yao, 2024), while self-evaluation, confidence-based scoring, and
preference-guided optimization have been proposed to refine multi-step reasoning (Xie et al., 2023;
Wang et al., 2024; Taubenfeld et al., 2025; Zhang et al., 2024a). Tree-of-Thoughts (Yao et al., 2023)
and CoT-decoding (Wang & Zhou, 2024) treat reasoning as a structured exploration process, with
the latter showing that top-k sampling alone can reveal rich reasoning paths. Speculative decoding
methods (e.g., SPIN, SpecEE) improve efficiency but are less focused on reasoning quality (Chen
et al., 2025; Xu et al., 2025). A recent survey by Welleck et al. (2024) provides a comprehensive
overview of decoding strategies for reasoning tasks.

6 CONCLUSION AND FUTURE WORK

We propose GCoT-decoding, a general decoding strategy that extends earlier work to broader QA tasks.
We refine the branching method for generating candidate paths, which further boosts performance.
Experiments show that our method consistently improves the reasoning ability of language models of
various sizes and offers greater robustness to task drift.

Beyond the trade-off discussion in the current paper, we are actively exploring optimizations such
as early path pruning to reduce computational overhead. At the same time, we plan to extend the
evaluation of GCoT-Decoding to a wider range of tasks, particularly those requiring step-by-step
reasoning (e.g., structured text generation, logical inference, or multi-hop reasoning), which better
align with the strengths of CoT-based methods. For summarization-like tasks where reasoning is
less explicit, we will investigate hybrid approaches that selectively apply GCoT-Decoding only to
reasoning-intensive components, thereby combining efficiency gains with broader applicability.
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ETHICS STATEMENT

Our work focuses on developing a general decoding framework (GCoT-Decoding) to enhance the
reasoning capabilities of large language models (LLMs). This research does not involve human
subjects, sensitive personal data, or proprietary datasets, and all benchmarks used (e.g., GSM8K,
MultiArith, SQuAD, BARQA, etc.) are publicly available.

REPRODUCIBILITY STATEMENT

We have taken multiple measures to ensure reproducibility. All datasets employed are publicly
accessible, and preprocessing steps are documented in Appendix C. Algorithmic details, including
pseudocode for path sampling, backtracking, and semantic clustering, are provided in Appendix A.
Sensitivity experiments on hyperparameters are reported in Appendix B. Experimental settings
such as model scales, branching parameters, and evaluation metrics are specified in Section 4.1.
Furthermore, we plan to release anonymized source code as supplementary material, enabling
independent replication of all experiments.
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A ALGORITHM DETAILS

We provide the pseudocode of path sampling and backtracking in Algorithm 1, and the pseu-
docode of the decoding path aggregation algorithm based on semantic clustering in Algorithm 2.

Algorithm 1: General decoding path generation with Fibonacci sampling and backtracking
Input: Model model, tokenizer tokenizer, query query, first branching size k, second branching size

k′, confidence threshold δ
Output: List of final decoding paths
Initialize empty result listR;
// First branching Compute logits from initial query using model;
Select tokens at indices determined by Fibonacci sequence: {F1, F2, . . . , Fk};
foreach token index i ∈ {F1, F2, . . . , Fk} do

Form initial decoding prefix by appending token ti to query;
Greedily decode from this prefix to obtain complete path y = (y1, y2, . . . , yT ) and token confidences
{s1, s2, . . . , sT };

Append path and confidences to temporary list L;
end
// Secondary branching via backtracking foreach decoded path y and confidences {st}Tt=1 in L do

Identify local minima set S = {t | 3 ≤ t ≤ T, st < st−1, (t < T ⇒ st < st+1), st < δ};
Determine branching point b:

b =

{
minS, S ̸= ∅
−1, S = ∅

if b ̸= −1 then
Truncate path to form prefix y<b = (y1, . . . , yb−2);
Compute logits for next token after prefix y<b;
Select alternative tokens at Fibonacci indices {F1, . . . , Fk′};
foreach alternative token index j ∈ {F1, . . . , Fk′} do

Append token y
(j)
b−1 to prefix y<b;

Greedily decode from new prefix to complete new path y(j);
Add new path y(j) to result listR;

end
end
else

Add original path y directly to result listR;
end

end
return result listR

Algorithm 2: General decoding path aggregation via semantic clustering
Input: Decoding paths {pi}Ki=1, confidences {ci}Ki=1, embedding function ϕ(·), similarity threshold τ
Output: Final aggregated answer
Initialize semantic groups: Gj ← ∅, representatives rj ← ∅, group count N ← 0;
foreach path output gi = gen2(pi) do

Compute embedding ϕ(gi);
if N = 0 then

Create new group G1 = {gi}, set representative r1 = gi, set N = 1;
continue;

end
Compute similarities si,j = cos(ϕ(gi), ϕ(rj)) for all existing groups j = 1, . . . , N ;
Find the minimal index j∗ satisfying si,j∗ ≥ τ ; if none exist, set j∗ = N + 1;
if j∗ ≤ N then

Add gi to existing group Gj∗ ;
else

Create new group GN+1 = {gi}, set representative rN+1 = gi, increment N ;
end

end
Compute cumulative confidence Cj =

∑
gi∈Gj

ci for each group j;
Select group with maximum cumulative confidence jmax = argmaxj Cj ;
Return group representative rjmax as the final output.

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2026

We provide the pseudocode of path sampling and backtracking in Algorithm 1, and the pseudocode
of the decoding path aggregation algorithm based on semantic clustering in Algorithm 2.

B SENSITIVITY TO HYPERPARAMETERS

We provide the results of sensitivity experiments on the similarity threshold τ and the confidence
threshold δ in Table 11.

Table 11: Performance under different thresholds τ and δ on GSM8K, MultiArith, and Sports
Understanding tasks.

τ δ GSM8K MultiArith Sports Underst.

Mistral-7b Gemma-7b Llama-3.1-8b Mistral-7b Gemma-7b Llama-3.1-8b Mistral-7b Gemma-7b Llama-3.1-8b

0.8 0.2 18.0 21.8 41.7 31.3 23.2 74.3 52.0 65.2 58.0
0.7 0.2 16.9 20.5 40.8 30.1 21.9 72.6 49.8 63.7 55.3
0.9 0.2 17.3 21.0 40.9 30.5 22.7 73.2 51.5 64.2 57.0
0.8 0.1 17.2 21.1 41.1 30.7 22.4 73.4 51.7 64.5 57.3
0.8 0.3 17.4 21.4 41.2 30.6 22.6 73.7 51.6 64.7 57.5

C PROMPT DEMONSTRATION EXAMPLES

Figure 5 shows the chain-of-thought prompting examples we use for the SQuAD dev-v1.1 task. In
the zero-shot setting, no demonstrations are provided. The one-shot setting includes only Example 1,
while the three-shot setting incorporates all three examples.

Figure 5: Prompting examples used in the SQuAD dev-v1.1 task under different few-shot settings.
Zero-shot uses no demonstrations, one-shot includes only Example 1, and three-shot includes all
three examples.

Figure 6 shows the chain-of-thought demonstrations used for the GSM8K task. Similarly, the zero-
shot configuration contains no examples, the one-shot configuration includes only the first example,
and the three-shot configuration includes all three. These prompts are used to evaluate the effect of
demonstration count on arithmetic reasoning performance.
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Figure 6: Prompting examples used in different few-shot settings for the GSM8K task., adapted to
arithmetic reasoning.

D ANALYSIS ON CLUSTERING AND REPRESENTATIVE SELECTION

As shown in Table 12, while different clustering algorithms (Greedy, K-Means++, Agglomerative,
Spectral) yield nearly identical accuracies, the representative selection strategy makes a substantial
difference. Specifically, choosing the first-in-cluster answer consistently outperforms alternatives
such as selecting the cluster centroid or the maximum-confidence path. This confirms that index
ordering plays a crucial role in GCoT-decoding, and that a greedy clustering scheme combined with
first-in-cluster selection is both efficient and effective.

Table 12: Accuracy comparison of clustering methods and representative choices on SQuAD v1.1.

Category Method Gemma-7B Llama-3.1-8B

Clustering (with
First-in-Cluster)

Greedy Clustering 54.6 67.2
K-Means++ 54.4 66.9
Agglomerative (Ward) 54.7 67.1
Spectral Clustering 54.5 67.0

Representative
(with Greedy
Clustering)

First-in-Cluster 54.6 67.2
Cluster Centroid 47.8 60.4
Max-Conf 48.2 60.9
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E CHOICE OF THE NUMBER OF BACKTRACKING

Figure 7: Effect of the maximum number
of backtracking points per path under a
fixed overall path budget.

We find that CoT errors tend to have early turning points:
as soon as the model commits to a wrong semantic de-
cision (Table 9), the token-level confidence exhibits a
sharp local drop, and subsequent tokens mostly elabo-
rate on this misconception rather than correcting it. In
these cases, backtracking at the first confidence valley
is typically sufficient to redirect the reasoning towards a
different, potentially correct branch. From an efficiency
perspective, allowing multiple backtracking points per
path under a fixed path budget significantly increases
decoding cost and complicates how to trade off early
vs. late corrections, so we adopt a simple one-shot back-
tracking rule as a pragmatic accuracy–efficiency com-
promise.

Figure 7 summarizes this ablation by varying the maxi-
mum number of backtracking points per path from 1 to 5: performance improves slightly from 1-back
to 2-back, stays roughly flat around 3-back, and then drops noticeably at 4 and 5. This pattern indi-
cates that limited extra backtracking offers only marginal gains, while aggressive multi-backtracking
quickly hurts both accuracy and efficiency, supporting our choice of a single-shot local-minima
strategy.

F EFFECT OF ANSWER-EXTRACTION TEMPLATES

In Section 2.1, we use a short continuation template (e.g., “So the answer is ...”) purely as an
answer-extraction marker after the model has already produced a full chain-of-thought reasoning
trace. To verify that GCoT-decoding does not depend on the specific wording of this marker, we
evaluate several semantically equivalent templates on SQuAD v1.1 with Gemma-7B, while keeping
all other components fixed.

Template SQuAD v1.1 MATCH (Gemma-7B)

“So the answer is . . . ” 54.6
“Therefore, the answer is . . . ” 54.5
“Final answer:” 54.3

Table 13: Ablation on answer-extraction templates for GCoT-decoding on SQuAD v1.1.

The variation across templates is within 0.3 absolute MATCH points, which is negligible compared
to the gains obtained by switching from greedy or vanilla CoT-decoding to GCoT on the same
benchmark. This supports our claim that GCoT-decoding does not hinge on a specific wording of the
answer-extraction template.

G EMBEDDING MODEL ABLATION FOR SEMANTIC CLUSTERING

In Section 3.3, GCoT-decoding uses an off-the-shelf sentence embedding model to perform greedy
semantic clustering over candidate paths. To assess the sensitivity of this module to the choice of
embedding space, we fix the rest of the framework and only vary the embedding model, comparing
MiniLM, MPNet-base, and E5-small on SQuAD v1.1 and Auto-Categorization.

Across all settings, the variation in BLEU and MATCH is within 0.5 absolute points, suggesting
that the greedy clustering module is relatively insensitive to the specific off-the-shelf embedding
model used, as long as it provides a reasonable semantic similarity signal. This matches our design
goal of treating semantic clustering as a conservative, pluggable enhancement over simple max-path
selection.
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Setting SQuAD v1.1
BLEU

SQuAD v1.1
MATCH

Auto-cat
BLEU

Auto-cat
MATCH

GCoT + MiniLM 10.0 67.2 10.6 30.5
GCoT + MPNet-base 9.8 66.7 10.4 30.3
GCoT + E5-small 10.1 67.0 10.5 30.4

Table 14: Embedding model ablation for the semantic clustering module in GCoT-decoding.

H SPANALIGN ABLATION: LAST VS. MEAN ALIGNMENT

In Section 3.2, we use an LCS-based SPANALIGN module to compare answer segments across
different paths. When the same answer phrase appears multiple times in a reasoning trace, our default
implementation scores only the terminal aligned segment (“SpanAlign (Last)”). To check whether
averaging over all aligned segments could be preferable, we compare this default against a variant
that averages confidence across all occurrences (“SpanAlign (Mean)”) on GSM8K, MultiArith, and
Sports Understanding.

Method GSM8K (Acc.) MultiArith (Acc.) Sports Understanding (Acc.)

Mistral-7B Gemma-7B Llama-3.1-8B Mistral-7B Gemma-7B Llama-3.1-8B Mistral-7B Gemma-7B Llama-3.1-8B

GCoT-decoding + SpanAlign (Last) 10.7 15.4 34.0 16.8 19.7 69.3 48.0 67.2 52.0
GCoT-decoding + SpanAlign (Mean) 10.2 14.9 33.5 16.1 19.0 68.5 47.1 66.3 51.4

Table 15: Comparison between using only the last aligned answer span (SpanAlign (Last)) and
averaging over all aligned spans (SpanAlign (Mean)).

Across all three datasets and models, using the final occurrence of the aligned answer span is at least
as reliable as averaging over all occurrences, and often slightly better.

I THE USE OF LARGE LANGUAGE MODELS

This manuscript used a large language model only for light editorial support—namely grammar and
spelling checks, minor language polishing, and table formatting. The LLM did not generate scientific
content, results, analyses, or claims. All edits were reviewed by the authors, and the authors remain
fully responsible for the final text.
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