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Uncertainty quantification for MLLMs

Anonymous Authors1

Abstract

Multimodal Large Language Models (MLLMs)
hold promise in tackling challenging multimodal
tasks, but may generate seemingly plausible but
erroneous output, making them hard to trust and
deploy in real-life settings. Generating accurate
uncertainty metrics quickly for each MLLM re-
sponse during inference could enable interven-
tions such as escalating queries with uncertain
responses to human experts or larger models for
improved performance. However, existing uncer-
tainty quantification methods require external ver-
ifiers, additional training, or high computational
resources, and struggle to handle scenarios such
as out-of-distribution (OOD) or adversarial set-
tings. To overcome these limitations, we present
an efficient and effective training-free framework
to estimate MLLM output uncertainty at inference
time without external tools, by computing metrics
based on the diversity of the MLLM’s responses
that is augmented with internal indicators of each
output’s coherence. We empirically show that our
method significantly outperforms benchmarks in
predicting incorrect responses and providing cali-
brated uncertainty estimates, including for OOD,
adversarial and domain-specific (e.g. medical ra-
diology) data settings.

1. Introduction
Building on the impressive capabilities of Large Language
Models (LLMs) in handling a wide variety of text-based
tasks (OpenAI et al., 2024), Multimodal Large Language
Models (MLLMs) are LLM-based models that can process
the input of different modalities such as images and text, al-
lowing them to perform important downstream multimodal
tasks involving both visual comprehension and language
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abilities such as visual question answering (Liu et al., 2023c;
Hartsock and Rasool).

However, the synthesis of multiple modalities introduces
additional challenges in managing uncertainty and mitigat-
ing errors in the models’ output. MLLMs need to handle
not only the ambiguity of visual input, but also understand
text-based questions, extract relevant visual features, and in-
corporate these features along with any additional text-based
information to generate a response. All these sub-tasks are
potential sources of ambiguity and error that may accumu-
late in the final generated response, leading to problems
such as object hallucination (Bai et al., 2024) or erroneous
scene interpretation. While there are works that attempt to
directly mitigate such errors or hallucinations during model
training by adjusting characteristics of the training data (Liu
et al., 2023a; Yu et al., 2024; Wang et al., 2024; Yue et al.,
2024), model architecture (Liu et al., 2024; Tong et al., 2024;
Zhai et al., 2023), or training process (Jiang et al., 2024; Yue
et al., 2024), these errors cannot be completely eliminated
in practical settings, given real-world data that is noisy and
ambiguous.

A complementary approach to such training-based ap-
proaches would be to use inference-time methods to detect
potential errors of MLLMs. For a given MLLM, such error
detection methods could indicate when an output is more
likely to contain errors, allowing users to treat these output
differently, for example, passing these output to a larger
model or human expert to verify its accuracy. However, a
typical MLLM output would not contain any accompany-
ing indication of uncertainty in its accuracy. The lack of
error detection and uncertainty estimation becomes a major
bottleneck in MLLMs’ deployment in practical applications
(e.g., medical imaging analysis (Liu et al., 2023b; Tian et al.,
2024; Lee et al., 2025)), where the reliability of the models’
output is critical. A few recent works have proposed meth-
ods to detect and fix MLLM hallucinations, but have mainly
relied on either external verifiers (Liu et al., 2023a; Sun
et al., 2023) or methods that involve relatively expensive
computation (Zhang et al.; Khan and Fu, 2024b) to do so,
which may not be practical in many settings with resource
limitations.

In our work, we present UMPIRE, a training-free inference-
time method to approximate the uncertainty associated with
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MLLM output and detect errors. UMPIRE uses a simple
but effective method to compute a metric indicative of how
likely an output may contain an error, taking into account
both the uncertainty indicated by the diversity of possible
output for a given query, and the quality of the output re-
flected by its self-assessment. In summary, we (1) proposed
a set of clear desiderata that MLLM unlearning metrics
should satisfy (Sec. 2.2) and analyzed challenges associated
with existing approaches such as entropy-based methods
(Sec. 5), (2) proposed a novel MLLM uncertainty method
and metric (Sec. 3) inspired by past works on determinantal
point processes (DPP) (Kulesza, 2012), and (3) empirically
show how UMPIRE consistently outperforms all bench-
marks with less computational time (Sec. 4).

2. Problem formulation and desiderata
2.1. Problem formulation

We consider the setting where we have an whitebox
MLLM M that takes in image I and text q input1, and
produce text output y = [wi]

N
i=1 that are sequences of

tokens w from the MLLM decoder’s vocabulary space.
While MLLMs can be implemented with various types
of model architectures, in general we can represent
them as conditional probability distributions pM of text
output y over multi-modal input queries (I, q) gener-
ated autoregressively, i.e., M(I, q) := pM(y|I, q) =
pM(w1|I, q)pM(w2|I, q, w1) . . . pM(wn|I, q, w1:n−1).

We can apply the MLLM to multi-modal tasks T with task
instances t ∈ T , where t := (It, qt) represents the input
query containing both an image portion It and text por-
tion qt, and for clarity we explicitly denote t∗ := (t; y∗t ) as
task instances with known text ground truth output y∗t . The
MLLMs’ response ŷt to a task instance t can be sampled
autoregressively from M(t) = M(It, qt), and its perfor-
mance can be evaluated by whether the response (e.g., a low
temperature sampled response) matches the ground truth,
i.e. a(M, t∗) := I{ŷt = y∗t }, where I is an appropriate
binary indicator that evaluates whether two responses match
in the context of answering task T . The overall MLLM
performance on the task T can be computed as the expected
performance over its constituent labeled task instances, i.e.,
a(M, T ) := Et∗∈T a(M, t∗), where we overload notation
for simplicity.

Given a task T , the goal is to develop a framework that com-
putes a task instance-specific uncertainty metric u(M; t)
for any t ∈ T at inference time that is highly indicative of
the expected accuracy a(M, t∗). Note that for our purposes
we are looking for a metric for overall uncertainty, rather

1While we focus on image and text input in the paper, our
method can be extended to other modalities in future works as it
does not make use of modality-specific features.

than sub-characterization of either aleatoric or epistemic
uncertainty. Such a metric can be used to assess whether the
model output should be trusted or discarded, and have chal-
lenging task instances deferred to a human or more capable
MLLM model instead.

2.2. Desiderata

Given the above setting, an appropriate uncertainty metric
u should ideally satisfy several key desiderata. We propose
a non-exhaustive, generally-applicable list below, though
others may be important for specific scenarios. First, the
metric should be effective in approximating the uncertainty
associated with each response. We assess this via three
effectiveness desiderata:

R1 Classification. The metric should be able to distinguish
between task instances that the MLLM will get cor-
rect (tc ∈ C := {t ∈ T | a(M, t∗) = 1}) or wrong
(tw ∈ W := {t ∈ T |a(M, t∗) = 0}. Specifically, for
randomly sampled pairs of task instances tc and tw,

P[u(M, tw) > u(M, tc)] ≈ 1 (1)

where the goal is for Eq. (1) to be as close to 1 as
possible, implying that the metric can classify with high
probability whether the model will get task instances
wrong, using just M and instance input t. This means
that there exist a threshold γ such that u(M, t) > γ
indicates that it is likely that t ∈ W , and smaller values
indicate that t ∈ C. Note that Eq. (1) can be evaluated
by computing the Area under the Receiver Operating
Characteristic Curve (AUROC) of the metric, which we
do in Sec. 4.

R2a Proportionality. The metric should be proportional to
the probability that the MLLM will get the task instance
wrong, i.e.,

u(M, t) ∝ P[a(M, t∗) = 0]. (2)

Such a metric would be useful in many settings where it
is important to get a continuous estimate of how likely
the MLLM would get a task instance correct, e.g., to
allocate resources for obtaining better responses such as
through escalation of task instances to better but more
expensive models.

R2b Calibration. If provided a small sample of unlabeled
task instances, the metric u should be easily adjustable
to ũ ∈ [0, 1] (e.g., using min-max scaling) such that it
is well calibrated (Guo et al.), i.e.,

P(a(M, t∗) = 1 | ũ(M, t) = p) ≈ p, ∀p ∈ [0, 1].
(3)

This desiderata is a stricter version of R2a where the
metric is properly scaled to provide good estimates of
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how likely the MLLM would get a given task instance
correct, rather than just provide a binary classification
given a threshold based on R1. Such a metric is impor-
tant in applications that require such estimates for risk
management, and also allows better informed choices
of the appropriate threshold γ to use in classification
for R1. Note that to align with past works for ease
of comparability (Guo et al.; Khan and Fu, 2024a),
R2b and ũ are formulated based on response accuracy
a(M, t∗) = 1, while R2a and u are based on error
a(M, t∗) = 0 which is more natural for an uncertainty
measure.

In A.13, we provide additional discussion on the differences
among these desiderata and why they are needed.

In addition, we consider design desiderata that reflect prac-
tical considerations for the deployment of the metric in
realistic applications:

R3 Focus on semantics. The metric should depend on the
semantic meaning of the responses, and not just lexical
variations (e.g., paraphrases of a response with the same
meaning). This is because for many MLLM tasks (e.g.,
visual question-answering), we are less concerned about
lexical variations (e.g. “the cat hid the rat” and “the
rat was hidden by the cat”) compared to semantically
different responses (“the dog sat on the mat”).

R4 Response coherence. In addition, the metric should
also consider the coherence of each sampled response
with respect to the multimodal task instance query (e.g.
images and text), rather than take into account only a
single modality.

R5 Computational Efficiency. The metric should be able
to be efficiency computed, for it to be practically de-
ployed. This includes (a) fast computational runtime,
and (b) no strict requirements of external pre-trained
models or separately trained reward models as they in-
cur additional costs and may not be feasible for some
inference pipelines. For situations where the MLLM
under study is a blackbox, it may be necessary to relax
condition (b) to use a proxy whitebox model, but the
proxy model should be small and cheap to run.

3. Method
3.1. Challenges faced by existing methods and design

choices for UMPIRE

The desiderata in Sec. 2.2 provides useful constraints in
guiding the design of a suitable uncertainty framework.
First, R5 provides practical constraints on the tools and
methods that we can employ. Unlike existing methods that
makes use of external tools (Zhang et al.; Sun et al., 2023;
Liu et al., 2023a), extensive training to learn uncertainty

estimates for specific models (Li et al., 2024), extensive
prompting with perturbations of input queries (Khan and
Fu, 2024b; Zhang et al.), or asking the model itself (Xiong
et al., 2024a), our approach should rely solely on MLLMs’
readily accessible output (except when dealing with black-
box models where we can then use a whitebox model as
proxy, explained in Sec. 4.4), and allow for efficient infer-
ence (e.g. parallelization and low overheads). Hence, in our
approach we only consider the use of the model’s last layer
embeddings and logits information.

Second, given the resource constraints, R3 implies that
our framework should consider the MLLM’s embedding
information of the full responses, which the model already
computes during the generation process and is computation-
ally efficient to extract. This would be unlike methods that
focus solely on token-level information (Malinin and Gales,
2021).

Third, R4 suggests that our framework would need to factor
in multimodal input information, rather than solely rely on
signals that are relatively insensitive to it (see App. A.2). In
App. A.3, we empirical found that considering such informa-
tion (i.e., the incoherence scores) significantly improves the
ability of our metric in performing well in the effectiveness
desiderata.

3.2. UMPIRE framework

Given the considerations above, we propose UMPIRE, a
simple but effective framework built on the hypothesis that
uncertainty can be estimated well based on a global mea-
sure of semantic diversity of sampled MLLM responses,
adjusted by a local measure of the coherence of each re-
sponse. Drawing inspiration from determinantal point pro-
cesses (DPP) and the quality-diversity decomposition of its
kernels (Kulesza, 2012), which are used by works in quan-
tum physics (Collura et al., 2024) and active learning (Bıyık
et al., 2019) to model systems of repulsive interactions and
characterize sample diversity, our UMPIRE framework com-
putes a coherence-adjusted semantic volume quantity as
the proposed uncertainty metric. Intuitively, we hypothesize
that the more uncertain the MLLMs are about a task instance,
the stronger the ‘repulsive’ forces among its responses are,
leading to more diverse responses that spans a larger volume
in semantic space. However, responses have different levels
of coherence, and hence intuitively should have different
contribution to the overall volume (e.g., lighter particles
may move further out).

Specifically, for a given task instance t ∈ T , the UMPIRE
framework will consists of the following:

U1 Sampling. We first have the MLLM generate k re-
sponses Yt = {ŷi}ki=1 to t based on standard sampling
methods with T=1 (we show in App. A.5 and App. A.7

3
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Figure 1: Schematic describing the UMPIRE framework

that our results are robust to variations in sampling pa-
rameters).

U2 Semantic embedding. For each response ŷi, we
can extract the last hidden layer vector of the last re-
sponse token (more analysis on hidden layer selection
in App. A.8) as its d-dimensional semantic embedding
vector ϕi ∈ Rd, and normalize it if not already so
(which may be the case e.g., in LLM embedding mod-
els (Reimers and Gurevych, 2019)). The k sampled
embedding vectors for t then form the k×d embedding
matrix Φt. Our use of the MLLM semantic embeddings
help satisfy R3.

U3 Incoherence score. Concurrently, it will also extract
the model-generated probability scores pi across the to-
kens in each response ŷi. Note that since we extract this
during the generation process that include all modality
input, pi contains information on the response coher-
ence as required by R4. We then use it to compute
the incoherence score ci ∈ R+, ci := expα(1− pi),
where α is a scaling hyperparameter that is fixed across
instances of a given task, and as explained below could
be heuristically set even without calibration in cases
where there is no labeled dev set and still yield good
performance. As its name implies, this score intuitively
captures how incoherent each response is: e.g., a re-
sponse deemed fully coherent by the MLLM will have
pi = 1 and ci = 1 which is the smallest possible value,
while low probability responses, will have large ci. For
the full sample Yt, we can consolidate the scores into
an k × k incoherence score diagonal matrix Ct.

U4 Coherence-adjusted semantic volume. Given the

above, for the sampled response Yt we can com-
pute its coherence-adjusted semantic kernel LYt

:=
CtΦtΦ

T
t Ct, similar to quality-adjusted kernels used in

DPPs. We can then compute the final UMPIRE uncer-
tainty metric Ṽt:

Ṽt := log det(LYt), (4)

where in practice a small jitter term is added to LYt

for numerical stability and to avoid degeneracy. Ṽt

is a monotonic indicator for the coherence-adjusted
semantic volume, since from geometry, det(LYt

) =
Vol2(CtΦt), the squared volume of the parallelepied
spanned by the coherence-adjusted response semantic
embedding vectors.

Our UMPIRE framework (U1–U4) is summarized in Fig. 1.
Given the above, UMPIRE does not violate any of the design
desiderata (R3–R5). We empirically show in Sec. 4 that
UMPIRE also performs well in the effectiveness desiderata
(R1–R2b), and significantly outperforms baselines.

It turns out that the UMPIRE metric Ṽt can in fact be sim-
plified into an easily interpretable form:

Ṽt = log det(LYt)

= log det(ΦtΦ
T
t ) + log det(CtCt)

=Vt + α̃E[1− p], (5)

where the first term can be interpreted as the unadjusted se-
mantic volume metric, and the second term an approximate
expectation value of the MLLM responses’ model-generated
probability of getting the task instance wrong (see App. A.4
for derivation).
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Metric Method VQAv2 OKVQA AdVQA MathVista VQA-RAD Avg

AUROC ↑

Neighborhood Consistency 0.769 0.528 0.657 0.763 0.706 0.685
LN-Entropy 0.781 0.705 0.647 0.667 0.614 0.683
Semantic Entropy 0.848 0.716 0.763 0.805 0.767 0.780
EigenScore 0.868 0.738 0.774 0.814 0.803 0.799
Ours 0.882 0.755 0.787 0.822 0.802 0.810

TPR@
10% FPR ↑

Neighborhood Consistency 0.362 0.095 0.189 0.408 0.189 0.248
LN-Entropy 0.282 0.244 0.168 0.347 0.127 0.234
Semantic Entropy 0.574 0.327 0.419 0.437 0.511 0.453
EigenScore 0.602 0.340 0.466 0.483 0.601 0.498
Ours 0.629 0.369 0.477 0.497 0.587 0.512

TPR@
1% FPR ↑

Neighborhood Consistency 0.049 0.008 0.019 0.030 0.023 0.026
LN-Entropy 0.057 0.030 0.066 0.075 0.065 0.059
Semantic Entropy 0.177 0.057 0.125 0.136 0.286 0.156
EigenScore 0.215 0.074 0.171 0.086 0.304 0.170
Ours 0.230 0.091 0.185 0.131 0.326 0.193

Table 1: Uncertain responses classification (R1) performance of different uncertainty quantification methods across VQA
tasks, including adversarial, OOD, and domain-specific settings. The classification metrics include AUROC (↑ better), TPR
at different FPR levels (↑ better). UMPIRE achieves the best or second-best performance across all benchmarks, with only
marginal differences when not ranked first.

This explicit decomposition in Eq. (5) shows the balance be-
tween the global measure of semantic diversity, and also the
aggregated notion of the local measure of response coher-
ence, with the hyperparameter α̃ := 2kα balancing the con-
tribution between the two terms. In practice, we found em-
pirically that for a given task T , α̃ could in fact be roughly
set such that the two terms have the same order of magnitude
(e.g., based on a small unlabeled sample of task instances)
while achieving good performance, allowing us to avoid the
need for hyperparameter-tuning while still producing good
performance (see App. A.3 for ablation results). This also
implies that in general both terms play an important role
in contributing to the UMPIRE metric’s significantly better
performance compared to baselines, as we will see in Sec. 4.

4. Experiments
Experiment settings. We adapt the experimental set-up
of Kuhn et al. (2023) for the multi-modality setting. For
datasets, we use a range of visual question-answering bench-
mark datasets, including for general (VQAv2) (Goyal et al.,
2017), out-of-distribution (OKVQA) (Marino et al., 2019)
and adversarial (AdVQA) (Li et al., 2021) settings, as
well as for specialized domains such as medicine/radiology
(VQA-RAD) (Lau et al., 2018) and mathematics (Math-
Vista) (Lu et al., 2023). We use Llava-v1.5-13b (Liu
et al., 2023c) as the MLLM for our main experimental re-
sults, but show that our results are robust to different model
sizes and model families in App. A.10. To benchmark our

UMPIRE framework, we considered not only methods on
MLLM uncertainty quantification, (1) Neighborhood Con-
sistency (Khan and Fu, 2024b), but also extended methods
developed for LLM uncertainty quantification to the MLLM
setting, which sometimes have even better performance than
recent MLLM-focused methods: (2) LN-Entropy (Malinin
and Gales, 2021), (3) Semantic Entropy (Kuhn et al., 2023),
and EigenScore (Chen et al., 2024). More details on bench-
marks are in App. A.1, and additional ablation results are in
App. A.6.

4.1. Classification of uncertain responses

We first consider the performance of UMPIRE and the
benchmark algorithms in R1 , i.e., predicting whether the
MLLM M will generate the right response for a specific
task instance t, i.e., a(M, t∗) = 1. Note that the lefthand
side of Eq. (1) corresponds to the definition of the AUROC
of whether the metric u can classify between tc and tw. An
AUROC score of 1 indicates that the metric can perfectly
distinguish the correct and incorrect predictions, while 0.5
would correspond to the expected performance of a random
baseline. Table 1 shows the AUROC evaluated over the vali-
dation set for UMPIRE and the benchmarks on the VQAv2,
OKVQA, AdVQA, MathVista and VQA-RAD datasets. We
see that UMPIRE consistently outperforms all other bench-
marks with average AUROC around 0.81, especially the
multi-modal specific method, Neighborhood Consistency
(AUROC of 0.685) , which faces significant difficulty in
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Metric Method VQAv2 OKVQA AdVQA MathVista VQA-RAD Avg

CPC ↑

Neighborhood Consistency 0.784 0.778 0.562 0.721 0.733 0.716
LN-Entropy 0.553 0.851 0.916 0.909 0.892 0.824
Semantic Entropy 0.916 0.277 0.759 0.856 0.690 0.700
EigenScore 0.938 0.893 0.888 0.797 0.656 0.834
Ours 0.946 0.966 0.979 0.945 0.908 0.949

ECE ↓

Neighborhood Consistency 0.326 0.504 0.344 0.078 0.138 0.278
LN-Entropy 0.046 0.041 0.068 0.116 0.111 0.076
Semantic Entropy 0.046 0.144 0.161 0.220 0.359 0.186
EigenScore 0.047 0.162 0.217 0.312 0.366 0.221
Ours 0.038 0.036 0.042 0.071 0.067 0.051

Table 2: Performance of uncertainty proportionality and calibration (R2a, R2b) of different uncertainty quantification
methods across VQA tasks, including adversarial, OOD, and domain-specific settings. The metrics include CPC (↑ better)
and ECE (↓ is better). Overall, UMPIRE consistently surpasses existing approaches across all datasets.

OKVQA and AdVQA. This could be because these datasets
are more challenging, covering out-of-distribution and ad-
versarial scenarios, which cause the model predictions to be
more diverse and highly incoherent.

In practice, users will need to set thresholds based on their
use cases to target some minimum requirements such as
False Positive Rates (FPR). In Table 1, we also show how
UMPIRE framework’s better AUROC performance for R1
translates to consistently higher True Positive Rates (TPR)
given various FPR requirements.

These results demonstrate the robustness and generalization
ability of UMPIRE across both in-domain and challenging
out-of-distribution (OOD) scenarios. The consistent im-
provement in all metrics suggests that UMPIRE can better
identify uncertain predictions accurately and can be more
reliably deployed in real-world VQA applications where
high-stakes decisions depend on model uncertainty.

4.2. Uncertainty calibration

Next, we assess whether UMPIRE and benchmarks sat-
isfy R2a and R2b. Similar to past uncertainty calibration
works (Guo et al.), we first sort the task instances in a given
task t ∈ T by the computed uncertainty metric u(M, t),
and then bin the task instances with each equally-sized bin
bj associated with its highest metric value uj . We can then
compute the expected accuracy of the responses in each
bin, āj =

∑
tj∈bj

a(M, tj)/|bj | as an estimation of the ex-
pected accuracy of responses in that bin. Given this, we can
assess how well-calibrated the various metrics are: (i) as-
is by computing the calibration pearson correlation (CPC)
which measures how well Eq. (2) is satisfied (R2a), and (ii)
after min-max scaling with the help of a small unlabeled dev
set Dv by computing the expected calibration error (ECE),

which measures how well Eq. (3) is satisfied (R2b).

Calibration Pearson Correlation (R2a). We define the
calibration Pearson correlation (CPC) score as the corre-
lation between uj and aj across all bins. The higher the
CPC, the more linearly correlated the metric is to the es-
timated probability that the MLLM’s answer is accurate.
As can be seen in Table 2, UMPIRE consistently performs
significantly better than benchmarks across all settings and
achieves an average CPC of around 0.95 across all datasets.
App. A.9 shows the uncertainty-accuracy linear relationship
plots for the above CPC results.

Expected Calibration Error (R2b). The strong linear rela-
tionship indicated by UMPIRE’s CPC score suggests that
a simple scaling process would be sufficient to make the
UMPIRE metric well-calibrated and satisfy R2b. We can
evaluate the expected calibration error (ECE)(Guo et al.)
of all metrics by first using an unlabeled development set
of task instances (5% of the dataset) to perform min-max
scaling before computing the ECE. As can be seen in Ta-
ble 2, UMPIRE achieves a very low ECE on all datasets,
and is significantly lower than benchmarks especially for the
more challenging OKVQA (out-of-distribution), AdVQA
(adversarial) and VQA-RAD (medical/radiology) datasets.

4.3. Selective answering

We consider a realistic scenario where a provider deploying
an MLLM for question answering may benefit from selec-
tively abstaining from responding to uncertain queries. An
effective uncertainty metric should allow the model to prior-
itize answering only when it is confident (low uncertainty),
improving overall accuracy.

To evaluate this capability, we follow past
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Method VQAv2 OKVQA AdVQA MathVista VQA-RAD Avg

Neighborhood Consistency 0.925 0.656 0.714 0.338 0.499 0.626
LN-Entropy 0.939 0.778 0.742 0.292 0.507 0.652
Semantic Entropy 0.939 0.765 0.774 0.365 0.545 0.678
EigenScore 0.953 0.791 0.791 0.375 0.584 0.699
Ours 0.956 0.797 0.799 0.38 0.59 0.704

Table 3: Comparison of AURAC across datasets for different uncertainty quantification methods. Our proposed method
achieves the highest performance on all datasets.

works (Hüllermeier and Waegeman, 2021; Farquhar
et al., 2024) by analying the Rejection-Accuracy curve,
which measures the accuracy of the model on the most-
confident X% of task instances, as determined by the
uncertainty method under evaluation. A well-performing
uncertainty method should yield higher accuracy on the
confident subset compared to the excluded subset, with
rejection accuracy improving as more uncertain inputs are
rejected. Similar to Farquhar et al. (2024), we calculate
the Area Under the Rejection-Accuracy Curve (AURAC),
which quantifies the total improvement in accuracy across
all rejection thresholds X%. The AURAC score approaches
1 as an uncertainty method becomes more precise at
detecting likely incorrect responses.

Our UMPIRE metric consistently achieves the highest AU-
RAC for all datasets, shown in Table 3, demonstrating that
it provides a more reliable uncertainty estimate, allowing
for better decision-making in selective answering scenarios.
By effectively identifying uncertain responses, UMPIRE
enables the provider to optimize answer acceptance rates
while maintaining high accuracy.

4.4. Blackbox Models

While our method requires the semantic embeddings and
model-generated probabilities of the MLLM output to com-
pute the UMPIRE metric, we could also apply it to blackbox
models where we do not have access to such information,
through the use of a whitebox proxy model. To do so, we
obtain the text responses of the blackbox model that we are
examining, and parse these through a proxy whitebox model
(both task instance query and text responses) to get both the
semantic embeddings and model-generated probabilities for
each response. This then allows us to compute our UMPIRE
metric.

To demonstrate this, we evaluated how UMPIRE and base-
lines perform when they are applied to the Claude 3.5
Haiku (Anthropic, 2024), GPT4o (Hurst et al., 2024),
and GPT4o-mini (OpenAI, 2024) models responding to
the VQAv2, OKVQA, and AdVQA datasets. We used

Llava-v1.5-13b (Liu et al., 2023c) as the whitebox
proxy model. Baseline methods are also adapted to this
setting, including the discrete version for Semantic Entropy
and EigenScore with whitebox embedding. We also add
Verbalized Confidence (Xiong et al., 2024a), which directly
asks the blackbox model to generate the confidence score
while answering the question, more details in App. A.1.

As shown in Fig. 2, UMPIRE continues to significantly
outperform baselines in blackbox settings with a whitebox
proxy model, with large performance gains over the rest
of the baselines. This makes our UMPIRE metric widely
applicable, especially given its ease of use and speed (R5).

4.5. Computational efficiency

Finally, we assess the computational efficiency of the bench-
marks (R5). All experiments are conducted on a single
L40 GPU. A major advantage of our proposed UMPIRE
framework is its computationally efficiency, on top of its
consistently better empirical performance as described in
the above sections. We can see in Sec. 4.4 that UMPIRE
takes almost 30% less time at 21.35s per query, compared to
Semantic Entropy (30.4s), and it is also training-free, com-
pared to Neighborhood Consistency. This process can be
further sped up given recent advances in accelerated parallel
LLM batch inference (Kwon et al., 2023; Zhu et al., 2024;
Gim et al., 2024).

5. Related work
MLLM-specific methods. Although MLLMs’ hallucina-
tion and miscalibration problems are well known (Chen
et al.; Rohrbach et al., 2018; Bai et al., 2024), research on
task instance-specific uncertainty quantification for MLLMs
is relatively underdeveloped. Most existing methods vi-
olate several of the desiderata in Sec. 2.2, such as those
that rely on the use of external reference/entailment mod-
els (Zhang et al.; Sun et al., 2023; Liu et al., 2023a) or
supervised training of classifiers (Li et al., 2024) (violating
R5(b)). A common approach is to rely on perturbing in-
put queries and testing the consistency of model responses
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Figure 2: Blackbox results show that our UMPIRE metric outperforms other benchmarks.

Method Running time (s)

Neighborhood Consistency 30.349
LN-Entropy 21.351
Semantic Entropy 30.406
EigenScore 21.353
Ours 21.351

Table 4: Comparison of running times (in seconds) per query
(k = 50) for different uncertainty quantification methods,
averaged on 3000 samples of VQAv2 dataset.

as an indicator, with works proposing different perturba-
tion approaches (Khan and Fu, 2024b; Zhang et al.). Such
approaches tend to require a large number of perturbed sam-
ples to perform well (violating R5(b)). Even by relaxing the
design desiderata by allowing access to external models or
more computation time, these methods underperform com-
pared to our proposed method, UMPIRE, and may also not
be well-calibrated (violating R2b).

LLM uncertainty methods. While not originally devel-

Method R1 R2ab R3 R4 R5

Neighborhood
Consistency ✗ ✗ ✓ ✗ ✗

LN-Entropy ✗ ✓ ✗ ✓ ✗
Semantic Entropy ✓ ✗ ✓ ✓ ✗
EigenScore ✓ ✗ ✓ ✗ ✓
Ours ✓ ✓ ✓ ✓ ✓

Table 5: Comparison of uncertainty metrics based on the
proposed desiderata.

oped for MLLMs, existing uncertainty quantification meth-
ods (Kuhn et al., 2023; Malinin and Gales, 2021; Chen et al.,
2024) for LLMs could possibly be extended to the MLLM
setting. In this work, we found that by adapting versions of
these approaches to MLLMs, we could sometime achieve
even better effectiveness (e.g., for R1 on classifying task in-
stances) compared to MLLM-specific methods (see Sec. 4).
However, these approaches still do not satisfy the desider-
ata in Sec. 2.2 and underperform UMPIRE. For instance,
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these methods typically do not consider the coherence of
the response with the multimodal input, and hence does not
satisfy R4, resulting in poorer effectiveness. On the other
hand, as a more general framework, we found that UMPIRE
also outperform baselines in the text-only LLM setting (see
App. A.14). In the literature, there are also commonly-used
heuristics for LLM uncertainty quantification based on sin-
gle responses rather than multiple sampling (Xiong et al.,
2024b). While these methods have reduced sampling cost
which may be important in some settings, this comes at a
trade-off of significantly worse performance – in A.16, we
show how using UMPIRE with a small number of samples
(e.g. k = 5) lead to large performance gaps compared to
these methods.

Entropy-based approaches. Majority of MLLM and LLM
works rely on computing an entropy measure (Farquhar
et al., 2024; Nikitin et al., 2024; Zhang et al.). However, it is
unclear how to compare entropy values across different sup-
port sets (e.g., distributions defined on two classes v.s. that
of five). This makes it hard to use discrete entropy for uncer-
tainty metrics, especially when the support set is determined
by external models, e.g., since different entailment mod-
els may lead to different clusters. EigenScore (Chen et al.,
2024) considers differential entropy which leads to a metric
with a similar form as ours, but with key differences and
consistently underperforms UMPIRE (see App. A.12). In
addition, they typically involve external models to establish
pairwise entailment relationships, which incurs significant
computational costs and violates R5.

6. Conclusion
We present UMPIRE, a novel training-free inference-time
method and metric that can be used to approximate the uncer-
tainty associated with MLLM output for each task instance.
We proposed a set of clear desiderata that MLLM unlearning
metrics should satisfy, analyzed challenges associated with
existing approaches, such as entropy-based methods, and
empirically showed how UMPIRE consistently outperforms
all benchmarks with less computational time.

Our UMPIRE metric requires multiple samples per task
instance, which is more costly than methods that depend on
only one response even though such sampling could be sped
up by batch inference methods and hence may not incur
significantly more cost. Even though our method produces
better uncertainty estimates, there may be instances where
lower computational cost is needed at the expense of poorer
estimates. Future work could explore how we can further
improve the performance while using a fewer number of
generations.
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A. Appendix
A.1. Benchmarks

Datasets For our experiments, we utilize a diverse set of general visual question-answering benchmark datasets to ensure
a comprehensive evaluation across different scenarios. Specifically, we use VQAv2 (Goyal et al., 2017), OKVQA (Marino
et al., 2019), and AdVQA (Li et al., 2021), which include challenging cases such as out-of-distribution and adversarial
settings. Besides, we also try to use the domain-specific VQA datasets, including VQA-RAD, a dataset of question-answer
pairs on radiology images, and MathVista, a consolidated Mathematical reasoning benchmark within Visual contexts. We
evaluate our method using the first 15,000 samples from the validation split of VQAv2, along with the full validation sets
of OKVQA (5,000 samples) and AdVQA (10,000 samples), the test split of VQA-RAD (450 samples), and MathVista
(testmini split - 1,000 samples). These datasets provide a robust test bed for assessing the effectiveness of our approach
across different types of VQA tasks.

Baselines The details of each baseline are as follows.

• Neighborhood Consistency (Khan and Fu, 2024b). This method tries to examine the reliability of the model via the
consistency of the model’s responses over the visual rephrased questions generated by a small proxy Visual Question
Generation (VQG) model. We implement this method by training BLIP (Li et al., 2022) as the VQG model with its
default setting. To ensure a fair comparison, we use Llava-v1.5-13b as the VQA model, aligning with the model
used in our experiments.

• Length-normalized Entropy (LN-Entropy) (Malinin and Gales, 2021). This approach normalizes the joint log-
probability of each sequence by dividing it by the sequence length and is proposed by (Malinin and Gales, 2021) for
uncertainty quantification in LLM. Following (Kuhn et al., 2023), we also apply multinomial sampling instead of using
an ensemble of models.

• Semantic Entropy (Kuhn et al., 2023). This method introduces a concept of semantic entropy, which measures
the uncertainty over different meanings. Following their algorithms, we try to cluster the generated sequences by
Deberta as the text entailment model and then compute the entropy based on these clusters.

• EigenScore (Chen et al., 2024). We follow their default settings and compute the log determinant of the covariance
matrix by Eigenvalues via Singular Value Decomposition (SVD), with the exception of the jitter term value – we found
that using a jitter term of 10−8 rather than their default setting of 10−3 improves their performance, hence we applied
that and reported the improved performance.

• Verbalized Confidence (Xiong et al., 2024a). This method is applied specifically to blackbox models where we
instruct it to provide a measure of its own confidence. For a single instance, we sample generations n times and return
the most frequent answer along with the average confidence.

Experimental settings

• Models and parameters. We primarily use LLaVA-v1.5-13B as our MLLM, with further analysis on other models
provided in App. A.10. Following past work (Kuhn et al., 2023), for each image-question pair t, the MLLM generates
the most likely answer using a low-temperature setting (T = 0.01) and we use this answer ŷt to evaluate the correctness
of the model when answering this pair. For the computation of the various uncertainty metrics that require multiple
samples, we apply Monte Carlo sampling to generate n samples from the MLLM using T = 1 and top p = 0.9. In the
main paper, we use the number of generated samples n = 50, and ablation results on the impact of this hyperparameter
are presented and discussed in App. A.5.

• Evaluation. We use ROUGE-L and exact match as the evaluation functions a(M, t∗), given the model answer ŷt and
ground truth answer y∗t , to assess the model performance. In the main paper, we report results using exact match, while
additional results with ROUGE-L with varying parameters can be found in App. A.6.

• Blackbox APIs. For OpenAI’s GPT models, we used n = 50 generations per prompt. For Anthropic’s Claude 3.5
Haiku model, we used the same model parameters as specified above but a smaller number of generations n = 20 due
to limitations on API credits.
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Metric Method (1) With Image (2) No Image Difference

AUROC ↑

LN-Entropy 0.783 0.634 0.149
Semantic Entropy 0.836 0.805 0.031
EigenScore 0.863 0.864 0.001
Ours 0.876 0.805 0.071

ECE ↓

LN-Entropy 0.177 0.311 0.134
Semantic Entropy 0.038 0.040 0.002
EigenScore 0.035 0.034 0.001
Ours 0.027 0.102 0.075

Table 6: Performance variations when we compute uncertainty metrics with (1) with the image portion of the task query,
and (2) without it. The performance of LN-Entropy and UMPIRE improves under (1), demonstrating how it considers
multimodal input information and satisfy R4. In contrast, EigenScore’s performance remains the same in both settings,
indicating that it violates R4.

A.2. Assessing multimodal query input coherence (R4)

For a metric to satisfy R4, it should consider the coherence of each sampled response with respect to the multimodal task
instance query, rather than just a single modality (e.g., text). We design an experimental setting to assess this by computing
uncertainty metrics based on (1) both image and text portions of the query (t = (It, qt)) with the MLLM text response
ŷt, and (2) only the text portion of the query (only qt) with the MLLM text response ŷt. A metric that satisfies R4 should
perform significantly better under (1), while a metric that does not will produce similar performance regardless of (1) and
(2).

Specifically, for (2), after the MLLM has generated responses ŷt based on (It, qt), we recompute the various metrics
LN-Entropy, Semantic Entropy, EigenScore, and UMPIRE based on the query-answer pair without the image, e.g., based on
recomputing the response logits and embedding vectors of text-only query-answer pairs [qt, ŷt], on a subset of the VQAv2
validation set. In Table 6, we observe that LN-Entropy and UMPIRE, and to a smaller extent Semantic Entropy, are sensitive
to the lack of multi-modality information, with their performance increasing once the image queries are provided during the
computation of the metrics. On the other hand, EigenScore is insensitive to whether the image query is provided or not.
This may be because EigenScore measures only the diversity of responses through the covariance matrix of text response
sentence embeddings across multiple generations, which is not affected by the image query bias. On the contrary, logit
signals are more sensitive to the coherence of the multimodal input query and the generated response, hence metrics that use
some form of that such as LN-Entropy and UMPIRE can better satisfy R4.

A.3. Weighting parameter α̃

As mentioned in U3 in Sec. 3.2, the incoherence score in UMPIRE has a scaling hyperparameter α that is related to the
hyperparameter α̃ = 2kα that controls the balance between two terms in Eq. (5): the unadjusted semantic volume metric and
the expectation value of the model generated probabilities of getting the task instances wrong. In our experiments, we did not
tune the hyperparameter based on a labeled development set but instead set α̃ such that both terms have the same expected
contribution (e.g. based on an unlabeled sample of task instances). However, in practice, users could potentially search for a
better hyperparameter value for their task, such as via grid search or AutoML methods like Bayesian Optimization.

In Fig. 3 (a), we provide an illustration of a plot of AUROC v.s. α̃ values from tuning α̃ for the AdVQA dataset, based on a
development set consisting of randomly sampled 10% of the full dataset. Note that while using grid search would yield a
higher AUROC (green dot), the ‘adaptive alpha’ approach of setting α̃ to balance both terms in Eq. (5) will not be very far
off from the optimum. In addition, an alpha value of 0 has a significantly lower performance, indicating that the incoherence
score contributes to the good performance of UMPIRE.

A.4. Incoherence-adjusted semantic volume metric

In this section, we provide the explicit derivation of how our incoherence-adjusted semantic volume metric can be simplified
to a weighted sum of two terms in Eq. (5), an easily interpretable form.
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Figure 3: (a) Tuning of the weighting parameter α̃ with respect to AUROC on the small development set (10%) of AdVQA.
The ‘adaptive alpha’ value set without the need for hyperparameter tuning produces good performance. α̃ = 0 is suboptimal,
reflecting the importance of the incoherence scores. (b) Ablation study on choosing the layer index to extract embedding
vectors. Results show that different layer indices only have slight variations in the AUROC performance.

Ṽt = log det(CtΦtΦ
T
t Ct) (6)

= log det(ΦtΦ
T
t CtCt) (7)

= log[det(ΦtΦ
T
t ) det(CtCt)] (8)

= log det(ΦtΦ
T
t ) + log det(CtCt) (9)

=Vt + 2 log
∏
i

exp(α(1− pi)) (10)

=Vt + α̃E[1− p] (11)

where the derivations involve basic properties of logarithms and determinants, Eq. (10) by defining the adjusted semantic
volume term V analogously to Eq. (4) and using the definition of the incoherence score matrix in U3 , and Eq. (11) noting
that the sum is over a Monte-carlo sampling of model responses, with α̃ = 2kα redefined to absorb constants including k
which is the number of sampled responses.

A.5. Number of generations analysis

To analyze the impact of the number of generations on the various metrics’ performance, we conduct an ablation study by
varying the number of generated responses (from 2 to 50) per task instance for a VQAv2 validation subset. As shown in Fig. 4
(a), while increasing the number of generations generally improves AUROC across all methods, UMPIRE achieves higher
performance with significantly fewer generations compared to baselines. This indicates that our method is more efficient,
requiring fewer samples to reach strong performance, whereas other methods continue to rely on additional generations for
improvement. The results highlight the robustness of our approach in capturing correctness signals effectively, even with a
limited number of generations.

A.6. Ablation on evaluation parameters

Evaluation function a(M, t∗) Following the setting in (Kuhn et al., 2023), we further evaluate the performance of our
method and baselines under various levels of the ROUGE-L. Fig. 4(b) presents the AUROC scores across different evaluation
functions a(M, t∗) on a subset of the VQAv2 validation set, demonstrating that our method consistently outperforms
baseline approaches regardless of the chosen evaluation functions. These results highlight the versatility and robustness of
our approach across different correctness evaluation criteria.

Effect of number of bins in ECE and CPC. We also analyzed the effect of the number of bins when computing ECE and
CPC by randomly trying on a subset of AdVQA dataset. Fig. 5 illustrates that UMPIRE still achieves the best and consistent
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Figure 4: Ablation study on the (a) number of generations for our method and (b) evaluation methods. (a) shows the AUROC
performance as the number of generations increases, demonstrating the impact of additional generations. UMPIRE is able to
achieve high performance with few generations. (b) consistently outperforms baseline approaches regardless of the chosen
evaluation functions.

performance across all bin values.

A.7. Sampling temperature

Besides the number of generations in App. A.5, we analyzed the impact of temperature during the generation process on the
evaluation performance. We conducted an ablation study by varying the generation temperature (from 0.25 to 2) on a subset
of the VQAv2 validation set. As shown in Fig. 6, the temperature of 1 helps UMPIRE achieve the best performance and
outperforms the best performance of other baselines (EigenScore and LN-Entropy).

A.8. Embedding layer selection

We analyzed the impact of the layer index when extracting the embedding vectors by computing the AUROC performance on
different embedding matrices extracted from different layer indices. As shown in Fig. 3 (b), the change in the layer indices
makes the AUROC vary slightly. The last layer still yields the best performance, so we adopt it for all of our experiments.

A.9. Plots for calibration R2a

To better visualize the performance of the various metrics for proportionality R2a, we plot the accuracy v.s. uncertainty
score u on the AdVQA validation set in Fig. 7. UMPIRE manages to achieve the strongest linear correlation with accuracy
compared to all other metrics. This satisfies the desiderata of R2a.

Figure 7: Pearson correlation of the uncertainty score u on the AdVQA validation set that demonstrates UMPIRE’s strong
correlation compared to other metrics.
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Figure 5: Results for the effect of number of bins on (a) CPC and (b) ECE. Both measures show that UMPIRE consistently
outperforms baselines.

Figure 6: Impact of temperature during the generation process on evaluation performance.

A.10. Model sizes and families analysis

We analyze the impact of model size and architecture family on evaluation performance by comparing different models
across various sizes and families on a subset of the VQAv2 validation set. As shown in Fig. 8, we observe a slight increase
in AUROC as the model size increases within the same family. This suggests that larger models tend to generate more
informative and reliable outputs. Additionally, our method consistently outperforms baselines across all tested models,
demonstrating its robustness regardless of model size or architecture. These findings highlight that while larger models can
enhance performance, our approach remains effective across different model scales and families.

16



880
881
882
883
884
885
886
887
888
889
890
891
892
893
894
895
896
897
898
899
900
901
902
903
904
905
906
907
908
909
910
911
912
913
914
915
916
917
918
919
920
921
922
923
924
925
926
927
928
929
930
931
932
933
934

Figure 8: Ablation study across different models, evaluating AUROC performance for LN-Entropy, EigenScore, and
UMPIRE. The results indicate that UMPIRE consistently achieves higher AUROC across various models, including
LLaVA-7B, LLaVA-13B, Mllama-11B, Mllama-90B, and CogVLM2-19B. This highlights the robustness and
effectiveness of our approach across different model architectures.

A.11. Prompts

Following Liu et al. (2023c), we use the following prompt for all baseline tasks:

<image>. Answer this question in a word or a phrase. {question}

The prompt used to elicit out verbalized confidence from the blackbox API models are slightly different, such that they
output their confidence in the answer along with the response. In accordance with Xiong et al. (2024a), we use the following
prompt to extract verbalized confidence:

<image>. Read the question, provide your answer and your confidence in this
answer. Note: The confidence indicates how likely you think your answer is true.
Use the following format to answer: \‘Answer and Confidence (0-100): [ONLY a
word or a phrase; not a complete sentence], [Your confidence level, please only
include the numerical number in the range of 0-100]%"’ Only give me the reply
according to this format, don’t give me any other words. Now, please answer this
question and provide your confidence level. Question: {question}

A.12. Comparisons with Eigenscore

As mentioned in App. A.1, the EigenScore (Chen et al., 2024) metric involves computing the log determinant of the
covariance matrix of sampled sentence embeddings. At first glance, this metric may seem similar to that of UMPIRE.
However, there are key differences that lead to EigenScore consistently underperforming our proposed UMPIRE metric as
can be seen in both the MLLM (Sec. 4) and LLM case (App. A.14), and EigenScore could be interpreted as a special case of
UMPIRE.

A major distinction, among others, is that Chen et al. (2024) analyzed only the LLM setting, and proposed EigenScore by
considering the differential entropy of sentence embeddings, assuming that the embeddings form a multivariate Gaussian
distribution – this motivated the log determinant term of the metric which bears similarity to UMPIRE. However, our
UMPIRE framework considers the more general MLLM setting, and adopts a different approach inspired by determinantal
point processes (DPP), which naturally factors the incoherence scores when computing the UMPIRE metric to adjust the
semantic volume enclosed by the responses’ semantic embeddings. This inclusion of the incoherence scores help (1) satisfy
R4, as we can see in App. A.2 that EigenScore does not, and (2) significantly improve metric performance (App. A.3).
EigenScore could possibly be interpreted as the special case of UMPIRE where all responses have incoherence scores of 1
(i.e., the model-generated probabilities of all responses pi = 1 ∀i). Note that the incoherence scores also boost performance

17



935
936
937
938
939
940
941
942
943
944
945
946
947
948
949
950
951
952
953
954
955
956
957
958
959
960
961
962
963
964
965
966
967
968
969
970
971
972
973
974
975
976
977
978
979
980
981
982
983
984
985
986
987
988
989

in the LLM setting (App. A.14), indicating that while incoherence scores help in addressing App. A.2, its weighting of
different responses in the computation of UMPIRE also helps in single modality settings.

A.13. Additional discussion on the effectiveness desiderata

In this section, we provide further discussion on the various effectiveness desiderata, such as the differences and relevance
of R1, R2a and R2b. For ease of discussion, we focus on comparing R1 and R2b, which is a stricter form of R2a.

The classification desiderata R1 and the calibration desiderata R2b are primarily motivated by different considerations. In
the former, we are concerned about classifying whether a task instance t will be answered correctly or not by the MLLM.
As represented in Eq. (1), for this desiderata the metric should be able to successfully rank the task instances that the
MLLM will get wrong higher than those that it will get correct, which can be evaluated by the AUROC of the metric.
Such evaluations are used in many MLLM and LLM uncertainty quantification works (Farquhar et al., 2024; Malinin and
Gales, 2021; Chen et al., 2024; Xiong et al., 2024a) to assess the performance of their metrics. While useful, note that the
desiderata does not consider a quantitative, continuous measure of the uncertainty associated with each task response, since
classification of correct/wrong responses is a binary task.

However, in the latter, we are concerned about providing an accurate, calibrated estimate of whether the MLLM will get
a task instance correct, conditional on the uncertainty metric (as in Eq. (3)), which can be evaluated via the expected
calibration error (ECE). Note that in this scenario, we are not concerned about classifying whether a task instance will
be answered correctly (R1), but instead are focused on being accurate about the probability that a task instance will be
answered correctly given an associated metric value.

To illustrate the difference, consider an extreme example where an MLLM will definitely get 50% of the task instances
correct, and the rest wrong. The vacuous metric that assigns the same uncertainty score to all task instances might satisfy
R2b since it will output the average accuracy, 0.5, as the score for all task instances. This metric would violate R1 and fail
to classify the correct from wrong task instances. Instead, a better metric might strive to assign 1 to all task instances that
can be answered correctly and 0 to the rest, satisfying both R1 and R2b.

In practice, we would likely not have perfect information prior to evaluation on whether a task instance will be correct
or wrong. That is why for R1 the goal is only for the metric to get as close to 1 as possible, as the best possible AUROC
would depend on the model and task. However, given two metrics that can achieve the same AUROC, a poor metric might
only obtain the right relative ranking of task instances, while a good metric would not only achieve the same AUROC but
also provide calibrated probabilities on how likely a task instance would be answered correctly or not. Hence, both the R1
and R2b should be considered when evaluating uncertainty metrics, as we described in Sec. 2.2. In the absence of a small
development set of unlabeled task instances before deployment, metrics satisfying R2a would at least provide interpretable
relative information regarding how likely a task instance would be answered correctly compared to another.

A.14. Single modality experiment

We also tested our UMPIRE metric on another modality, purely textual datasets. To generate the embeddings and answers,
we used the Llama-3.1-8B-Instruct model (Grattafiori et al., 2024) instead of MLLMs. The datasets tested include
Conversational Question Answering (CoQA) (Reddy et al., 2019), TriviaQA (Joshi et al., 2017), Natural Questions (NQ)
(Kwiatkowski et al., 2019) and Stanford Question Answering Dataset (SQuAD) (Rajpurkar et al., 2018). We performed
tuning of the weighting parameter α̃ for each dataset.
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Figure 9: Performance comparison of different uncertainty quantification methods across LLM tasks. The metrics include
AUROC (higher is better), CPC (higher is better), and ECE (lower is better).

As shown in Fig. 9, UMPIRE managed to outperform other metrics in most cases, except for the CPC score on the SQuAD
dataset, where LN-Entropy performs slightly better. Thus, as noted in Sec. 2.1, our method is not reliant on modality-specific
characteristics when computing the metric, as it is capable of working well in textual tasks of single modality. UMPIRE is a
general framework that can also perform well in the special case of text-only LLM settings.

A.15. Length-normalized effect

In prior work on uncertainty estimation and related scoring functions, length normalization has often been applied to adjust
for biases introduced by varying response lengths (Kuhn et al., 2023; Malinin and Gales, 2021). Motivated by this, we
explored whether length normalization could also benefit the quality term of UMPIRE, i.e, length-normalized incoherence
score. Empirically, as shown in Table 7, we observed that applying length normalization does not consistently improve
performance across most MLLM benchmarks. In fact, the normalized variant frequently underperforms in terms of AUROC
and CPC, and yields better ECE in several datasets. However, in the pure LLM setting as seen in App. A.14, length
normalization appears to offer some advantages (see Table 8), suggesting that its effectiveness may be setting-dependent.

Metric Method VQAv2 AdVQA OKVQA MathVista VQA-Rad

AUROC ↑ Without Length Normalized 0.882 0.787 0.755 0.822 0.802
Length Normalized 0.875 0.779 0.756 0.825 0.792

CPC ↑ Without Length Normalized 0.946 0.979 0.966 0.945 0.908
Length Normalized 0.986 0.978 0.946 0.936 0.935

ECE ↓ Without Length Normalized 0.038 0.042 0.036 0.071 0.067
Length Normalized 0.062 0.019 0.034 0.056 0.068

Table 7: Comparison of UMPIRE with and without length normalization across various VQA datasets.

A.16. Single sampling method

We have also run experiments on basic uncertainty metrics that use only a single MLLM response, rather than a sampled set
of MLLM responses. We ran the single-sample methods listed in Xiong et al. (2024b): Sequence Probability, Mean Token
Entropy (Fomicheva et al., 2020), and Perplexity.

Table 9 shows these methods’ results for the various MLLM datasets, along with UMPIRE, based on five response
generations. Note that while the single-sampled methods may be cheaper to compute, they also produce significantly worse
performance results compared to UMPIRE with k = 5. The appropriate metric to use would depend on the application
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Metric Method CoQA TriviaQA NQ SQuAD

AUROC ↑ Without Length Normalized 0.749 0.641 0.844 0.813
Length Normalized 0.799 0.720 0.853 0.836

CPC ↑ Without Length Normalized 0.876 0.850 0.780 0.888
Length Normalized 0.937 0.923 0.892 0.855

ECE ↓ Without Length Normalized 0.068 0.098 0.076 0.117
Length Normalized 0.061 0.054 0.022 0.257

Table 8: Comparison of UMPIRE with and without length normalization across various text datasets.

requirements. For settings that require better uncertainty metric performance, UMPIRE would likely be a good choice
especially since accelerated batched response generation (Kwon et al., 2023) is fast and typically not a computational
resource bottleneck, while single-sample methods may be more suitable for very time-sensitive applications.

Dataset Method AUROC ↑ ECE ↓ CPC ↑

VQAv2

Single Prob 0.632 0.121 0.374
Mean Token Entropy 0.628 0.129 0.046
Perplexity 0.629 0.131 0.125
Ours (k=5) 0.873 0.067 0.923

ADVQA

Single Prob 0.595 0.303 0.372
Mean Token Entropy 0.590 0.302 0.170
Perplexity 0.592 0.336 0.151
Ours (k=5) 0.774 0.055 0.959

OKVQA

Single Prob 0.581 0.304 0.463
Mean Token Entropy 0.580 0.303 0.039
Perplexity 0.581 0.335 0.225
Ours (k=5) 0.740 0.097 0.944

MathVista

SingleProb 0.628 0.539 0.322
Mean Token Entropy 0.606 0.601 0.334
Perplexity 0.616 0.643 0.224
Ours (k=5) 0.791 0.087 0.706

VQA-RAD

Single Prob 0.540 0.525 0.140
Mean Token Entropy 0.535 0.534 0.118
Perplexity 0.537 0.550 0.168
Ours (k=5) 0.806 0.090 0.828

Table 9: Comparison of the performance of single sampling methods and UMPIRE across various VQA datasets.

20


