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Abstract

Diffusion models have shown exceptional capability to personalize the subjects with
very few reference images of the subjects. However, state-of-the-art personalization
techniques based on diffusion models suffer from some major limitations and
generate images with distortion, identity mixing, and repetition of the subjects. U-
Net blocks in the diffusion models are known to capture the information for diverse
attributes such as the color, style, layout, objects, etc. In this work, we present a
novel technique for personalization based on selective U-Net influence (Se/UT)
where we control the influence of the trained U-Net blocks during inference with the
text-conditioned diffusion model. Furthermore, we present an ensemble selection
technique to select the best generated image with SelUT based on the Characteristic
Objects Method (COMET) considering quantitative evaluation metrics as the
criterion. We observe that our approach helps address the limitations and shows
significant improvement against the state-of-the-art techniques in quantitative and
qualitative evaluation.

1 Introduction

With the advent of large foundational models such as text-conditioned diffusion models [21} 23],
building the real-world solutions for visual storytelling is gaining popularity [[19,|36]]. For effective
storytelling, it becomes crucial to personalize multiple characters in novel and unseen contexts
consistently throughout the story [4}10]. This capability is particularly transformative in fields such
as marketing [15,[16} [17], gaming [35[29], and education [[8, |34], where tailored visual content can
significantly enhance user engagement and experience. By enabling the generation of images based
on diverse subject inputs, these models can empower storytellers to create intricate scenes that reflect
complex interactions among characters.

Pioneer works on text-to-image personalization such as DreamBooth [24] and textual inversion [6]]
facilitates re-contextualization of a given subject by training with just 3-5 images of that subject.
They present novel techniques to learn the association between the visual concepts of the subject with
the unique identifier in the text prompt and further leverage this learned association to personalize
the subject in novel and unseen contexts. But these approaches struggle to personalize multiple
subjects simultaneously in an image. Recently, several follow-up works have attempted the task of
multi-subject personalization (MSP) [[12, (13|32} [7, [14} 18} 20] (see Appendix for the related work).
However, we observe that these techniques struggle to generate high-quality output with proper
subject disentanglement while showing high fidelity to the text prompt (see examples in Table [1]
and Appendix). We note that they frequently generate images with distortion, identity mixing, and
repetition of subjects.

Several previous works [30} 3, 28] have highlighted the significance of diffusion model’s U-Net in
capturing and controlling information about diverse attributes such as color, style, objects, etc. In
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Table 1: Limitations of diffusion model based techniques for multi subject personalization. They
struggle to disentangle the subjects provided in the reference images and fail to preserve the identity
of all the subjects in the generated image. Distortion, inappropriate mixing of identity, and repetition
of subjects is a common phenomenon observed in the generated images.

this work, we posit that the different U-Net blocks of the diffusion model capture varied information
relating to MSP such as subject identity, multi-subject fidelity, aesthetic, etc. Controlling the influence
of these blocks would provide us greater handle to address the limitations of the current techniques for
MSP. To this extent, we present a novel selective U-Net influence (SelUT) technique with diffusion
models. Specifically, we control the influence of the trained U-Net blocks during model inference
(refer to Sections and 2.2)). It provides us a greater handle on interpreting the contribution of
individual U-Net blocks across quality aspects such as identity disentanglement, image aesthetic,
human preference, etc. Selectively influencing the U-Net blocks results in generating multiple images.
We present a novel ensemble selection strategy to select the best generated image based on the
Characteristic Objects Method (COMET [26]]) which is a rank-reversal free multi-criteria decision-
making strategy 23]]. We model the ensemble selection of the image as the multi-criteria
based ranking problem leveraging the scores from two quantitative evaluation metrics as the criterion
i.e. prompt fidelity and image reward (refer to Section[2.3). We demonstrate the effectiveness of our
approach in addressing the limitations of existing approaches with experiments performed on two
different datasets i.e. Subject-Dataset]1 and Synthetic Anime (refer to Sections [3and [).

2  Our Approach

2.1 Diffusion Model Training for MSP

In the first step, we perform the MSP training of the Stable Diffusion XL (SDXL) model (see Figure
[I). We use the DreamBooth objective for our MSP training which is:

L(e) = Ez,c,e,e’,t we ”:iﬂ (atx + o€, C) - x“; + )‘wt’ H-’ie (at’xp’f + Ut’€l7cl"'“) - xpr”i (1)

The first term is the original loss function of the diffusion models which quantifies the distance
between predicted image and the original image. Whereas the second term is prior preservation
loss which quantifies the distance between predicted image and the original class image. The A
controls the weight of the prior preservation loss. Similar to the original DreamBooth training for
single-subject personalization, we provide instance images of the multi-subject brought together in
a single image with a white background. We provide 5 such instance images along with the text
prompt [VI*]<subject]> and [V2*]<subject2>, simple background. Similar to [27,13]], we employ
LoRA-based DreamBooth training and obtain the U-Net state dictionary. Formally,

Utysp = BUHTPE(Mspxr, L(9))) 2)

where, I'PE denotes the LORA-based Dreambooth training of SDXL (Mg p x 1) with the training
objective given in eq Whereas, 3U* denotes obtaining the U-Net state dictionary (Ut rsp) from
the trained model (M ;sp).
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Figure 1: Architecture of the proposed selective U-Net influence (SelUT) with the ensemble selection
technique. The blocks D1 and D2 (collectively denoted as D) are the down-blocks and U0 and U1
(collectively denoted as U) are the U-Net up-blocks. The block M is the middle block of the U-Net.

2.2 Selective U-Net Influence (SelUT)

It has been observed that diffusion model’s U-Net plays a significant role in capturing the different
aspects of image generation [3| [30] such as layout, color, and style. In this work, we posit that
some of the major limitations with MSP techniques can be addressed by controlling the influence
of the trained U-Net. To this extent, we selectively influence the U-Net blocks of a pre-trained
SDXL model with the MSP trained U-Net blocks. The block set (B) in the U-Net comprises of
{D1,D2,D,M,U0,U1,U}. Formally,

Utsavr = Utspxr EB Uthysp,¥b € B 3)

MSaur = Mépxr, ® Uthur, Vb € B )

where, Ut and M represent the U-Net and the diffusion model respectively. The superscript b in
Ut and M denote the selected U-Net block from the set B. The operation € signifies updating
the weights UtY% ,, with the weights Ut4, 5 while freezing the other blocks of Utspx . The
operation ) signifies replacing the U-Net of the pre-trained SDXL with the U-Net created with
selective influence.

2.3 Inference and Ensemble Selection

With this proposed approach, we create multiple models and images corresponding to each selective
U-Net block influence operation. Hence, it becomes crucial to determine the best image among all
the generated images. We denote the generated set of images for the prompt P as:

1(P) = | @M.y, P) (5)
beB

where (2 denotes the inference with the model M$,,;,, for the prompt P. We model the ensemble
selection as the multi-criteria decision making problem. We leverage the quantitative evaluation
metric scores as the criterion for the ensemble selection. These metrics evaluate the generated
image on two different dimensions i.e. prompt fidelity (PF) and image reward (IR) (refer to section
B). Specifically, we use Characteristic Objects Method (COMET) where the preference of each
alternative is obtained on the basis of the distance from the nearest characteristic objects. Formally,

ES(I(P)) = a"'gminbeB((;CO]VIET(Im(PF, [R), P)) (6)

where, [,,, is a matrix of size B x 2 where we have two decision-making criteria for each generated
image corresponding to the prompt P. Whereas dcoapr calculates the rank of each generated
image in the set I(P). We select the image with the minimum rank.



Subject-Dataset] 1 Synthetic Anime

Prompt Fidelity Image Reward Prompt Fidelity Image Reward
SAP  DAP  SIP S2P  ACP | SAP  DAP  SIP S2P ACP SAP  DAP  SIP S2P ACP | SAP DAP  SIP S2P  ACP
DB 8277 8096 80.99 8136 8124 | -031 -0.14 -031 -040 -0.29 || 8493 8121 86.11 8942 8240 | 0.60 032 0.089 0.1 0.67

MoS | 72.48 7132 7351 70.19 66.36 | -056 -040 -0.72 -089 -0.51 || 60.12 5830 6031 613 60.18 | 033 032 033 021 033
FC 73.82 7047 67.94 68.15 71.65 | -0.59 -048 -0.75 -078 -0.56 || 80.06 77.46 7151 71.79 7945 | 049 026 -001 0.017 055
U 8245 79.12 7980 7927 82.16 | 0.51 0.08 1.08 0.66 031 84.44 8652 8853 8959 8216 | 051 0.31 1.49 1.08 031
uo 8329 79.90 80.2 80.4 8251 | 0.60  0.14 .15 079 041 85.16 8721 8861  89.62 8251 | 0.60 0.36 1.51 114 041
Ul 86.50 83.58 83.18 80.92 ' 87.58 | 0.59 0.21 .16 090 0.73 87.81 8691 8846 8849 | 8758 | 0.59 0.13 1.44 090 0.73
M 86.06 8323 8257 8093 8757 | 0.677 029 [ 1257 097 0.77 87.41 8836 | 8885 8748 8757 0.69 0.37 1.55 1.08 | 0.77
D1 86.68 84.17 8273 80.86 87.49 | 0.63 | 0301 120 090 0.68 8772 8720 8883 8792 8727 | 0.63 0.26 1.41 0.82  0.68
D2 86.64 8395 83.52 81.57 8725 | 0.671 0300 1255 088 0.67 87.24 8586 8830 87.88 87.15 | 0.62 0.07 1.45 1.04  0.67

D 8525 8372 8258 8147 8593 | 054 024 1.16  0.87 057 86.25 8390 8732 87.19 8576 | 0.54 0.04 1.37 092 057
ES

w/o 91.03 8826 86.65 8493 9230 | 1.12 1.02 1.57 134 127 9531 9185 9297 9341 9383 | 1.16 093 L79 1.33 A1
DB - 0 = - - - -

ES
with | 90.73 88.30 87.00 8534 9237 | 113 1.05 1.56  1.39 126 || 9552 9195 9325 9375 93.64 | .18 0.97 1.78 173 113
DB

Table 2: Quantitative performance evaluation of MSP methods. We highlight the scores in each
prompt category for the SelUT models (without ensemble selection (ES)). Furthermore, we show the
overall best and the second best metric scores in the given prompt category. For the baselines, DB,
MoS, and FC, we generate seven images for a prompt (equivalent to the size of U-Net blocks set B)
and consider the score for the best generated image after ensemble selection. We consider all the
seven images generated with DB along with the seven images from SelUT in ES with DB method.
Whereas, we only consider the seven images generated with SelUT in ES w/o DB method.

3 Experiments

In this work, we use two datasets: (a) Subject-Datasetl1 [1,112] which consists of 11 diverse characters
in different pose and (b) Synthetic Anime which includes 5 anime comic characters synthetically
generated with FLUX.1 [2l]. The Subject-Datasetl 1 dataset includes 6 comic characters and 5 real
human characters. Out of these 11 characters, we prepare a multi-subject dataset of 25 character pairs
by placing two characters on a white background. We perform the character pairing such that the
real characters are paired with the real characters and vice-versa. Similarly, we create 10 character
pairs in the Synthetic Anime dataset. We train the SDXL model and perform the DreamBooth LoRA
fine-tuning with a common training prompt for a subject pair.

For evaluation of various aspects of multi-subject personalization, we consider 5 prompt categories:
(i) Same action prompts (SAP): both the subjects are performing the same action, (ii) Different
action prompts (DAP): both the subjects are performing the different actions, (iii) Subject1 prompts
(S1P): only subjectl is performing an action and there is no mention of subject2 in the prompt, (iv)
Subject2 prompts (S2P): only subject2 is performing an action and there is no mention of subjectl
in the prompt, and (v) Accessory and clothing prompts (ACP): subjects are prompted to wear
different accessories and clothing types such as necklace, headphones, bandana, t-shirt, and suit. For
each prompt category, we create 15 unique and diverse prompts for all the subject pairs. In the first
four prompt categories, we consider the actions such as painting, dancing, watching television, etc.
We consider the following three methods as the baseline to compare our MSP approach: DreamBooth
(DB) [24], Mix-of-Show (MoS) [7], and FastComposer (FC) [32]. We keep the comparison with
other technique such as PortraitBooth [20] as future work due to the lack of reproducibility and
computational resource constraints at our end. However, the chosen methods show diversity in their
approach and achieve the SOTA performance on the MSP task which helps us bring out the clear
comparison of diverse state-of the-art methods with our approach.

4 Results and Analysis

In this section, we present the experimental results and our analysis. For evaluation, we use the two
quantitative evaluation metrics: prompt fidelity measured with CLIP-T [22]] and image reward [33].
Given that we do not have the ground truth reference images in our evaluation dataset, we rely on
the reference-free evaluation metrics. We compute the alignment between the generated image and
the text prompt with the CLIP-T score. The score ranges from O to 100 and the higher score implies
higher prompt fidelity. Furthermore, we use Image-Reward which rates generated image based on the
human preference across parameters such as text-image alignment, aesthetic, toxicity, and bias. A
higher score signifies that the generated image is highly preferred by humans as compared to the other
images generated using the same text prompt. We present the performance evaluation with these
metrics in Tables[2] 3] and ] We observe that SelUT with blocks UO and U1 (in Synthetic Anime)



Subject-Dataset11 Synthetic Anime

SAP DAP  SIP S2P  ACP SAP DAP  SIP S2P  ACP
DB | 7.90 874 1457 2342 3.20 1133 416 1285 17.77 4.00
U 2.73 291 457 428  4.00 1400 13.88 12.85 1555 7.00
uo | 3.95 349 542 885 4.80 16.66 20.13 571 37.03 9.00
Ul | 17.62 1632 1342 1141 16.0 16.66 13.19 20.71 5.92 19.0
M 21.27 16.61 1657 11.71 18.80 || 12.00 20.13 1571 7.40 33.00
D1 | 15.80 21.57 12.85 1285 17.59 || 12.66 1041 12.14 444 13.00
D2 | 16.71 16.61 2057 1342 21.6 11.33  9.72 150 8.14 8.0

D 1398 16.61 12.0 1428 14.00 5.33 8.33 5.0 3.70 8.0

Table 3: Percentage of prompts for which the generated image with the corresponding model is
selected as the best image for ES with DB method (see Table . We highlight the best and the second
best prompt percentage in each prompt category.

Inference
Prompt
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each other in a

library

Multi-Subject Reference

ES w/o DB
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Table 4: Qualitative comparison of the personalized images generated with different methods. The
existing approaches struggle to generate images that aligns with the inference prompt while also
retaining the identity of the subjects that are provided with the multi-subject reference.

and D1 and D2 (in Subject-Datasetl I) tends to generate images that align well with the prompt as
compared to the full U-Net influence in DB. Furthermore, SelUT with blocks U and D achieves lower
metric scores as compared to the individual sub-blocks within them (e.g. U0, D1, etc.). This further
highlights the importance of selective influence of U-Net where influencing higher degree of U-Net
weights tends to degrade the overall quality of the generation. We further observe that SelUT with
block M tends to control the image aesthetic and generate images that are more likely to be preferred
by the humans. From Table[3] we observe that even though we introduce 50% images generated by
DB (7 out of 14) to the set I(P) for ensemble selection, the majority of the best selected images
across prompt categories are from SelUT with different U-Net blocks. We qualitatively compare
different methods in Table [ and observe that our method helps addressing the key limitations of the
existing approaches (see more examples in Appendix). The ensemble selection of the images help
to select the best personalized image generated for a prompt and the multi-subject reference. The
proposed ensemble selection technique will prove useful across tasks where we generate multiple
images for a prompt and seek to select the best image based on multiple quality criterion.

5 Conclusion

In this work, we present a novel technique for personalization with diffusion models based on selective
U-net influence and present an exploration into the contribution of U-Net blocks for the MSP task.
We observe that the U-Net blocks play a crucial role in image generation by influencing the different
quality aspects of the generation. We further present a multi-criteria ensemble selection technique
which will prove useful in several downstream tasks. We do acknowledge the higher inference cost
due to the multiple models created with SelUT. However, we believe that future research would help
shed more light into the interpretability, effectiveness, and the cost-efficiency of the solution.
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A Appendix

Related Work

The recent works on personalization with text-to-image diffusion models have shown impressive
abilities to recontextualize a single subject in novel contexts with only a very few images of that
subject [24, 114,19, 31]]. Textual Inversion [[6] and DreamBooth [24] are the pioneer works on text-
to-image personalization with diffusion models. Recently, we also observe works on multi-subject
personalization with diffusion models [12, 13} 132} 7,14} 20]. For instance, Custom Diffusion [14]
proposes a fine-tuning technique where they identify a small subset of model weights and fine-tune
them to update the model with the new concept. To prevent model forgetting, they use a small set
of real images with similar captions as the target images. Mix-of-Show [[7]] proposes a framework
comprising of an embedding decomposed LoRA (ED-LoRA) and gradient fusion to address the
concept conflict and identity loss in decentralized multi-concept customization. Contrary to these
approaches, FastComposer [32] enables inference-only personalization of multiple-subjects across
diverse contexts. To address the identity mixing problem, they propose cross-attention localization
which is supervising cross-attention maps of subjects with segmentation masks during training.
Furthermore, to avoid identity overfitting they introduce delayed subject conditioning, preserving the
subject’s identity while following text instructions. Mixture of Attention [18]] proposes a novel method
which is prior preserving, fast, and layout-free. It distributes the generation between personalized and
non-personalized attention pathways. It is designed to retain the original model’s prior by fixing its
attention layers in the prior (non-personalized) branch, while minimally intervening in the generation
process with the personalized branch. In addition, a routing mechanism manages the distribution of
pixels in each layer across these branches to optimize the blend of personalized and generic content
creation. However, these techniques struggle to generate high-quality personalized output (see Table
[) demanding a thorough investigation of the diffusion models and the MSP training strategies to
address these limitations.

Experimental Settings and Additional Results

As mentioned in Section 2] we use Characteristic Object Method (COMET) to select the best
generated image for a given prompt. COMET is a five step method. We provide a broad overview
of the approach below. For an elaborate discussion, we redirect the reader to the method originally
discussed in [26} 25]]. The five steps are:

Step 1: Define the space of the problem using multiple criterion. In our case, we use prompt fidelity
and image reward as the criterion.

Step 2: Generate the characteristic objects which is a Cartesian Product of triangular fuzzy numbers
cores for each criteria.

Step 3: Rank and evaluate the characteristic objects by using the Matrix of Expert Judgment (MEJ).
We use the MEJ function as originally defined in [235].

Step 4: Create the fuzzy rule base where each characteristic object and value of preference is converted
to a fuzzy rule.



Step 5: Inference in a fuzzy model and final ranking for the alternatives.

Also, in Table[6] we show the prompts from all the five prompt categories. We show the qualitative
results for ACP prompts in Table [7] (We couldn’t upload the pdf with all the prompt categories
given the size limitations with OpenReview). Our observations are consistent with the analysis
presented in Section[d] The existing methods fail to generate the high-quality images. Whereas, the
selective influence of U-Net blocks significantly improve the quality of the image personalization and
generation.

Limitation Multi-Subject Instance Prompt DreamBooth Ours

B
* nti *
Distortion b [V1#] cat painting and [V2#] dog
on watching television

S  [V1*]old man and [V2*] dog
sitting on camel back

Distortion and Repeti-
tion

* &
Distortion and Repeti- = . [V1*] bald man an d [V2 ]
X middle aged woman jumping in a
tion
playground

[V1#] old man and [V2*]
deenuova dancing together

Identity Mixing and
Repetition

[V1#] bald man and [V2%*]
tortoise on a bridge

Identity Mixing and
Distortion

Identity Mixing, Dis-
tortion, and Repetition

[V1#] deenuova and [V2*] dog
on a bridge

Table 5: Some more examples related to the limitations of DreamBooth. The limitations shown
earlier in Table[I]do not necessarily occur in isolation. We also observe that these limitations can
occur simultaneously in a single generated image.



SAP

DAP

S1P

S2P

ACP

[V1*] ST and [V2*]
S2 watching televi-
sion together

[VI*] S1 cycling
and [V2%*] S2 sitting
on bench

[V1*#] S1 cycling

[V2%#] S2 cycling

[V1*] S1 and [V2%]
S2 wearing black
suit.

[V1*] ST and [V2¥]
S2 standing in front

[VI*] S1 cooking
food and [V2*] S2

[V1*] S1 cooking
food

[V2*] S2 cooking
food

[VI*] ST and [V2¥]
S2 wearing red

S2 painting

of a church reading a book tshirt
[V1#] S1 working . . [VI*] ST and [V2¥]
k * * *
[V1 ].S} and [V2%*] on laptop and [V2+] [V1*] S1 working | [V2*] S2 working S2 wearing white
S2 painting together on laptop on laptop

shirt

[VI#] S1 and [V2¥]
S2 dancing together

[V1*] S1 inside a
car and [V2*] S2
running outside

[V1*¥] S1 inside a
car

[V2*] S2 inside a
car

[V1*] ST and [V2*]
S2 wearing a track
suit

[V1*] S1 and [V2¥]
S2 jumping together

[V1*] S1 lying on
a beach and [V2%*]
S2 playing volley-
ball on beach

[V1¥]S1 lyingona
beach

[V2*¥] S2 lying on a
beach

[V1#]S1 and [V2#]
S2 wearing blue
jumpsuit

[VI#] ST and [V2¥]
S2 hugging each
other

[V1#] S1 painting
and [V2*] S2 watch-
ing television

[V1*] S1 painting

[V2*] S2 painting

[VI#] S1 and [V2¥]
S2 wearing boxing
gloves

[VI#]S1 and [V2#]
S2 playing boxing
together

[V1*] S1 reading a
book and [V2*] S2
dancing

[V1#] S1 reading a
book

[V2*] S2 reading a
book

[V1#] S1 and [V2¥]
S2 wearing a hat

[V1#] ST and [V2%]
S2 sitting on a
camel back

[V1#] S1 talking on
phone and [V2*] S2
watching television

[V1#] S1 talking on
phone

[V2#] S2 talking on
phone

[VI*] ST and [V2¥]
S2 wearing head-
phones

[VI#] ST and [V2¥]
S2 working on the
laptop

[VI*] S1 playing
with ball and [V2*]
S2 running

[V1#] S1 playing
with ball

[V2*] S2 playing
with ball

[VI#] S1 and [V2¥]
S2 wearing neck-
lace

[VI*] S1 and [V2%]
S2 in front of a
mountain

[V1*] S1 painting
and [V2*] S2 work-
ing on a laptop

[V1*] S1 painting

[V2*] S2 painting

[V1#] S1 and [V2¥]
S2 wearing bandana

[V1#] S1 and [V2#]
S2 on a bridge

[V1#] S1 sitting on
a bench and [V2%*]
S2 cycling

[V1*] S1 sitting on
a bench

[V2*] S2 sitting on
a bench

[VI#] S1 and [V2¥]
S2 wearing specta-
cles

[VI*] ST and [V2¥]
S2 sitting on a park
bench

[VI*] S1 running
outside and [V2%*]
S2 inside a car

[V1*] S1 running
outside

[V2*] S2 running
outside

[VI*] S1 and [V2*]
S2 wearing hazmat
suit

[VI#] S1 and [V2#]
S2 cycling together

[VI*] S1 playing
volleyball on beach
and [V2*] S2 lying
on a beach

[V1#] S1 playing
volleyball on beach

[V2*] S2 playing
volleyball on beach

[VI*] S1 and [V2*]
S2 black helmet

[VI#] S1 and [V2#]
S2 jumping together
in playground

[VI*] S1 dancing
and [V2*] S2 read-
ing a book

[V1#] S1 dancing

[V2#] S2 dancing

[VI#] S1 and [V2¥]
S2 wearing a som-
brero

[V1#] S1 and [V2*]
S2 talking to each
other in a library

[V1*] S1 watching
television and [V2*]
S2 talking on phone

[V1*] S1 watching
television

[V2*] S2 watching
television

[V1#]S1 and [V2¥]
S2 wearing raincoat

Table 6: Inference prompts for the five prompt categories. [V1*] and [V2*] are the unique identifiers
for the subjects S1 and S2 respectively.

10




DB

FC

MoS

uo

Ul

D1

D2

Table 7: The generated images for the prompt from the ACP prompt category: [V1*] and [V2*#]
wearing red t-shirt. We show the multi-subject reference ([V1*] and [V2*]) at the top. You can
observe that the methods like Dreambooth, FastComposer and Mix-of-Show are unable to capture
subject identity especially FastComposer and Mix-of-Show. Also, influence of the U-Net blocks

tends to be dynamic as you can observe in some chles U block tends to perform better in others while
in others UO.
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