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ABSTRACT

While most reinforcement learning methods today flatten the distribution of future
returns to a single scalar value, distributional RL methods exploit the return distri-
bution to provide stronger learning signals and to enable applications in exploration
and safe RL. While the predominant method for estimating the return distribution
is by modeling it as a categorical distribution over discrete bins or estimating a
finite number of quantiles, such approaches leave unanswered questions about the
fine-grained structure of the return distribution and about how to distinguish states
with high return uncertainty for decision-making. The key idea in this paper is to
use modern, flexible flow-based models to estimate the full future return distribu-
tions and identify those states with high return variance. We do so by formulating a
new flow-matching objective that generates probability density paths satisfying the
distributional Bellman equation. Building upon the learned flow models, we esti-
mate the return uncertainty of distinct states using a new flow derivative ODE. We
additionally use this uncertainty information to prioritize learning a more accurate
return estimation on certain transitions. We compare our method (Value Flows)
with prior methods in the offline and online-to-online settings. Experiments on 37
state-based and 25 image-based benchmark tasks demonstrate that Value Flows
achieves a 1.3× improvement on average in success rates.

1 INTRODUCTION

returns

time

Figure 1: Value Flows models the return distribution at
each time step using a flow-matching model that is opti-
mized to obey the Bellman Equation at each transition.

While many of the recent successes in reinforce-
ment learning (RL) have focused on estimat-
ing future returns as a single scalar, modeling
the entire future return distribution can provide
stronger learning signals and indicate bits about
uncertainty in decision-making. Distributional
RL promises to capture statistics of future re-
turns, achieving both strong convergence guaran-
tees (Bellemare et al., 2017; Wang et al., 2023a;
2024) and good performance on benchmarks
such as Atari and D4RL (Bellemare et al., 2017;
Dabney et al., 2018; Ma et al., 2021). This pa-
per aims to understand the benefits of using a
more flexible representation of the return distri-
bution, both as a critic in actor-critic RL and for
estimating the variance in the future returns.

Modern generative models, such as flow match-
ing (Lipman et al., 2023; 2024; Liu et al., 2023;
Albergo & Vanden-Eijnden, 2023) and diffusion
models (Sohl-Dickstein et al., 2015; Ho et al., 2020; Song et al., 2021), have shown great success in
representing complex, multi-modal distributions in continuous spaces. Building upon their successes,
we will use expressive flow-based models to fit the return distributions and estimate the return
uncertainty of different states. These bits of uncertainty information, in turn, allow us to prioritize
learning of the return estimation on certain transitions.

The main contribution of our work is Value Flows, a framework for modeling the return distribution
using flow-matching methods (Fig. 1). The key idea is to formulate a distributional flow-matching
objective that generates probability density paths satisfying the distributional Bellman equation
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automatically. Using the learned flow-based models, we estimate the return variance of distinct states
using a new flow derivative ODE and use it to reweight the flow-matching objective. Value Flows also
enables efficient estimation of the return expectation (Q-value), bridging a variety of policy extraction
methods. Experiments on 37 state-based and 25 image-based benchmark tasks show Value Flows
outperforms alternative offline and offline-to-online methods by 1.3× improvement on average.

2 RELATED WORK

Distributional RL views the RL problem through the lens of the future return distribution instead
of a scalar Q-value (Engel et al., 2005; Muller et al., 2024; Morimura et al., 2010). Prior work
has shown both strong convergence guarantees (Wang et al., 2023a; 2024) and good empirical
performance Farebrother et al. (2024); Bellemare et al. (2017); Ma et al. (2025) of this family of
methods, enabling applications in exploration (Mavrin et al., 2019) and safe RL (Ma et al., 2021;
2025). However, those methods typically parameterize the return distribution as discrete bins and
minimize the KL divergence to the distributional Bellman target (Bellemare et al., 2017) or use a
finite number of quantiles to approximate the full return distribution (Dabney et al., 2018). In contrast,
Value Flows models the full return distribution directly using state-of-the-art generative models.

Perhaps the most popular modern generative models are autoencoders (Kingma & Welling, 2013),
autoregressive models (Vaswani et al., 2017), denoising diffusion models (Sohl-Dickstein et al.,
2015; Ho et al., 2020; Song et al., 2021), and flow-matching models (Lipman et al., 2023; 2024; Liu
et al., 2023; Albergo & Vanden-Eijnden, 2023). In the context of RL, these generative models have
succeeded in modeling the trajectories (Chen et al., 2021; Ajay et al., 2023), the transitions (Alonso
et al., 2024; Janner et al., 2021; Farebrother et al., 2025), the skills (Ajay et al., 2021; Pertsch et al.,
2021; Frans et al., 2024; Zheng et al., 2025), and the policies (Wang et al., 2023b; Hansen-Estruch
et al., 2023; Park et al., 2025c; Dong et al., 2025b). We employ the state-of-the-art flow-matching
objective (Lipman et al., 2023) to estimate the future return distribution.

This paper solves offline RL and offline-to-online RL problems. The goal of offline RL is to learn a
policy from previously collected datasets, often through conservative behavioral regularization (Peng
et al., 2019; Fujimoto & Gu, 2021; Kostrikov et al., 2021a; Hansen-Estruch et al., 2023; Park et al.,
2025c) or value constraints (Kumar et al., 2020b; Kostrikov et al., 2021b). After learning the offline
policy, offline-to-online RL uses interactions with the environment to fine-tune an online policy, often
requiring balancing exploration (Yang et al., 2023; Mark et al., 2023), calibrating values (Nakamoto
et al., 2024), or maintaining offline data (Nair et al., 2021; Ball et al., 2023; Dong et al., 2025a;b).
Our approach focuses on estimating the full return distribution, resulting in more accurate Q-value
estimations that benefit both settings.

Prior work has used confidence weight from Q estimates to reweight the Bellman error (Kumar et al.,
2020a; 2019; Lee et al., 2021; Schaul et al., 2015), aiming to mitigate the issue of instability in
Q-learning (Tsitsiklis & Roy, 1997; Baird, 1995; van Hasselt et al., 2015). These methods construct
the uncertainty weight using bootstrapped errors from Q estimations (Kumar et al., 2020a; Schaul
et al., 2015) or the epistemic uncertainty from an ensemble of Q networks (Lee et al., 2021). Our
work builds on these prior works by using variance to reweight the critic objective (a flow-matching
objective in our case), and is most similar to prior methods that do weighting based on aleatoric
uncertainty (Kumar et al., 2020a; Schaul et al., 2015).

3 PRELIMINARIES

We consider a Markov decision process (MDP) (Sutton et al., 1998; Puterman, 2014) defined by a
state space S, an action space A ⊂ Rd, an initial state distribution ρ ∈ ∆(S), a bounded reward
function r : S × A → [rmin, rmax],1 a discount factor γ ∈ [0, 1), and a transition distribution
p : S ×A → ∆(S), where ∆(X ) denotes the set of all possible probability distributions over a space
X . We will use h to denote the time step in an MDP, use uppercase X to denote a random variable,
use lowercase x to denote the value of X , use FX to denote the cumulative distribution function
(CDF) of X , and use pX to denote the probability density function (PDF) of X . In Appendix A.1,
we include a brief discussion about the expected discounted return and the Q function in RL.

1While we consider deterministic rewards, our discussions generalize to stochastic rewards used in prior
work (Bellemare et al., 2017; Dabney et al., 2018; Ma et al., 2021).

2



108
109
110
111
112
113
114
115
116
117
118
119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148
149
150
151
152
153
154
155
156
157
158
159
160
161

Under review as a conference paper at ICLR 2026

This work considers the offline RL problems (Lange et al., 2012) (Sec. 4.4), which aim to maximize
the return using a fixed dataset. We will use D = {(s, a, r, s′)} to denote the dataset with transitions
collected by some behavioral policies. We also extend our discussions to offline-to-online RL
problems (Sec. 4.4), where algorithms first pre-train a policy from the offline dataset D and then
fine-tune the policy with online interactions in the exact same environment. Those online interactions
will also be stored in D, enabling off-policy learning.

Distributional RL. Instead of focusing on the expected discounted return (scalar), distributional
RL (Morimura et al., 2010; Bellemare et al., 2017) models the entire return distribution. Given
a policy π, we denote the (discounted) return random variable as Zπ =

∑∞
h=0 γ

hr(Sh, Ah) ∈[
zmax ≜ rmin

1−γ , zmin ≜ rmax
1−γ

]
, and denote the conditional return random variable as Zπ(s, a) =

r(s, a) +
∑∞

h=1 γ
hr(Sh, Ah).2 We note that the expectation of the conditional return random

variable Zπ(s, a) is equivalent to the Q function: Qπ(s, a) = Eπ(S0=s,A0=a,S1,A1,··· ) [Z
π(s, a)].

Prior work (Bellemare et al., 2017) defines the distributional Bellman operator under policy π for a
conditional random variable Z(s, a) as

T πZ(s, a)
d
= r(s, a) + γZ(S′, A′), (1)

where S′ and A′ are random variables following the joint density p(s′ | s, a)π(a′ | s′) and d
= denotes

identity in distribution. This definition implies two important relationships for the CDF and the
PDF of the random variable T πZ(s, a) (see Lemma 1 and Lemma 2 in Appendix A.2). We will use
these two implications to derive our method in Sec. 4.1 and Sec. 4.2. Prior work (Bellemare et al.,
2017) has already shown that the distributional Bellman operator T π is a γ-contraction under the
p-Wasserstein distance, indicating that T π has a unique fixed point. We include a justification for the
fixed point Zπ(s, a) in Lemma 3, and will use the contraction property of T π to estimate the return
distribution with theoretical guarantees (Sec. 4.1 & 4.2).

Flow matching. Flow matching (Lipman et al., 2023; 2024; Liu et al., 2023; Albergo & Vanden-
Eijnden, 2023) refers to a family of generative models based on ordinary differential equations
(ODEs). The goal of flow matching methods is to transform a simple noise distribution into a target
distribution pX over some space X ⊂ Rd. We will use t to denote the flow time step and sample the
noise ϵ from a standard Gaussian distribution N (0, I) throughout our discussions. Flow matching
uses a time-dependent vector field v : [0, 1]×Rd → Rd to construct a time-dependent diffeomorphic
flow ϕ : [0, 1] × Rd → Rd (Lipman et al., 2023; 2024) that realizes the transformation. The
resulting probability density path p : [0, 1]×Rd → ∆(Rd) of the vector field v satisfies the continuity
equation (Lipman et al., 2023). In Sec. 4, we will estimate the return distribution using flow-based
models, utilizing the continuity equation (Sec. 4.2) and flow ODE (Sec. 4.3).

Prior work has proposed various formulations for learning the vector field (Lipman et al., 2023; Liu
et al., 2023; Albergo & Vanden-Eijnden, 2023). We adopt the simplest flow matching objectives called
conditional flow matching (CFM) (Lipman et al., 2023) to construct loss functions for optimizing the
return vector field (Sec. 4.2). Appendix A.3 includes detailed discussions of flow matching methods.

4 VALUE FLOWS

In this section, we introduce our method for efficiently estimating the return distribution using an
expressive flow-matching model, resulting in an algorithm called Value Flows. We first formalize the
problem setting, providing motivations and desiderata for the flow-based return estimation. We then
introduce the update rules for the return vector field, deriving a distributional flow matching loss to fit
the discounted return distribution. Our practical algorithm will build upon this distributional flow
matching loss and incorporate uncertainty in the return distribution.

4.1 MOTIVATIONS AND DESIDERATA

While prior actor-critic methods (Fujimoto et al., 2018; Haarnoja et al., 2018) typically involve
estimating the scalar Q function of a policy, we instead consider estimating the entire return distri-
bution using state-of-the-art generative models. Our desiderata are threefold: we want our model

2By definition, we can also write Zπ = Zπ(S0, A0).
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capable of (1) estimating the full distribution over returns without coarse-graining (2) learning proba-
bility densities satisfying the distributional Bellman backup (Eq. 9), while preserving convergence
guarantees, and (3) incorporating the uncertainty information into the distributional flow matching
losses (Lee et al., 2021; Kumar et al., 2020a). Prior distributional RL methods either discretize the
return distribution (Bellemare et al., 2017) or use a finite number of quantiles to represent the return
distribution (Dabney et al., 2018), violating these desiderata.

To achieve these goals, we use an expressive flow-based model to represent the conditional return
random variable Zπ(s, a) (desiderata (1)). We will learn a time-dependent vector field v : R ×
[0, 1]× S ×A → R to model the return distribution. The desired vector field v⋆ will produce a time-
dependent probability density path p⋆ : R× [0, 1]× S ×A → ∆(R) that satisfies the distributional
Bellman equation (Eq. 10) for any flow time step t ∈ [0, 1],

p⋆(zt | t, s, a) = T πp⋆(z | t, s, a) = 1

γ
Ep(s′|s,a),π(a′|s′)

[
p⋆

(
zt − r(s, a)

γ

∣∣∣∣ t, s′, a′)] . (2)

Thus, p⋆(z1 | 1, s, a) converges to the discounted return distribution pZπ (z | s, a) (desiderata (2)).
To optimize the vector field v toward v⋆, Sec. 4.2 will construct a flow matching loss that resembles
temporal difference learning (Sutton, 1988). We will show that both the expected return (Q function)
and variance of the return are easy to compute using the initial vector field v(ϵ | 0, s, a) and the
derivative of the vector field ∂v/∂z ∈ R respectively (desiderata (3); Sec. 4.3). Our practical
algorithm (Sec. 4.4) will weight our flow matching loss using the variance estimate.

4.2 ESTIMATING THE RETURN DISTRIBUTION USING FLOW-MATCHING

We start by constructing the update rules for the vector field and the probability density path, and
then derive the preliminary flow matching losses to fit the return distribution. We will use these
preliminary losses to construct the practical loss used in our algorithm (Sec. 4.4).

The vector field update rule. Similar to the standard Bellman operator (Agarwal et al., 2019;
Puterman, 2014), the distributional Bellman operator preserves convergence guarantees regardless of
initialization (Bellemare et al., 2017). This property allows us to first construct update rules for a
vector field v(zt | t, s, a) and a probability density path p(zt | t, s, a) separately and then relate them
via the continuity equation (Eq. 12).

Specifically, given a policy π and the transition p(s′ | s, a), we start from a randomly initialized
vector field vk(z

t | t, s, a) (iteration k = 0) that generates the probability density path pk(z
t | t, s, a).

We construct a new vector field and a new probability density path using vk and pk:

pk+1(z
t | t, s, a) ≜ T πpk(z

t | t, s, a) = 1

γ
Ep(s′|s,a),π(a′|s′)

[
pk

(
zt − r(s, a)

γ

∣∣∣∣ t, s′, a′)] ,
vk+1(z

t | t, s, a) ≜
1
γEp(s′|s,a),π(a′|s′)

[
pk

(
zt−r(s,a)

γ

∣∣∣ t, s′, a′) vk

(
zt−r(s,a)

γ

∣∣∣ t, s′, a′)]
pk+1(zt | t, s, a)

. (3)

Importantly, these definitions only instantiate the functional form of the new vector field vk+1 and
the new probability density path pk+1, missing a connection between them. Establishing an explicit
relationship between the new vector field vk+1 and the new probability density path pk+1 requires
using the continuity equation (Eq. 12) between the vector field vk and its probability density path pk,
which we show in the following proposition.
Proposition 1 (Informal). Given the vector field vk that generates the probability density path pk,
the new vector field vk+1 generates the new probability density path pk+1.

See Appendix B.1 for the detailed statement and a proof. There are two implications of this
proposition. First, since the new vector field vk+1 generates the new probability density path pk+1,
applying the distributional Bellman operator to the probability density path pk is equivalent to
learning a vector field vk+1 that satisfies Eq. 3. This implication allows us to convert the problem
of estimating the full return distribution into the problem of learning a vector field, which naturally
fits into the flow-matching framework. Second, since the distributional Bellman operator T π is a
γ-contraction, repeatly applying T π to the probability density path pk guarantees convergence to
p⋆(zt | t, s, a) (Eq. 2). Therefore, we can construct a flow matching loss to learn the vector field
vk+1 with a guarantee to converge toward v⋆.

4
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The distributional flow matching losses. We now derive the preliminary flow matching losses
for estimating the return distribution only using transition samples from the dataset D.3 Given the
vector field vk, one simple approach to learn a new vector field v satisfying the update rule in Eq. 3 is
minimizing the mean squared error (MSE) between v and vk+1. We call this loss the distributional
flow matching (DFM) loss:

LDFM(v, vk) = E(s,a,r)∼D,t∼UNIF([0,1])

pk+1(z
t|t,s,a)

[(
v(zt | t, s, a)− vk+1(z

t | t, s, a)
)2]

. (4)

It is easy to verify that argminv LDFM(v, vk) = vk+1 (see Lemma 4 in Appendix B). Similar to the
standard flow matching loss (Lipman et al., 2023), this loss function is not practical because of (1) the
unknown transition probability density p(s′ | s, a), and (2) the intractable integral (the expectation)
in the vector field vk+1. To tackle the issue of the intractable vector field vk+1, we optimize the
alternative distributional conditional flow matching (DCFM) loss:

LDCFM(v, vk) = E (s,a,r,s′)∼D,t∼UNIF([0,1])

a′∼π(a′|s′),zt∼ 1
γ pk

(
zt−r

γ

∣∣∣t,s′,a′
)
[(

v(zt | t, s, a)− vk

(
zt − r

γ

∣∣∣∣ t, s′, a′))2
]
(5)

Note that we can interpret the transformed returns (zt − r)/γ as convolving the probability density
path pk and use a change of variable to simplify this DCFM loss (see Lemma 5 in Appendix B).
Unlike the DFM loss LDFM, the DCFM loss LDCFM can be easily estimated via samples from the
dataset D. Like the connection between the flow matching loss and the conditional flow matching
loss in Lipman et al. (2023), the DCFM loss has the same gradient as the DFM loss, indicating that
they have the same minimizer.

Proposition 2 (Informal). The gradient∇vLDFM(v, vk) is the same as the gradient∇vLCDFM(v, vk).

See Appendix B.1 for the detailed statement and a proof. Importantly, optimizing LDCFM does not
require access to the full transition distribution and prevents taking the intractable integral. Note that
LDCFM is a TD loss because it corresponds to applying the distributional Bellman operator T π to the
probability density path pk. Furthermore, our flow-based model produces estimations of the return
expectation (Q function; Sec. 4.4) and the return variance (aleatoric uncertainty; Sec. 4.3) easily, both
of which will be incorporated into our algorithm. In Appendix C.1, we discuss the practical flow
matching losses for fitting the return distribution.

4.3 HARNESSING UNCERTAINTY IN THE RETURN ESTIMATION

Prior works (Kumar et al., 2020a; Lee et al., 2021) have found that bootstrapping the uncertainty
information from an ensemble of value estimations stabilizes TD learning. Different from these
prior methods, which typically estimate epistemic uncertainty, our flow-based model incorporates
the aleatoric uncertainty information by modeling the full return distribution. This, our method
models the stochasticity intrinsic to the MDP. Because our flow-based model estimates the full return
distribution, we can further leverage aleatoric uncertainty information by modifying the Bellman
backup to attend to state and action pairs that contain high return variance. However, using Monte
Carlo estimations for the uncertainty in returns can be computationally costly. We first present an
estimation of return expectation using the initial vector field and an approximation of return variance
using the Taylor expansion. We then introduce a new ODE that relates the derivative of the learned
diffeomorphic flow, allowing us to estimate the return variance in practice. Using this variance
estimation, we define the confidence weight for reweighting the distributional flow matching losses.

Prior work (Frans et al., 2025) has shown that the learned vector field v (from Sec. 4.2) at the flow
time t = 0 points toward the dataset mean. We adopt the same idea to estimate the return expectation
(E[Zπ(s, a)], i.e., Q value) using Gaussian noise ϵ ∼ N (0, 1). Additionally, we estimate the return
variance Var(Zπ(s, a)) using a first-order Taylor approximation on the corresponding (diffeomorphic)
flow ϕ : R× [0, 1]×S ×A → R of the vector field v. Specifically, the flow ϕ(z | t, s, a) transforms
another noise ϵ0 ∼ N (0, 1) into a return prediction ϕ(ϵ0 | 1, s, a). We linearize the return prediction
around noise ϵ using a Taylor expansion and then compute the variance of this linearization.

3In this case, we do not have full access to the distributions of policy π(a | s) and transition p(s′ | s, a).

5



270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323

Under review as a conference paper at ICLR 2026

Algorithm 1 Value Flows is a RL algorithm using flow matching to model the return distribution.

1: Input The return vector field vθ, the target return vector field vθ̄, the BC flow policy πω, the
one-step flow policy πη , and the dataset D.

2: for each iteration do
3: Sample a batch of transitions {(s, a, s′, r)} ∼ D and a batch of noises {ϵ} ∼ N (0, 1)
4: Compute the confidence weight w(s, a, ϵ) using the Euler method and VJP ▷ Sec. 4.3
5: Train the return vector field vθ by minimizing LValue Flow(θ) ▷ Appendix C.1

▽ Offline RL
6: Train the BC flow policy πω by minimizing LBC Flow(ω) ▷ Appendix C.2

▽ Online fine-tuning in offline-to-online RL
7: Train the one-step flow policy πη by minimizing LOne-step Flow(η) ▷ Appendix C.2
8: Update the target return vector field vθ̄ using exponential moving averages
9: Return vθ, πω , and πη .

Proposition 3 (Informal). The initial vector field v(ϵ | 0, s, a) produces an estimate for the return
expectation, while the first-order Taylor approximation of the flow ϕ(ϵ0 | 1, s, a) around ϵ produces
an estimate for the return variance,

Ê [Zπ(s, a)] = Eϵ∼N (0,1)[v(ϵ | 0, s, a)], V̂ar(Zπ(s, a)) = Eϵ∼N (0,1)

[(
∂ϕ

∂ϵ
(ϵ | 1, s, a)

)2
]
. (6)

See Appendix B.2 for the detailed statement and a proof. In practice, we can compute the flow
derivative ∂ϕ/∂ϵ using another ODE, drawing a connection with the vector field derivative ∂v/∂z.

Proposition 4 (Informal). The flow derivative ∂ϕ/∂ϵ and the vector field derivative ∂v/∂z satisfy a
flow derivative ODE.

See Appendix B.2 for the detailed statement and a proof. This flow derivative ODE, together
with the flow ODE (Eq. 11), enables computing both the return prediction and the return variance
estimation (Eq. 6) using a numerical solver (Alg. 2) and an efficient vector-Jacobian product (VJP)
implementation (JAX Developers, 2025).

We will use the estimated variance to reweight our flow matching losses (Appendix C.1). Since the
distributional RL algorithms typically model the aleatoric uncertainty, a high return variance indicates
high stochasticity in the environment, requiring fine-graded predictions. Therefore, the goal of our
confidence weight is to prioritize optimizing the vector field at state-action pairs with high return
uncertainty. Adapting the confidence weight in prior work (Lee et al., 2021), we define the confidence
weight for a state-action pair (s, a) and a noise ϵ as

w(s, a, ϵ) = σ

(
−τ

/∣∣∣∣∂ϕ∂ϵ (ϵ | 1, s, a)
∣∣∣∣)+ 0.5, (7)

where σ(·) denotes the sigmoid function, τ > 0 is a temperature, and w(s, a, ϵ) ∈ [0.5, 1]. The
confidence weight depends on the noise ϵ because we can use one Gaussian noise ϵ as a Monte Carlo
estimator for both return expectation and return variance (Eq. 6). We include a visualization of the
confidence weight for different temperatures in Appendix E. Our confidence weight is an increasing
function with respect to the return variance estimate, indicating that a higher uncertainty results in a
higher weight.

4.4 THE COMPLETE ALGORITHM

We now discuss the policy extraction strategies based on the flow-based return models and summarize
the complete algorithm of Value Flows. We consider two different behavioral-regularized policy
extraction strategies for offline RL and offline-to-online RL. First, for offline RL, following prior
work (Li et al., 2025; Chen et al., 2022), we use rejection sampling to maximize Q estimates (Eq. 6)
while implicitly imposing a KL constraint (Hilton, 2023) toward a fixed behavioral cloning (BC)
policy. Second, for online fine-tuning in offline-to-online RL, following prior work (Park et al.,
2025c), we learn a stochastic one-step policy to maximize the Q estimates while distilling it toward
the fixed BC flow policy. See Appendix C.2 for detailed discussions.
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Figure 2: Visualizing the return distribution. (Column 1) The policy completes the task of closing the window
and closing the drawer by using the buttons to lock and unlock them. While (Column 2) C51 predicts a noisy
multi-modal distribution and (Column 3) CODAC collapses to a single return mode, (Column 4) Value Flows
infers a smooth return histogram resembling the ground-truth return distribution. (Column 5) Quantitatively,
Value Flows achieves 3× lower 1-Wasserstein distance than alternaative methods. See Sec. 5.1 for details.

Our algorithm Value Flows consists of three main components: (1) the vector field estimating the
return distribution, (2) the confidence weight incorporating aleatoric uncertainty, and (3) the flow
policy selecting actions. Using neural networks to parameterize the return vector field vθ, the BC
flow policy πω , and the one-step flow policy πη , we optimize them using stochastic gradient descent.
Alg. 1 summarizes the pseudocode of Value Flows.

5 EXPERIMENTS

The goal of our experiments is to answer the following key questions:

(Q1) Does Value Flows predict returns that align with the underlying return distribution?
(Q2) Can Value Flows effectively learn a policy from a static offline dataset?
(Q3) How sample efficient is Value Flows in offline-to-online learning compared to prior methods?
(Q4) What are the key components of Value Flows?

Experiment Setup. Our experiments will use standard benchmarks introduced by prior work on
offline RL. We choose a set of 36 state-based tasks from OGBench (Park et al., 2025a) and D4RL (Fu
et al., 2021) and choose a set of 25 image-based tasks from OGBench to evaluate our algorithm in the
offline setting. We compare Value Flows against 9 baselines, measuring the performance on success
rates. Specifically, we first compare to BC (Fujimoto & Gu, 2021), IQL (Kostrikov et al., 2021a), and
ReBRAC (Tarasov et al., 2023) as representative methods that learn scalar Q values with a Gaussian
policy. The second set of baselines is state-of-the-art methods that learn scalar Q values with a
flow policy (FBRAC, IFQL, FQL) (Park et al., 2025c). We also include comparisons against prior
distributional RL methods (C51 (Bellemare et al., 2017), IQN (Dabney et al., 2018), and CODAC (Ma
et al., 2021)) for completeness. We defer the detailed discussions about environments and datasets
to Appendix F.1 and baselines to Appendix F.3. We present the hyperparameters in Appendix F.2.

5.1 VISUALIZING RETURN DISTRIBUTIONS OF VALUE FLOWS

One of the motivations of designing Value Flows is to use flow-based models to estimate the entire
return distribution (Sec. 4.1). To investigate whether the proposed method models the underlying
return distributions, we study the return predictions from Value Flows. We compare our method
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Table 1: Offline evaluation on OGBench and D4RL benchmarks. Value Flows achieves the best or near-best
performance on 9 out of 11 domains. Following prior work (Park et al., 2025c), we average results over 8 seeds
(4 seeds for image-based tasks) and bold values within 95% of the best performance for each domain. See
Table 2 for full results.

Gaussian Policies Flow Policies

Domain BC IQL ReBRAC FBRAC IFQL FQL C51 IQN CODAC Value Flows

cube-double-play (5 tasks) 2± 1 6± 2 12± 3 15± 6 14± 5 29± 6 2± 0 42± 8 61± 6 69± 4
cube-triple-play (5 tasks) 0± 0 1± 1 0± 0 0± 0 0± 0 4± 2 0± 0 6± 0 2± 1 14± 3
puzzle-3x3-play (5 tasks) 2± 1 9± 3 22± 2 14± 5 19± 1 30± 4 1± 0 15± 1 20± 5 87± 13
puzzle-4x4-play (5 tasks) 0± 0 7± 2 14± 3 13± 5 25± 8 17± 5 0± 0 27± 4 20± 18 27± 4
scene-play (5 tasks) 5± 2 28± 3 41± 7 45± 5 30± 4 56± 2 4± 1 40± 1 55± 1 59± 4

visual-antmaze-medium-navigate (5 tasks) - 84± 5 87± 4 30± 3 87± 2 38± 4 - 74± 4 - 75± 10
visual-antmaze-teleport-navigate (5 tasks) - 6± 4 4± 1 6± 3 10± 4 5± 2 - 4± 2 - 13± 4
visual-cube-double-play (5 tasks) - 11± 6 1± 1 2± 1 2± 2 6± 1 - 1± 0 - 13± 2
visual-puzzle-3x3-play (5 tasks) - 2± 3 20± 1 1± 1 21± 0 20± 1 - 19± 1 - 23± 2
visual-scene-play (5 tasks) - 26± 5 28± 5 11± 1 21± 2 41± 4 - 41± 6 - 43± 7

D4RL adroit (12 tasks) 48 53 59 50± 3 52± 4 52± 3 48± 2 50± 3 52± 1 50± 2

against two alternative distributional RL methods: C51 (Bellemare et al., 2017) and CODAC (Ma
et al., 2021). On scene-play-singletask-task2-v0 from OGBench, we visualize the 1D
return histograms inferred by different algorithms, including the ground-truth return distribution for
reference. For fair comparison, we use 5000 return samples and 60 bins for each histogram. For
quantitative evaluations, we measure the 1-Wasserstein distances (Panaretos & Zemel, 2019) between
the histogram of each method and the ground-truth histogram.

Figure 3: Offline (left) -to-online (right) RL eval-
uation. Using the same distributional flow-matching
objective, Value Flows achieves higher average success
rates. See Fig. 6 for the full results.

Fig. 2 shows the resulting histograms, super-
imposing the ground-truth return distribution,
along with the 1-Wasserstein distances for dif-
ferent methods. Observe that Value Flows pre-
dicts a smooth return histogram resembling the
ground-truth return distribution, while baselines
either infer a noisy multi-modal distribution
(C51) or collapse to a single return mode (CO-
DAC). We conjecture that the offsets between
the predicted histograms and the ground-truth
histogram can be explained by return underes-
timation or overestimation (Hasselt, 2010; Fu-
jimoto et al., 2018). Numerically, our method
achieves a 1-Wasserstein distance 3× lower than
the best performing baseline. These results sug-
gest that Value Flows can estimate the full return
distribution without using a discretized categor-
ical distribution or a finite number of quantiles.

5.2 COMPARING TO PRIOR
OFFLINE AND OFFLINE-TO-ONLINE METHODS

Offline RL. Our next experiments compare Value Flows to prior offline RL methods, including
those estimating the return distribution using alternative mechanisms. We compare our method
against baselines on both state-based tasks and image-based tasks. Results in Table 1 aggregate
over 5 tasks in each domain of OGBench and 12 tasks from D4RL, and we defer the full results
to Appendix Table 2. These results show that Value Flows matches or surpasses all baselines on
9 out of 11 domains. On state-based OGBench tasks, most baselines performed similarly on the
easier domains (cube-double-play, scene-play, and D4RL adroit), while Value Flows
is able to obtain 40% improvement on average. On those more challenging state-based tasks, we find
a marked difference between the best performing baseline and Value Flows (1.6× higher success
rate). In addition, Value Flows is able to outperform the best baseline by 24% using RGB images as
input directly (visual tasks). We conjecture that our flow-based return model results in more accurate
Q-value estimation and thus benefits the policy learning.

Offline-to-Online RL. Having established the performance of Value Flows in the offline setting,
we next study whether the proposed method can be used for online fine-tuning. We hypothesize that
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Figure 4: Regularizing the flow-matching loss is
important. The regularization coefficient λ needs to
be tuned for better performance.

Figure 5: Reweighing the flow-matching objective
makes a difference. Choosing the correct confidence
weight boosts the performance of Value Flows.

Value Flows is directly applicable to fine-tuning an online policy, without any modifications to the
flow-matching losses. Results in Fig. 3 suggest that Value Flows was able to consistently achieve
strong fine-tune performance with high sample efficiency when directly applied to a fine-tuning
setting. In particular, on puzzle-4x4-play, Value Flows achieves 15% higher performance than
all of the prior offline-to-online RL algorithms. See Appendix Table 3 for the full results. Taken
together, Value Flows can be widely applied to a variety of settings in both offline and offline-to-online
frameworks.

5.3 THE KEY COMPONENTS OF VALUE FLOWS

To better understand the importance of different components of Value Flows, we ablate over four key
aspects: (1) the importance of the bootstrapped conditional flow matching loss as an anchor (Fig. 4),
(2) the importance of reweighting the distributional flow-matching objective using the confidence
weight (Fig. 5), (3) the number of flow steps to model the returns (Appendix Fig. 7), and (4) the
number of rejection sampling samples in the offline setting (Appendix Fig. 8). In summary, the
conditional flow matching loss as a stabilizing anchor in the vector field loss and weighting the
Bellman backup are important and should be tuned for each task, and the flow steps and number
of rejection sampling samples can be fixed as Value Flows is robust to these hyperparameters. We
provide the full analysis in Appendix D.

6 CONCLUSION

We present Value Flows, an RL algorithm that uses modern, flexible flow-based models to estimate
the full future return distributions. Theoretically, we show that our objective generates a probability
path satisfying the distributional Bellman equation. Our experiments demonstrate that Value Flows
outperforms state-of-the-art offline RL and offline-to-online RL methods in complex continuous
control tasks.

Limitations. First, although we focus on learning the full return distribution using flow-matching
and reweighting our flow-matching objective using uncertainty estimation. It remains unclear how to
disentangle the epistemic uncertainty from the aleatoric uncertainty with the current method. Second,
our discussion is orthogonal to the policy extraction mechanisms. Finding the appropriate policy
extraction method within the distributional RL framework might reveal the true benefits of estimating
the full return distribution.

9



486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508
509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538
539

Under review as a conference paper at ICLR 2026

REPRODUCIBILITY STATMENT

We include additional implementation details for hyperparameters and dataset and evaluation protocols
in appendix F. These details also include how we tune baseline methods. We will put the open-source
implementation in the supplementary materials. One run of our method can be run with an A6000
GPU in under 6 hours for state-based and under 16 hours for pixel-based.
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A PRELIMINARIES

A.1 THE RETURN AND THE Q FUNCTION

The goal of RL is to learn a policy π : S → ∆(A) that maximizes the expected discounted re-
turn Eπ(S0,A0,S1,A1,··· )

[∑∞
h=0 γ

hr(Sh, Ah)
]

over trajectories (S0, A0, S1, A1, · · · ). Starting from
a state-action pair (s, a), we denote the conditional trajectories as (S0 = s,A0 = a, S1, A1, · · · ).
This notation allows us to define the Q function of the policy π as Qπ(s, a) =
Eπ(S0=s,A0=a,S1,A1,··· )

[∑∞
h=0 γ

hr(Sh, Ah)
]
. Prior actor-critic methods (Fujimoto et al., 2018;

Haarnoja et al., 2018) typically estimate the Q function by minimizing the temporal difference (TD)
error (Ernst et al., 2005; Fu et al., 2019; Fujimoto et al., 2022). We will construct TD errors to learn
the entire return distribution in Sec. 4.2.

A.2 DISTRIBUTIONAL REINFORCEMENT LEARNING

Lemma 1 (Proposition 1 of Morimura et al. (2010)). For a policy π, return value z ∈ [zmin, zmax],
state s ∈ S , and action a ∈ A, the cumulative distribution function of the random variable T πZ(s, a),
i.e., FT πZ(· | s, a), satisfies

FT πZ(z | s, a) = Ep(s′|s,a),π(a′|s′)

[
FZ

(
z − r(s, a)

γ

∣∣∣∣ s′, a′)] . (8)

For completeness, we include a full proof.

Proof. By the definition of identity in distribution, we have

FT πZ(z | s, a) = Fr(s,a)+γZ(S′,A′)(z | s, a).

Expanding the definition of the CDF Fr(s,a)+γZ(S′,A′) gives us

Fr(s,a)+γZ(S′,A′)(z | s, a) = P(r(s, a) + γZ(S′, A′) ≤ z | s, a)
(a)
= Ep(s′|s,a),π(a′|s′) [P (r(s, a) + γZ(s′, a′) ≤ z | s′, a′)]

= Ep(s′|s,a),π(a′|s′)

[
P
(
Z(s′, a′) ≤ z − r(s, a)

γ

∣∣∣∣ s′, a′)]
= Ep(s′|s,a),π(a′|s′)

[
P
(
Z(s′, a′) ≤ z − r(s, a)

γ

∣∣∣∣ s′, a′)]
(b)
= Ep(s′|s,a),π(a′|s′)

[
FZ

(
z − r(s, a)

γ

∣∣∣∣ s′, a′)]
in (a) we use the law of total probability and in (b) we use the definition of the CDF FZ . Thus, we
conclude that FT πZ(z | s, a) = Ep(s′|s,a),π(a′|s′)

[
FZ

(
z−r(s,a)

γ

∣∣∣ s′, a′)].

The connection between the CDFs of T πZ and Z also allows us to derive an identity between their
PDFs, suggesting an alternative definition of the distributional Bellman operator:

Lemma 2 (Chapter 4 of Bellemare et al. (2023)). For a policy π, return value z ∈ [zmin, zmax], state
s ∈ S, and action a ∈ A, the probability density function of the random variable T πZ(s, a), i.e.,
pT πZ(· | s, a), satisfies

pT πZ(z | s, a) =
1

γ
Ep(s′|s,a),π(a′|s′)

[
pZ

(
z − r(s, a)

γ

∣∣∣∣ s′, a′)] .
Alternatively, the distributional Bellman operator can operate on the density function directly,

T πpZ(z | s, a) ≜ pT πZ(z | s, a). (9)

For completeness, we include a full proof.
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Proof. Since the PDF of a continuous random variable can be obtained by taking the derivative of its
CDF, we can easily show the desired identity by taking the derivative on both sides of Eq. 8.

d

dz
FT πZ(z | s, a) =

d

dz
Ep(s′|s,a),π(a′|s′)

[
FZ

(
z − r(s, a)

γ

∣∣∣∣ s′, a′)] ,
pT πZ(z | s, a)

(a)
=

1

γ
Ep(s′|s,a),π(a′|s′)

[
pZ

(
z − r(s, a)

γ

∣∣∣∣ s′, a′)] ,
where we use the chain rule of derivatives in (a).

The stochasticity of the distributional Bellman operator T π mainly comes from (1) the environmental
transition p(s′ | s, a) and (2) the stochastic policy π(a | s). We next justify the unique fixed point
Zπ of the distributional Bellman operator T π .
Lemma 3. The distributional Bellman operator T π admits the unique fixed point Zπ. Specifically,
we have

T πZπ(s, a)
d
= Zπ(s, a),

T πpZπ (z | s, a) = pZπ (z | s, a). (10)

Proof. By definition of Zπ(s, a) and T π , we have

Zπ(s, a) = r(S0 = s,A0 = a) + γ

∞∑
t=1

γh−1r(Sh, Ah)

d
=
(a)

r(s, a) + γZπ

=
(b)

r(s, a) + γZπ(S′, A′)

d
= T πZπ(s, a),

with S′ and A′ being random variables of the next state-action pair, in (a) we use the stationary
property of MDP, and in (b) we plug in the definition of Zπ . Thus, we conclude that T πZπ(s, a)

d
=

Zπ(s, a). By Lemma 1, the CDF of Zπ(s, a) satisfies

FZπ (z | s, a) = FT πZπ (z | s, a) = Ep(s′|s,a),π(a′|s′)

[
FZπ

(
z − r(s, a)

γ

∣∣∣∣ s′, a′)] .
Taking derivatives with respect to z on both sides, the PDF of Zπ(s, a) satisfies

pZπ (z | s, a) = 1

γ
Ep(s′|s,a),π(a′|s′)

[
pZπ

(
z − r(s, a)

γ

∣∣∣∣ s′, a′)] .
We conclude that T πpZπ (z | s, a) = pZπ (z | s, a) using the definition of the distributional Bellman
operator T π on PDFs (Lemma 2).

A.3 FLOW MATCHING

Algorithm 2 Euler method for solving the flow
ODE (Eq. 11).

1: Input The vector field v, the noise ϵ, the initial
flow time tinit, the final flow time tfinal, and the
number of steps T .

2: Initialize t = tinit, ∆t = tfinal−tinit
T , xt = ϵ.

3: for each step t = tinit, tinit +∆t, · · · , tfinal do
4: xt+∆t ← xt + v(xt | t) ·∆t.
5: Return xtfinal .

Flow matching (Lipman et al., 2023; 2024; Liu
et al., 2023; Albergo & Vanden-Eijnden, 2023)
refers to a family of generative models based on
ordinary differential equations (ODEs), which
are close cousins of denoising diffusion mod-
els (Sohl-Dickstein et al., 2015; Song et al.,
2021; Ho et al., 2020) based on stochastic dif-
ferential equations (SDEs). The deterministic
nature of ODEs equips flow-matching methods
with simpler learning objectives and faster infer-
ence speed than denoising diffusion models (Lip-
man et al., 2023; 2024). The goal of flow match-
ing methods is to transform a simple noise distribution into a target distribution over some space
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X ⊂ Rd. We will use t to denote the flow time step and sample the noise ϵ from a standard Gaussian
distributionN (0, Id) throughout our discussions. We will use X to denote the d-dimensional random
variable that generates the target data samples using the distribution pX .

Specifically, flow matching uses a time-dependent vector field v : [0, 1]× Rd → Rd to construct a
time-dependent diffeomorphic flow ϕ : [0, 1]× Rd → Rd (Lipman et al., 2023; 2024) that realizes
the transformation from a single noise ϵ to a generative sample x̂ by following the ODE

d

dt
ϕ(ϵ | t) = v(ϕ(ϵ | t) | t), ϕ(ϵ | 0) = ϵ, ϕ(ϵ | 1) = x̂. (11)

The vector field v generates a time-dependent probability density path p : [0, 1]× Rd → ∆(Rd) if it
satisfies the continuity equation (Lipman et al., 2023)

∂

∂t
p(xt | t) + div(p(xt | t)v(xt | t)) = 0, (12)

where div(·) denotes the divergence operator. Prior work has proposed various formulations for
learning the vector field (Lipman et al., 2023; Liu et al., 2023; Albergo & Vanden-Eijnden, 2023).
We adopt the simplest flow matching objectives, built upon optimal transport (Liu et al., 2023), called
conditional flow matching (CFM) (Lipman et al., 2023). Using UNIF([0, 1]) to denote the uniform
distribution over the unit interval and xt = tx+ (1− t)ϵ to denote a linear interpolation between the
ground truth sample x and the Gaussian noise ϵ, the CFM loss can be written as

LCFM(v) = E t∼UNIF([0,1]),
x∼pX(x),ϵ∼N (0,I)

[
∥v(xt | t)− (x− ϵ)∥22

]
. (13)

Practically, we can generate a sample from the vector field v by numerically solving the ODE (Eq. 11).
We will use the Euler method (Alg. 2) as our ODE solver following prior practice (Liu et al., 2023;
Park et al., 2025c).

B THEORETICAL ANALYSIS

B.1 ESTIMATING THE RETURN DISTRIBUTION USING FLOW-MATCHING

Proposition 1. For a policy π, an iteration k ∈ N, a return value zt ∈ [zmin, zmax], a flow time
t ∈ [0, 1], a state s ∈ S, a action a ∈ A, and a vector field vk(z

t | t, s, a) that generates the
probability density path pk(z

t | t, s, a), the new vector field vk+1(z
t | t, s, a) generates the new

probability density path pk+1(z
t | t, s, a).

Proof. By definition, a vector field generates a probability density path, meaning that they both
satisfy the continuity equation (Eq. 12) (Lipman et al., 2023). We will check the continuity equation
for vk+1(z

t | t, s, a) and pk+1(z
t | t, s, a). On one hand, for pk+1, we have

∂

∂t
pk+1(z

t | t, s, a)

(a)
=

∂

∂t

1

γ
Ep(s′|s,a),π(a′|s′)

[
pk

(
zt − r(s, a)

γ

∣∣∣∣ t, s′, a′)]
(b)
=

1

γ
Ep(s′|s,a),π(a′|s′)

[
∂

∂t
pk

(
zt − r(s, a)

γ

∣∣∣∣ t, s′, a′)]
(c)
= − 1

γ
Ep(s′|s,a),π(a′|s′)

[
div

(
pk

(
zt − r(s, a)

γ

∣∣∣∣ t, s′, a′) vk

(
zt − r(s, a)

γ

∣∣∣∣ t, s′, a′))] ,
in (a), we plug in the definition of pk+1(z

t | t, s, a), in (b), we swap the partial differentiation with
the expectation because the integral does not depend on time t, and in (c), we apply the continuity
equation for pk. On the other hand, by the definition of vk+1, we have

pk+1(z
t | t, s, a)vk+1(z

t | t, s, a)

=
1

γ
Ep(s′|s,a),π(a′|s′)

[
pk

(
zt − r(s, a)

γ

∣∣∣∣ t, s, a) vk

(
zt − r(s, a)

γ

∣∣∣∣ t, s, a)] .
18
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Since the divergence div(·) is a linear operator (Kaplunovsky, 2016) and the expectation does not
depend on the return value z, we can swap the divergence with the expectation, resulting in

∂

∂t
pk+1(z

t | t, s, a) = −div
(
pk+1(z

t | t, s, a)vk+1(z
t | t, s, a)

)
, (14)

which means vk+1 and pk+1 follow the continuity equation exactly.

Lemma 4. Given a vector field vk, the distributional flow matching loss (Eq. 4) has the minimizer
argminv LDFM(v, vk) = vk+1.

Proof. Since LDFM is an MSE loss, intuitively, the minimizer of it will be vk+1. Formally, we
compute the minimizer of LDFM by using the calculus of variations (Gelfand et al., 2000) and deriving
the functional derivative of LDFM with respect to v, i.e. δLDFM(v, vk)/δv:

δLDFM(v, vk)

δv
= 2D(s, a, r)pk+1(z

t | t, s, a)
(
v(zt | t, s, a)− vk+1(z

t | t, s, a)
)
,

Setting this functional derivative to zero, we have argminv LDFM(v, vk) = vk+1.

Lemma 5. Given a vector field vk, the distributional conditional flow matching (Eq. 5) can be
rewritten as

LDCFM(v, vk) = E (s,a,r,s′)∼D,t∼UNIF([0,1])

a′∼π(a′|s′),zt∼pk( zt|t,s′,a′)

[(
v(r + γzt | t, s, a)− vk

(
zt
∣∣ t, s′, a′))2]

Proof. With slight abuse of notations, we use z̃t to denote the samples from the convolved probability
density path pk((z̃

t − r)/γ | t, s, a)/γ. Setting (z̃t − r)/γ = zt, we have

LDCFM(v, vk) = E (s,a,r,s′)∼D,t∼UNIF([0,1])

a′∼π(a′|s′),z̃t∼ 1
γ pk

(
z̃t−r

γ

∣∣∣t,s′,a′
)
[(

v(z̃t | t, s, a)− vk

(
z̃t − r

γ

∣∣∣∣ t, s′, a′))2
]

= E (s,a,r,s′)∼D,t∼UNIF([0,1])

a′∼π(a′|s′),zt∼pk( zt|t,s′,a′)

[(
v(r + γzt | t, s, a)− vk

(
zt
∣∣ t, s′, a′))2] . (15)

Proposition 2. For a policy π, a vector field vk that generates the probability density path pk at
iteration k ∈ N, and a candidate vector field v, we have LDFM(v, vk) = LDCFM(v, vk) + const.,
where the constant is independent of v. Therefore, the gradient ∇vLDFM(v, vk) is the same as the
gradient∇vLCDFM(v, vk).

Proof. We first expand the quadratic terms in LDFM,(
v(t, zt | s, a)− vk

(
t,
zt − r

γ

∣∣∣∣ s′, a′))2

= v(t, zt | s, a)2 − 2v(t, zt | s, a)vk
(
t,
zt − r

γ

∣∣∣∣ s′, a′)+ vk

(
t,
zt − r

γ

∣∣∣∣ s′, a′)2

Since only the first two terms depend on the vector field v, we next examine the expectation of them
respectively.

E(s,a,r)∼D,t∼UNIF([0,1]),

zt∼pk+1(z
t|t,s,a)

[
v(zt | t, s, a)

] (a)
= E (s,a,r,s′)∼D,t∼UNIF([0,1]),

a′∼π(a′|s′),zt∼ 1
γ pk

(
zt−r

γ

∣∣∣t,s′,a′
)
[
v(zt | t, s′, a′)

]
E(s,a,r)∼D,t∼UNIF([0,1]),

zt∼pk+1(z
t|t,s,a)

[
v(zt | t, s, a)vk+1(z

t | t, s, a)
]

(b)
= E(s,a,r)∼D,t∼UNIF([0,1]),

zt∼pk+1(z
t|t,s,a)

v(zt | t, s, a) · 1
γEp(s′|s,a),π(a′|s′)

[
pk

(
zt−r
γ

∣∣∣ t, s′, a′) vk

(
zt−r
γ

∣∣∣ t, s′, a′)]
pk+1(zt | t, s, a)


(c)
= E (s,a,r,s′)∼D,t∼UNIF([0,1]),

a′∼π(a′|s′),zt∼ 1
γ pk

(
zt−r

γ

∣∣∣t,s′,a′
)
[
v(zt | t, s, a)vk

(
zt − r

γ

∣∣∣∣ t, s′, a′)] ,
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in (a), we plug in the definition of pk+1 and use the next state s′ in the transition from the dataset
as the sample from the transition probability, in (b), we plug in the definition of vk+1, and, in (c),
we use the linearity of expectation. Thus, we conclude that LDFM(v, vk) = LDCFM(v, vk) + const.,
where the constant is independent of v.

B.2 HARNESSING UNCERTAINTY IN THE RETURN ESTIMATION

With slight abuse of notations, we prove the following Lemmas as a generalization of Proposition 3
and Proposition 4 to the standard flow-matching problem. We will use the notations introduced
in Appendix A.3.

Lemma 6. (Formal statement of conclusions from Frans et al. (2025)) For a vector field v learned
by the conditional flow matching loss LCFM (Eq. 13) for fitting data from the random variable X ,
noises ϵ sampled from N (0, Id), we have the vector field at flow time t = 0 produces an estimate for
the expectation E [X]:

Ê[X] = Eϵ∼N (0,Id) [v(ϵ | 0)] .

Proof. We note that LCFM is also an MSE loss, and will use the same idea as in Lemma 4 to find
its minimizer. Specifically, we use the calculus of variations and derive the functional derivative of
LCFM with respect to v, i.e., δLCFM(v)/δv:

δLCFM(v)

δv
= 2Ex∼pX(x),ϵ∼N (0,Id)

[
v(xt | t)− (x− ϵ)

]
,

= 2v(xt | t)− 2Ex∼pX(x),ϵ∼N (0,Id)

[
x− ϵ | xt

]
.

Setting this functional derivative to zero, we have

v⋆(xt | t) = argminLCFM(v) = Ex∼pX(x),ϵ∼N (0,Id)

[
x− ϵ | xt

]
.

At flow time t = 0, plugging in x0 = (1− 1) · x+ 1 · ϵ = ϵ into the minimizer v⋆, we have

v⋆(ϵ | 0) = Ex∼pX(x)[x | ϵ]− ϵ

(a)
= Ex∼pX(x) [x]− ϵ,

in (a), we use the fact that x is independent of ϵ. Taking expectation over ϵ ∼ N (0, Id) gives us

Eϵ∼N (0,Id) [v
⋆(ϵ | 0)] = Ex∼pX(x)[x] = E[X].

Thus, we conclude that, for a learned vector field v, Eϵ∼N (0,Id) [v(ϵ | 0)] is an estimate for the
expectation E[X].

We next discuss the variance estimation using a learned flow. We will use Jv ∈ Rd×d to denote the
Jacobian of a vector field v(xt | t) with respect to the input xt and Jϕ ∈ Rd×d to denote the Jacobian
of the corresponding diffeomorphic flow ϕ(ϵ | t) with respect to the input ϵ:

Jv =


∂v1
∂xt

1
· · · ∂v1

∂xt
d

...
. . .

...
∂vd

∂xt
1
· · · ∂vd

∂xt
d

 , Jϕ =


∂ϕ1

∂ϵt1
· · · ∂ϕ1

∂ϵtd
...

. . .
...

∂ϕd

∂ϵt1
· · · ∂ϕd

∂ϵtd

 .

Lemma 7. For a vector field v fitting data from the random variable X with the corresponding
diffeomorphic flow ϕ, two independent noises ϵ0 and ϵ sampled from N (0, Id), the first-order Taylor
approximation of the flow ϕ(ϵ0 | 1) around ϵ is

ϕ(ϵ0 | 1) ≈ ϕ(ϵ | 1) + Jϕ(ϵ | 1)(ϵ0 − ϵ).

This first-order Taylor approximation produces an estimate for the covariance Cov(X):

Ĉov(X) = Eϵ∼N (0,Id)

[
Jϕ(ϵ | 1)Jϕ(ϵ | 1)⊤

]
.
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Proof. The Taylor expansion of ϕ(ϵ0 | 1) around ϕ(ϵ | 1) is

ϕ(ϵ0 | 1) = ϕ(ϵ | 1) + Jϕ(ϵ | 1)(ϵ0 − ϵ) +O(∥ϵ0 − ϵ∥2),

where O(∥ϵ0−ϵ∥2) denotes terms with order higher than (ϵ0−ϵ)⊤(ϵ0−ϵ). Thus, we can approximate
samples from the random variable X using the first-order Taylor expansion of ϕ(ϵ0 | 1) around
ϕ(ϵ | 1),

x̂ = ϕ(ϵ0 | 1) ≈ ϕ(ϵ | 1) + Jϕ(ϵ | 1)(ϵ0 − ϵ).

By the property (affine transformation) of covariance, we have the covariance estimate for X at ϵ:

Ĉov(X | ϵ) = Cov(ϕ(ϵ0 | 1))
= Jϕ(ϵ | 1)Cov(ϵ0)Jϕ(ϵ | 1)⊤

= Jϕ(ϵ | 1)Jϕ(ϵ | 1)⊤.
Taking expectation over ϵ ∼ N (0, Id) on both side, we conclude that

Ĉov(X) = Eϵ∼N (0,Id)

[
Ĉov(X | ϵ)

]
= Eϵ∼N (0,Id)

[
Jϕ(ϵ | 1)Jϕ(ϵ | 1)⊤

]
.

We are now ready to prove Proposition 3 for the return random variable Zπ(s, a).
Proposition 3. For a policy π, a state s ∈ S, a action a ∈ A, two independent noises ϵ0 and ϵ
sampled from N (0, 1), the learned return vector field v fitting the conditional return distribution
Zπ(s, a), the first-order Taylor approximation of the corresponding diffeomorphic flow ϕ(ϵ0 | 1, s, a)
around ϵ is

ϕ(ϵ0 | 1, s, a) ≈ ϕ(ϵ | 1, s, a) + Jϕ(ϵ | 1, s, a)(ϵ0 − ϵ).

We have the vector field at flow time t = 0 produces an estimate for the return expectation E [Zπ(s, a)],
while the first-order Taylor approximation of the flow produces an estimate for the return variance
Var(Zπ(s, a)):

Ê [Zπ(s, a)] = Eϵ∼N (0,1)[v(ϵ | 0, s, a)], V̂ar(Zπ(s, a)) = Eϵ∼N (0,1)

[(
∂ϕ

∂ϵ
(ϵ | 1, s, a)

)2
]
.

Proof. Applying Lemma 6 and Lemma 7 to the 1-dimensional conditional return random variable
Zπ(s, a), we get the desired estimates.

We next discuss a lemma that relates the Jacobian of the flow Jϕ to the Jacobian of the vector field Jv
using a flow Jacobian ODE.
Lemma 8. For a learned vector field fitting data from the random variable X with the corresponding
diffeomorphic flow ϕ, a noise ϵ sampled from N (0, Id), the flow Jacobian Jϕ and the vector field
Jacobian Jv satisfy the following flow Jacobian ODE,

d

dt
Jϕ(ϵ | t) = Jv(x

t | t)Jϕ(ϵ | t), Jϕ(ϵ | 0) = Id, (16)

where xt = ϕ(ϵ | t) follows the flow ODE (Eq. 11).

Proof. By definition, the vector field v and the diffeomorphic flow ϕ satisfy the flow ODE (Eq. 11)
for any flow time t ∈ [0, 1],

d

dt
ϕ(ϵ | t) = v(ϕ(ϵ | t) | t), xt = ϕ(ϵ | t).

Taking Jacobians with respect to the d-dimensional noise ϵ on both sides gives us
d

dt
Jϕ(ϵ | t) = Jv(x

t | t)Jϕ(ϵ | t).

Since the covariance of the noise ϵ is the identity matrix Id, we set Jϕ(ϵ | 0) = Id to conclude the
proof.
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Similarly, the learned return vector field v with its diffeomorphic flow ϕ satisfies the following flow
derivative ODE for the conditional return random variable Zπ(s, a).
Proposition 4. For a state s ∈ S, an action a ∈ A, a noise ϵ sampled from N (0, 1), and a learned
return vector field v with the corresponding diffeomorphic flow ϕ, the flow derivative ∂ϕ/∂ϵ and the
vector field derivative ∂v/∂z satisfy the following flow derivative ODE,

d

dt

∂ϕ

∂ϵ
(ϵ | t, s, a) = ∂v

∂z
(zt | t, s, a) · ∂ϕ

∂ϵ
(ϵ | t, s, a), ∂ϕ

∂ϵ
(ϵ | 0, s, a) = 1,

where zt = ϕ(ϵ | t, s, a) follows the flow ODE (Eq. 11).

Proof. Applying Lemma 8 to the 1-dimensional conditional return random variable Zπ(s, a), we get
the desired flow derivative ODE.

C COMPONENTS OF THE PRACTICAL ALGORITHM

C.1 PRACTICAL FLOW MATCHING LOSSES

Our practical loss for fitting the return distribution involves the DCFM loss and a bootstrapped
regularization based on TD learning. Since it is computationally inefficient to keep track of a single
historical vector field vk and optimize the new vector field v until convergence, we will use a target
vector field v̄ (Farebrother et al., 2025), which aggregates all the historical vector fields {vk}, to
replace the single historical vector field in LDCFM (Eq. 15). Using zt ∼ p̄(zt | t, s′, a′) to denote the
sampling procedure of (1) first sampling a noise ϵ ∼ N (0, 1) and (2) then invoking the Euler method
(Alg. 2), we have

LDCFM(v) = E (s,a,r,s′)∼D,t∼UNIF([0,1])

a′∼π(a′|s′),zt∼p̄(zt|t,s′,a′)

[(
v(r + γzt | t, s, a)− vk

(
zt | t, s′, a′

))2]
.

However, in our initial experiments, naively optimizing LDCFM(v) produced a divergent vector field.
To stabilize learning, we use the return predictions at the next state-action pair (s′, a′) and the flow
time t = 1 to construct a bootstrapped target return and invoke the standard conditional flow matching
loss (Eq. 13). The resulting loss function, called bootstrapped conditional flow matching (BCFM)
loss, resembles the standard Bellman error. Specifically, using z1TD = r(s, a) + γz1 to denote the
target return, and using ztTD = tz1TD + (1− t)ϵ to denote a linear interpolation between z1 and ϵ,4 the
BCFM loss can be written as

LBCFM(v) = E (s,a,r,s′)∼D,t∼UNIF([0,1])

a′∼π(a′|s′),z1∼p̄(z1|1,s′,a′)

[(
v(ztTD | t, s, a)− (z1TD − ϵ)

)2]
.

Therefore, using λ to denote a balancing coefficient, the regularized flow matching loss function
is LDCFM(v) + λLBCFM(v). Our complete loss function also incorporates the confidence weight
(Sec. 4.3) into the DCFM loss and the BCFM regularization:

LwDCFM(v) = E (s,a,r,s′)∼D,t∼UNIF([0,1])

a′∼π(a′|s′),zt∼p̄(zt|t,s′,a′)

[
w(s, a, ϵ) ·

(
v(r + γzt | t, s, a)− vk

(
zt | t, s′, a′

))2]
.

LwBCFM(v) = E (s,a,r,s′)∼D,t∼UNIF([0,1])

a′∼π(a′|s′),z1∼p̄(z1|1,s′,a′)

[
w(s, a, ϵ) ·

(
v(ztTD | t, s, a)− (z1TD − ϵ)

)2]
.

We use LValue Flow(v) = LwDCFM(v) + λLwBCFM(v) to denote the practical loss for fitting the return
distribution.

C.2 POLICY EXTRACTION STRATEGIES

We consider two different behavioral-regularized policy extraction strategies for offline RL and
offline-to-online RL. First, for offline RL, following prior work (Li et al., 2025; Chen et al., 2022), we
use rejection sampling to maximize Q estimates while implicitly imposing a KL constraint (Hilton,
2023) toward a fixed behavioral cloning (BC) policy. Practically, for a state s, we learn a stochastic
BC flow policy πβ : S×Rd → A that transforms a d-dimensional noise ϵd ∼ N (0, Id) into an action

4The same noise ϵ is used to sample z1 and construct ztTD and z1TD − ϵ.
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πβ(s, ϵd) ∈ A using the standard conditional flow matching loss LBC Flow(π
β) (Park et al., 2025b).

Rejection sampling first uses the learned BC flow policy to sample a set of actions {a1, · · · , aN},
and then selects the best action that maximizes the Q estimates (Eq. 6):

Q̂(s, a) = Eϵ∼N (0,1)[v(ϵ | 0, s, a)], a⋆ = argmax
{a1,··· ,aN : ai∼πβ}

Q̂(s, ai).

Second, for online fine-tuning in offline-to-online RL, following prior work (Park et al., 2025c), we
learn a stochastic one-step policy π : S × Rd → A to minimize a DDPG-style loss with behavioral
regularization (Fujimoto & Gu, 2021). This loss function guides the policy to select actions that
maximize the Q estimates while distilling it toward the fixed BC flow policy:

LOne-step Flow(π) = Es∼D,ϵd∼N (0,Id)

[
−Q̂(s, π(s, ϵd)) + α∥π(s, ϵd)− πβ(s, ϵd)∥2

]
,

where α controls the distillation strength. The benefit of learning a parametric policy is introducing
flexibility for adjusting the degree of behavioral regularization during online interactions, mitigating
the issue of over-pessimism (Lee et al., 2022; Zhou et al., 2024; Nakamoto et al., 2023).

D FULL EXPERIMENT RESULTS

D.1 OFFLINE RESULTS

Table 2: Full offline evaluation on OGBench and D4RL benchmarks. We present the full evaluation results
on 49 OGBench tasks and 12 D4RL tasks. Following prior work (Park et al., 2025c), we use (*) to indicate the
task for hyperparameter tuning in each domain. We aggregate the results over 8 seeds (4 seeds for image-based
tasks), and bold values within 95% of the best performance for each task.

Gaussian Policies Flow Policies

BC IQL ReBRAC FBRAC IFQL FQL C51 IQN CODAC Value Flows

cube-double-play-singletask-task1-v0 8± 3 27± 5 45± 6 47± 11 35± 9 61± 9 9± 0 70± 14 80± 11 97± 1
cube-double-play-singletask-task2-v0 (*) 0± 0 1± 1 7± 3 22± 12 9± 5 36± 6 0± 0 24± 9 63± 4 76± 7
cube-double-play-singletask-task3-v0 0± 0 0± 0 4± 1 4± 2 8± 5 22± 5 0± 0 25± 6 66± 9 73± 4
cube-double-play-singletask-task4-v0 0± 0 0± 0 1± 1 0± 1 1± 1 5± 2 0± 0 10± 1 13± 2 30± 5
cube-double-play-singletask-task5-v0 0± 0 4± 3 4± 2 2± 2 17± 6 19± 10 0± 0 81± 8 82± 4 69± 5

scene-play-singletask-task1-v0 19± 6 94± 3 95± 2 96± 8 98± 3 100± 0 17± 3 100± 0 99± 0 99± 0
scene-play-singletask-task2-v0 (*) 1± 1 12± 3 50± 13 46± 10 0± 0 76± 9 2± 1 1± 0 85± 4 97± 1
scene-play-singletask-task3-v0 1± 1 32± 7 55± 16 78± 4 54± 19 98± 1 0± 1 94± 2 90± 3 94± 2
scene-play-singletask-task4-v0 2± 2 0± 1 3± 3 4± 4 0± 0 5± 1 2± 1 3± 1 0± 0 7± 17
scene-play-singletask-task5-v0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0

puzzle-3x3-play-singletask-task1-v0 5± 2 33± 6 97± 4 63± 19 94± 3 90± 4 5± 0 71± 3 78± 8 99± 0
puzzle-3x3-play-singletask-task2-v0 1± 1 4± 3 1± 1 2± 2 1± 2 16± 5 0± 0 2± 2 5± 2 98± 2
puzzle-3x3-play-singletask-task3-v0 1± 1 3± 2 3± 1 1± 1 0± 0 10± 3 0± 0 0± 0 4± 3 97± 1
puzzle-3x3-play-singletask-task4-v0 (*) 1± 1 2± 1 2± 1 2± 2 0± 0 16± 5 0± 0 0± 0 5± 5 84± 24
puzzle-3x3-play-singletask-task5-v0 1± 0 3± 2 5± 3 2± 2 0± 0 16± 3 0± 0 0± 0 6± 5 58± 39

puzzle-4x4-play-singletask-task1-v0 1± 1 12± 2 26± 4 32± 9 49± 9 34± 8 0± 0 41± 2 37± 32 36± 3
puzzle-4x4-play-singletask-task2-v0 0± 0 7± 4 12± 4 5± 3 4± 4 16± 5 0± 0 12± 4 10± 10 27± 5
puzzle-4x4-play-singletask-task3-v0 0± 0 9± 3 15± 3 20± 10 50± 14 18± 5 0± 0 45± 7 33± 29 30± 4
puzzle-4x4-play-singletask-task4-v0 (*) 0± 0 5± 2 10± 3 5± 1 21± 11 11± 3 0± 0 23± 2 12± 10 28± 5
puzzle-4x4-play-singletask-task5-v0 0± 0 4± 1 7± 3 2± 2 2± 2 7± 3 0± 0 16± 6 10± 8 13± 2

cube-triple-play-singletask-task1-v0 (*) 1± 1 4± 4 1± 2 0± 0 2± 2 20± 6 1± 0 29± 2 9± 5 59± 12
cube-triple-play-singletask-task2-v0 0± 0 0± 0 0± 0 0± 0 0± 0 1± 2 0± 0 0± 0 1± 0 0± 0
cube-triple-play-singletask-task3-v0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 1± 0 0± 0 7± 3
cube-triple-play-singletask-task4-v0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0
cube-triple-play-singletask-task5-v0 0± 0 1± 1 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 2± 1

pen-human-v1 71 78 103 77± 7 71± 12 53± 6 69± 8 69± 3 67± 0 66± 4
pen-cloned-v1 52 83 103 67± 9 80± 11 74± 11 67± 9 80± 11 76± 2 73± 5
pen-expert-v1 110 128 152 119± 7 139± 5 142± 6 110± 3 118± 19 136± 2 117± 3
door-human-v1 2 3 0 4± 2 7± 2 0± 0 0± 0 0± 0 3± 1 7± 2
door-cloned-v1 0 3 0 2± 1 2± 1 2± 1 0± 0 0± 0 0± 0 0± 0
door-expert-v1 105 107 106 104± 1 104± 2 104± 1 104± 1 105± 0 104± 0 104± 1
hammer-human-v1 3 2 0 2± 1 3± 1 1± 1 3± 1 2± 1 3± 1 1± 0
hammer-cloned-v1 1 2 5 2± 1 2± 1 11± 9 0± 0 0± 0 6± 0 1± 0
hammer-expert-v1 127 129 134 119± 9 117± 9 125± 3 122± 1 121± 7 126± 1 125± 5
relocate-human-v1 0 0 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0
relocate-cloned-v1 0 0 2 1± 1 0± 0 0± 0 0± 0 0± 0 0± 0 0± 0
relocate-expert-v1 108 106 108 105± 2 104± 3 107± 1 103± 0 103± 0 103± 2 102± 2

visual-antmaze-medium-navigate-singletask-task1-v0 (*) - 78± 9 54± 15 27± 3 81± 3 32± 3 - 62± 7 - 77± 4
visual-antmaze-medium-navigate-singletask-task2-v0 - 90± 3 96± 1 42± 4 87± 1 60± 2 - 88± 2 - 75± 5
visual-antmaze-medium-navigate-singletask-task3-v0 - 80± 6 97± 1 32± 4 92± 1 35± 8 - 64± 5 - 81± 7
visual-antmaze-medium-navigate-singletask-task4-v0 - 89± 4 93± 2 23± 2 84± 3 35± 2 - 71± 6 - 71± 6
visual-antmaze-medium-navigate-singletask-task5-v0 - 84± 2 97± 1 25± 4 89± 2 29± 7 - 84± 1 - 70± 26

visual-antmaze-teleport-navigate-singletask-task1-v0 (*) - 5± 2 2± 0 1± 1 7± 4 2± 1 - 2± 1 - 10± 4
visual-antmaze-teleport-navigate-singletask-task2-v0 - 10± 2 10± 3 6± 5 13± 3 6± 1 - 7± 3 - 17± 5
visual-antmaze-teleport-navigate-singletask-task3-v0 - 7± 7 4± 1 10± 4 8± 9 9± 4 - 6± 4 - 16± 3
visual-antmaze-teleport-navigate-singletask-task4-v0 - 4± 6 4± 0 10± 2 18± 2 9± 1 - 4± 2 - 16± 5
visual-antmaze-teleport-navigate-singletask-task5-v0 - 2± 1 2± 1 2± 1 4± 2 1± 1 - 2± 1 - 8± 2

visual-cube-double-play-singletask-task1-v0 (*) - 34± 23 4± 4 6± 2 8± 6 23± 4 - 4± 1 - 35± 2
visual-cube-double-play-singletask-task2-v0 - 3± 1 0± 0 2± 2 0± 0 0± 0 - 0± 0 - 4± 2
visual-cube-double-play-singletask-task3-v0 - 7± 4 2± 2 2± 1 1± 1 4± 2 - 0± 0 - 11± 2
visual-cube-double-play-singletask-task4-v0 - 2± 1 0± 0 0± 0 0± 0 0± 0 - 0± 0 - 2± 1
visual-cube-double-play-singletask-task5-v0 - 11± 2 0± 0 0± 0 2± 1 4± 1 - 1± 1 - 13± 3

visual-scene-play-singletask-task1-v0 (*) - 97± 2 98± 4 46± 4 86± 10 98± 3 - 95± 2 - 99± 0
visual-scene-play-singletask-task2-v0 - 21± 16 30± 15 0± 0 0± 0 86± 8 - 79± 15 - 40± 27
visual-scene-play-singletask-task3-v0 - 12± 9 10± 7 10± 3 19± 2 22± 6 - 31± 14 - 66± 1
visual-scene-play-singletask-task4-v0 - 1± 0 0± 0 0± 0 0± 0 1± 1 - 0± 0 - 10± 6
visual-scene-play-singletask-task5-v0 - 0± 0 0± 0 0± 0 0± 0 0± 0 - 0± 0 - 0± 0

visual-puzzle-3x3-play-singletask-task1-v0 (*) - 7± 15 88± 4 7± 2 100± 0 94± 1 - 84± 1 - 93± 5
visual-puzzle-3x3-play-singletask-task2-v0 - 0± 0 12± 1 0± 0 0± 0 0± 0 - 6± 2 - 12± 1
visual-puzzle-3x3-play-singletask-task3-v0 - 0± 0 1± 1 0± 0 2± 1 0± 0 - 1± 0 - 3± 1
visual-puzzle-3x3-play-singletask-task4-v0 - 1± 1 0± 1 0± 0 1± 0 5± 4 - 3± 0 - 6± 2
visual-puzzle-3x3-play-singletask-task5-v0 - 0± 0 0± 0 0± 0 0± 0 1± 2 - 1± 0 - 2± 0
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D.2 OFFLINE-TO-ONLINE RESULTS

Table 3: Offline-to-online evaluations on OGBench and D4RL tasks. Value Flows achieves strong fine-tuning
performance compared to baselines. The results are averaged over 8 seeds.

IQN IFQL FQL RLPD IQL Value Flows

antmaze-large-navigate 55± 5→ 91± 1 11± 3→ 3± 2 87± 7 → 99± 12 0± 0→ 3± 2 41± 5→ 45± 5 72± 4 → 96± 1
humanoidmaze-medium-navigate 23± 3→ 14± 2 56± 12 → 82± 7 12± 7→ 22± 12 0± 0→ 8± 3 21± 5→ 16± 3 29± 6 → 86± 3
cube-double-play 29± 4→ 42± 7 12± 3→ 41± 2 40± 11 → 92± 3 0± 0→ 0± 0 0± 0→ 0± 0 65± 7→ 79± 6
cube-triple-play 25± 5→ 14± 6 2± 1→ 7± 5 4± 1 → 83± 12 0± 0→ 0± 0 3± 1→ 0± 0 29± 8→ 70± 7
puzzle-4x4-play 22± 2→ 6± 1 23± 2→ 19± 12 8± 3→ 38± 52 0± 0 → 100± 0 5± 1→ 0± 0 14± 3→ 51± 12
scene-play 0± 0→ 0± 0 0± 0→ 60± 14 82± 11 → 100± 1 0± 0 → 100± 0 15± 4→ 10± 3 92± 23 → 100± 0

Figure 6: Training curves for offline-to-online experiments for Value Flows. Value Flows can be used
directly for online fine-tuning and achieve strong performance without modifications to the vector field loss. The
results are averaged over 8 seeds.

D.3 ANALYSIS ON ABLATIONS

Figure 7: Flow steps can be fixed. The number of
flow steps to learn the returns generally does not affect
performance.

Figure 8: Number of rejection sampling samples
can be fixed. Value Flows is robust to the number of
rejection sampling samples.

How important is bootstrapped conditional flow matching loss as anchor? To better understand
the role of the bootstrapped conditional flow matching loss as a stabilizing anchor in the vector
field loss, we ablate over different values of λ in the loss compare the performance of Value Flows

24



1296
1297
1298
1299
1300
1301
1302
1303
1304
1305
1306
1307
1308
1309
1310
1311
1312
1313
1314
1315
1316
1317
1318
1319
1320
1321
1322
1323
1324
1325
1326
1327
1328
1329
1330
1331
1332
1333
1334
1335
1336
1337
1338
1339
1340
1341
1342
1343
1344
1345
1346
1347
1348
1349

Under review as a conference paper at ICLR 2026

under different settings. We present the results in Fig. 4. We see that the absence of the anchor
and only using the distributional conditional flow matching loss resulted in poor performance on
both cube-double and puzzle-3x3 as LDCFM(v) can result in a divergence vector field due
to the lack of stable learning signals. This results in the policy being unable to learn to solve the
task. However, policy performance increases as soon as some amount of anchor is added, as the
vector field loss can quickly stabilize. With different values of λ, we see that there is a difference in
policy performance with some choices of the hyperparameter resulting in more optimal policies. This
suggest the amount of anchoring is an important hyperparameter of Value Flows and should be tuned
for each setting.

How important is the confidence weight? A key design choice of Value Flows is to reweight the
distributional flow-matching objective by our confidence weight. We next ablate over the effect of
this design choice on performance, as well as if the magnitude of this weighting makes a difference.
We present the results in Fig. 5. As can be seen from the plots, compared with the anchoring
coefficient, the weighting coefficient tends to affect performance to a lesser extent, but remains
important. In particular, we see in puzzle-3x3 that not using this weighting can result in slower
convergence of the policy, as it takes much longer for the Bellman backup to learn the uncertainty
information. For cube-double, not using this weighting resulted in slightly worse performance.
We also note that Value Flows was able to get better performance than baselines on puzzle-3x3
and cube-double without using the weighting. Comparing against different magnitudes of the
weighting, we find that Value Flows is relatively less sensitive to the magnitude of the weighting
coefficient, though weighting often results in better performance.

Figure 9: The uncertainty weight for different τ
coefficients for Bellman backup. A smaller coefficient
will cause the weight to increase more drastically for a
larger variance in returns.

Does the number of flow steps or rejection
sampling samples affect how well the return
distribution is modeled? Since we use flow
matching to model the return the distribution, an
important variable is the number of flow steps
used to train the return distribution. We ablate
over this hyperparamter and present the results
in Fig. 7. Note that we keep the number of
flow steps for the policy fixed for this evalua-
tion, and only alter the number of flow steps
to learn the return vector field. We see that in
puzzle-3x3, using too few flow steps could
hurt performance, likely because it makes the
network less expressive and thus less able to ac-
curately model the return distribution. However,
in general, the performance of Value Flows is
not as affected by the number of flow steps. We
found that 10 flow steps worked for all the ex-
periments in this paper. We also ablate over the
number of rejection samples for policy extrac-
tion in the offline setting, since we use a rejection sampling based policy extraction method. We
present the results in Fig. 8. We see that Value Flows is robust to the number of rejection samples. In
our experiments, we found 16 samples to work well across a variety of tasks.

E VISUALIZING THE CONFIDENCE WEIGHT

We visualize different hyperparameters for the confidence weight for reweighting the distributional
flow-matching objective in Fig. 9. The y-axis is the confidence weight equation in a logarithmic scale,
and we plot the curve for x ∈ [0, 1]. A smaller coefficient will cause the weight to increase more
drastically for a larger variance in returns, which makes the flow update focus more on that state and
action pair. In contrast, a larger coefficient will decrease the weighting for the same return variance.

F EXPERIMENT DETAILS

We implement Value Flows using the JAX library (Bradbury et al., 2018) on top of the implementation
provided by OGBench (Park et al., 2025a).
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F.1 ENVIRONMENTS

We use OGBench (Park et al., 2025a) and D4RL (Fu et al., 2021) to perform experimental evaluations.
OGBench is a benchmark for offline goal-conditioned reinforcement learning, with single-task
variants for standard reward-maximizing RL algorithms. We use the single-task variants of the
tasks for all the environments. The reward is given as -1 and 0 for locomotion tasks where 0 is
received upon task completion, and −ntask to 0 for manipulation depending on how many subtasks
are complete. We use the following datasets from OGBench in our evaluation, each consisting of 5
tasks:

• cube-double-play-v0

• cube-triple-play-v0

• scene-play-v0

• puzzle-3x3-play-v0

• puzzle-4x4-play-v0

• visual-antmaze-medium-navigate-v0

• visual-antmaze-teleport-navigate-v0

• visual-scene-play-v0

• visual-puzzle-3x3-play-v0

• visual-cube-double-play-v0

D4RL is a popular benchmark for studying offline RL. We measure performance of these tasks
following the original criterion for normalized returns proposed by Fu et al. (2021). We use the
following 12 tasks from Adroit, which require highly dexterous manipulation and feature a high
dimensional 24-DoF action space, for comparison:

• pen-human-v1

• pen-cloned-v1

• pen-expert-v1

• door-human-v1

• door-cloned-v1

• door-expert-v1

• hammer-human-v1

• hammer-expert-v1

• hammer-cloned-v1

• relocate-human-v1

• relocate-cloned-v1

• relocate-expert-v1

The cube-double and cube-triple tasks involve learning complex pick-and-place manipula-
tion of colored cube blocks from unstructured data. The scene tasks involve long-horizon reasoning
and manipulation with various objects in view. The puzzle-3x3 and puzzle-4x4 tasks involve
using the robot arm to solve the "Lights Out" puzzle and further tests combinatorial generalization.
The Adroit benchmarks involve controlling a 28-DoF hand to perform dexterous skills of spinning a
pen, opening a door, relocating a ball, and using a hammer to knock a button. The antmaze and
humanoidmaze tasks are designed to navigate a challenging maze by controlling a 8-DoF ant and
21-DoF humanoid, respectively. The visual variants of these navigation tasks further involve working
with a partially observable MDP as there are no low-dimensional state information and the algorithm
must learn entirely from pixel observations. We focus on manipulation for state-based offline setting
as these are highly challenging tasks that require handling multimodality and long-horizon reasoning.
We further include navigation for visual offline tasks as these have the added challenge of partial
observability and choose a diverse mix of tasks to evaluate in the offline-to-online setting.
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F.2 HYPERPARAMETERS

Table 4: Domain specific hyperparameters on OGBench and D4RL benchmarks.

Hyperparameter Anchor Coefficient λ Uncertainty weight Discount

cube-double-play 1 3 0.995
cube-triple-play 0.3 0.03 0.995
puzzle-3x3-play 2 0.3 0.99
puzzle-4x4-play 0.3 100 0.99
scene 1 0.3 0.99

visual-antmaze-medium-navigate 3 0.03 0.99
visual-antmaze-teleport-navigate 3 0.03 0.99
visual-cube-double-play 1 0.3 0.995
visual-puzzle-3x3-play 3 0.3 0.99
visual-scene-play 1 0.3 0.99

pen-human 0.3 1.0 0.99
pen-cloned 0.3 1.0 0.99
pen-expert 0.3 0.01 0.99
door-human 0.3 0.01 0.99
door-cloned 0.1 0.3 0.99
door-expert 0.1 0.3 0.99
hammer-human 0.3 0.3 0.99
hammer-cloned 0.3 0.3 0.99
hammer-expert 0.1 1.0 0.99
relocate-human 0.1 0.01 0.99
relocate-cloned 0.3 0.01 0.99
relocate-expert 0.3 0.1 0.99

Table 5: Common hyperparameters on OGBench and D4RL benchmarks.

Hyperparameter All

Optimizer Adam
Batch Size 256

Learning Rate 3e-4
MLP Hidden Dim 512

MLP Hidden Layers 4
Flow Steps 10

Actor Flow Steps 10
Actor Layer Norm True
Value Layer Norm True

Num Samples 16
Target τ 0.005

Q-Ensemble Size 2

F.3 METHODS FOR COMPARISON

We evaluate Value Flows against 9 state-of-the-art baselines, namely BC, IQL, and ReBRAC as
standard Gaussian RL methods; FBRAC, IFQL, FQL as methods that use more expressive flow
matching policies; and distributional algorithms C51, IQN, and CoDAC. We instantiate all distri-
butional baselines with flow matching as the policy class. We use rejection sampling as the policy
extraction method for C51 and IQN, and FQL policy extraction for CoDAC. For the non-distributional
baselines, we take results from FQL (Park et al., 2025c) directly for comparison with the tasks that are
available, and use the implementations provided by Park et al. (2025c) to run experiments otherwise.
We describe the methods below:

BC. Behavior cloning maximizes the log likelihood of the data. We train a Gaussian policy to
maximize log likelihood with [512, 512, 512, 512] MLPs as the backbone.
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IQL (Kostrikov et al., 2021a). Implicit Q-Learning is an offline RL method that uses expectile
regression to learn the best action within the support of the data. We perform hyperparameter search
over expectiles in {0.7, 0.9} and temperatures in {0.3, 1, 3, 10}.

ReBRAC (Tarasov et al., 2023). ReBRAC is a TD3+BC based method that implements several
design choices such as layernorm actor and critic decoupling for better performance. We perform
sweeps over the actor and critic coefficients with values {0.003, 0.01, 0.03, 0.1, 0.3, 1} for the actor
BC coefficient and {0, 0.001, 0.01, 0.1} for the critic BC coefficient.

IFQL (Hansen-Estruch et al., 2023). We implement IFQL as a version of Implicit Diffusion
Q-Learning with flow matching as the policy class. We compare against IFQL to keep the policy
classes consistent across methods, as the focus of our paper is on value learning and not policy class.
IFQL uses a flow matching policy to propose samples and uses a value function learned with the IQL
expectile loss to select actions. We tune expectiles in {0.7, 0.9} and the number of samples from
{32, 64, 128}.

FBRAC (Wu et al., 2019). We implement FBRAC as a version of Behavior Regularized Actor
Critic with flow policies instead of Gaussian policies. We tune the number of samples in {32, 64, 128}
and the BC coefficient from {1, 3, 10, 30, 100, 300}.

FQL (Park et al., 2025c). Flow Q-Learning uses a one-step flow policy to maximize value and
distill from a multistep BC flow policy to avoid backpropagating the Q-value through time. We
consider the BC distillation coefficient in {3, 10, 30, 100, 300, 1000}.

C51 (Bellemare et al., 2017). C51 is a classic distributional RL method that discretizes the return
distribution into a fixed number of bins and uses cross-entropy loss to update these categorical
distributions. We tune the number of atoms in {51, 101}.

IQN (Dabney et al., 2018). IQN is a distributional RL method that approximates the return
distribution by predicting quantile values at randomly sampled quantile fractions. We tune κ in
{0.7, 0.8, 0.9, 0.95}.

CoDAC (Ma et al., 2021). CoDAC combines the distributional value learning with conservative
policy updates. We sweep over the BC coefficient in {100, 300, 1000, 3000, 10000, 30000} and the
penalty coefficient {0.1, 1, 100}.
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