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Abstract

In this paper, we introduce BMMR, a large-scale bilingual, multimodal, multi-
disciplinary reasoning dataset for the community to develop and evaluate large
multimodal models (LMMs). BMMR comprises 110k college-level questions
spanning 300 UNESCO-defined subjects, spanning diverse formats—multiple-
choice, fill-in-the-blank, and open-ended QA—and sourced from both print and
digital media such as books, exams, and quizzes. All data are curated and filtered
via a human-in-the-loop and scalable framework, and each instance is paired with a
high-quality reasoning path. The dataset is organized into two parts: BMMR-Eval
that comprises 20, 458 high-quality instances to comprehensively assess LMMs’
knowledge and reasoning across multiple disciplines in both Chinese and English;
and BMMR-Train that contains 88,991 instances to support further research
and development, extending the current focus on mathematical reasoning to
diverse disciplines and domains. In addition, we propose the process-based
multi-discipline verifier (i.e., BMMR-Verifier) for accurate and fine-grained
evaluation of reasoning paths. Extensive experiments on 24 models reveal that (i)
even SOTA models (e.g., 03 and Gemini-2.5-Pro) leave substantial headroom on
BMMR-Eval; (ii) reasoning models exhibit discipline bias and outperform LMMs
only on specific subjects; (iii) open-source models still trail their proprietary
counterparts; and (iv) fine-tuning on BMMR-Train narrows this gap. Additionally,
we conduct reasoning-chain analyses using BMMR-Verifier and other in-depth
studies, uncovering the challenges LMMs currently face in multidisciplinary
reasoning. We will release the data, and we hope our work can offers insights and
contributions to the community.

Project Site: https://bmmr.pages.dev/
Code & Sources: https://github.com/WooooDyy/BMMR/

1 Introduction

Large multimodal models (LMMs) [1-3] and large reasoning models (LRMs) [4] have demonstrated
extraordinary expertise and reasoning capabilities across a wide range of academic fields—such
as mathematics, physics, and chemistry [5—7]. These models, represented by GPT-40 [8] and
OpenAI-ol [9], can process and reason over both textual and visual inputs, and have generated
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Figure 1: Overview of the BMMR dataset. It encompasses 110k instances across 300 subjects defined
by UNESCO. We present two illustrative examples for visualization (top-middle and top-right).
Furthermore, we compare our BMMR-Eval with other benchmarks regarding size and diversity
(bottom-left). A comparison of model performance on BMMR-Eval versus MMMU is also included
(bottom-middle), highlighting the challenging nature of our test set. Finally, we demonstrate that
fine-tuning open-source models of various sizes (3B-78B) on our BMMR-Train yields significant
performance enhancements (bottom-right).

significant interest in the Al community due to their potential to enable more general Al systems, i.e.,
AGI [10, 11].

However, with these advancements, comprehensively and accurately evaluating knowledge and
reasoning capabilities of LMMs and LRMs across disciplines has become increasingly challenging.
Existing benchmarks [12—-14] struggle to strike a balance among subject diversity, problem com-
plexity, reasoning depth, and language coverage, and have recently begun to exhibit performance
saturation [15-18]. At the same time, the community lacks a multimodal, multidisciplinary training
dataset—one that offers diverse questions and curated reasoning paths—to support research and
development, especially within the open-source community [6, 19].

To bridge this gap, we introduce BMMR (Section 3): a large-scale bilingual, multimodal, multi-
disciplinary reasoning dataset that contains 110k college-level high-quality instances, spanning 8
high-level disciplines and 300 sub-fields from UNESCO (The United Nations Educational, Scientific
and Cultural Organization) [20], as illustrated in Figure 1. BMMR is organized into two parts: (1)
BMMR-Eval, which comprises 20k instances with broad subject coverage and multiple difficulty
levels for comprehensively assessing models’ knowledge and reasoning across disciplines in both
English and Chinese (see Table 1); and (2) BMMR-Train, which contains 89k instances to support
further research and development, and extend the community’s focus on mathematical reasoning to
more diverse disciplines and domains.

We collect BMMR data from both digital and print sources—including books, exams, and quiz
collections—and the dataset encompasses diverse formats such as multiple-choice, fill-in-the-blank,
and open-ended QA. All instances are curated and filtered through a human-in-the-loop and scalable
processing framework and paired with a high-quality reasoning path to ensure robustness and solid-
ness. Every retained question in BMMR demands precise cross-modal comprehension, specialized
domain knowledge, and advanced reasoning skills to solve [21-23].



To further enable accurate and fine-grained evaluation of models’ reasoning abilities across disciplines
and to prevent models from simply recalling or guessing the correct answers [24-26], we also propose
BMMR-Verifier—a process-based bilingual, multimodal, multidisciplinary verifier (Section 4).

Extensive experiments on 24 LMMs and LRMs (Section 5.2 and Section 5.3) reveal that: (1) Even
SOTA models perform suboptimally—for instance, 03 and Gemini2.5-Pro only achieves 38.06 and
50.15, revealing substantial headroom; (2) Contrary to intuition, LRMs do not consistently outperform
LMMs across all disciplines. Instead, they exhibit clear subject bias, excelling only in specific areas
such as mathematical reasoning. This further validates BMMR’s emphasis on multi-discipline
knowledge; (3) Open-source models still lag behind their proprietary counterparts, highlighting
the academia-industry gap. (4) Fine-tuning on BMMR-Train narrows this gap—for example, the
finetuned BMMR-InternVL2.5-78B achieves a 19.07% improvement in overall performance.

Additionally, using the developed BMMR-Verifier, we conduct a fine-grained analysis of reasoning
processes (Section 5.4). We present the distribution of reasoning-step quality across different models
and examine, at a granular level, their reasoning abilities in various disciplines. Furthermore, through
error categorization, qualitative studies, and deeper analyses (Section 6), we highlight key challenges
in multimodal reasoning—such as overthinking [27, 28] and hallucination [29, 30]—and hope these
findings offer valuable insights for advancing the next-generation models.

In summary, our main contributions are:

1. We introduce BMMR, a large-scale bilingual, multimodal, multidisciplinary reasoning
dataset—comprising BMMR-Eval and BMMR-Train—to enable comprehensive evaluation
and support research and development of multimodal foundation models.

2. We propose the multimodal, multidisciplinary, process-based BMMR-Verifier for accurate
and fine-grained evaluation of the models’ reasoning capabilities.

3. We conduct extensive experiments and analysis on 24 open-source and proprietary LMMs
and LRMs, and provide key findings and insights. We hope our work can contribute to the
field and inspire future research.

2 Related Work

Benchmarks for LMMs. The evaluation of multimodal models’ intelligence remains a critical
endeavor [31]. While fundamental benchmarks have been introduced to evaluate core visual under-
standing skills of LMMs, including visual classification [32], retrieval [33], grounding [34], and
question-answering [35], they do not specifically focus on reasoning capabilities in multidisciplinary
tasks. MMMU [5] notably pioneered multi-discipline understanding evaluation with its 11k problems
spanning 30 subjects. However, such traditional multi-discipline benchmarks demonstrate insufficient
logic reasoning demands, failing to challenge contemporary state-of-the-art LMMs such as Gemini
2.5 [36] and InternVL3 [2]. Recent research has shifted toward evaluating System-2 reasoning
through advanced benchmarks requiring a significantly higher cognitive standard: MathVista [37]
employs both multiple-choice and open-ended formats to probe mathematical reasoning, while
MathVerse [38] systematically investigates modality-specific performance variations to isolate visual
understanding impacts. Although these emerging benchmarks pose significant challenges for current
LMMs [12, 39, 40], they still exhibit critical limitations in providing holistic assessments of reasoning
abilities across multiple disciplines. In this work, we build the larger-scale BMMR-Eval that covers
more diverse subjects (see Table 1).

Multimodal reasoning datasets. To advance the reasoning capabilities of LMMs, researchers have
developed specialized multimodal training datasets [6, 43]. Current efforts include datasets targeting
foundational visual reasoning tasks such as commonsense reasoning, embodied planning [44], and
spatial reasoning [45—47]. For complex reasoning challenges, studies like LLaVA-CoT [48] and
MAmmoTH-VL [49] generate structured reasoning paths across diverse visual reasoning domains,
while ScienceQA [6] and MM-Eureka [50] offer multidisciplinary question-answer datasets with
detailed chain-of-thought annotations. However, these resources remain constrained by their exclusive
focus on K-12-level content, which limits their effectiveness in advancing state-of-the-art models
that require higher-order reasoning. In this work, we address these limitations by constructing a
new college-level multimodal dataset featuring cross-modal comprehension, specialized domain
knowledge and advanced reasoning.



Table 1: Overall comparison between BMMR-Eval and other existing benchmarks. In the Source
column, D means digital-based data sources, such as websites and existing datasets; P means print-
based data sources, such as college textbooks and exams; R means repurposed data sources. The
column Multiple Images implies the presence of questions that contains multiple images. In the
Question Type column, MC means multiple-choice questions, FIB means fill-in-the-blank questions,
ans OE means open-ended questions, TF means true-or-false questions. (t) in the Language column
means “translated”. In the Difficulty column, C means college level, K means K-12 level, and H
means high-school level. Information for R-Bench only cover its multimodal subset. For all datasets,
we only report statistics on their test split.
Source #Item #Discipline Multiple Images Reasoning Path Question Type Language Difficulty

MMMU [5] D,P 10.5k 6/30/183 Yes Partial MC, OE EN. C
MMMU-Pro [35] D,P 1.7k  6/30/183 Yes Partial MC, OE EN C
CMMMU [41] D,P 11k 6/30 Yes No MC, FIB, TF ZH C
MathVista [37] D 6.1k Math No Partial MC, OE EN K,C
MathVerse [38] D 3.9k Math No Partial MC, OE EN H,C
ScienceQA [6] P 4.2k 3/26/127 No Yes MC EN K
R-Bench [42] P 665 83 No No MC, TF EN, ZH (1) C
BMMR-Eval (Ours) D, P, R 20k 8/16/40/264 Yes Yes MC, FIB, OE EN,ZH C

Process reward models and verifiers. Apart from final answer validation, process evaluation is
also important for reasoning tasks [51, 52]. Research in LLMs has progressed from foundational
Outcome-supervised Reward Models (ORMs) [24, 53, 54] that evaluate final outputs to more Process
Reward Models (PRMs) [55, 25] designed to supervise intermediate steps in complex reasoning
tasks. While PRMs, trained via methods including human annotation [51, 56] and Monte Carlo
(MC) estimation [57-59, 25, 60, 61], offer finer-grained guidance, they suffer from inaccuracies,
such as those arising from MC estimation bias and vulnerability to reward hacking. To address these
limitations, verifiers have been introduced as a corrective mechanism [62—-64], employing objective
criteria like reference answers and formal rules to ensure the reliability of outputs and reasoning
steps. In this work, we develop BMMR- Verifier to enhance the evaluation of models’ reasoning paths
across different disciplines, enabling a more granular assessment of their performance.

3 BMMR: A Bilingual Multimodal Multi-Discipline Reasoning Dataset

3.1 Overview of BMMR

The BMMR dataset is proposed to support the evaluation and development of multimodal foundation
models in college-level, multidisciplinary knowledge, understanding, and reasoning. It comprises
110k items spanning 300 UNESCO-defined subfields across 8 high-level disciplines.

BMMR is bilingual (English and Chinese) and sourced from both print and digital media, including
books, exams, and quizzes. This variety of sources inevitably introduces uncertainty in data quality.
We design specific procedures to ensure question diversity, complexity, and answer verifiability. We
also re-organize the original questions—through rewriting and augmentation—into multiple-choice,
fill-in-the-blank, and open-ended QA formats to minimize the impact of model memorization and
guessing. Each retained instance requires cross-modal understanding, domain-specific expertise, and
advanced reasoning skills to solve. To support the research community, each instance is paired with a
high-quality reasoning path.

BMMR is splited into two subsets: BMMR-Eval, containing 20, 458 examples, and BMMR-Train,
containing 88,991 examples. Specifically, BMMR-Eval is designed to comprehensively assess
LMMs’ perception, knowledge, and reasoning across a broad range of disciplines and difficulty levels;
BMMR-Train supports the community’s research and development of next-generation multimodal
foundation models, extending the current focus of the community on mathematical reasoning to
diverse disciplines and domains. The statistics of BMMR is listed in Table 4 in Appendix B.



3.2 Data Collecting and Curation Framework for BMMR

By conducting multiple rounds of human-in-the-loop review and revision, we ultimately develop a
solid and scalable data collection and curation framework comprising six main steps: (1) taxonomy
gathering; (2) data collection and preprocessing; (3) discipline classification and tagging; (4) safety
and objectivity checks and self-consistency validation; (5) data transformation and augmentation;
and (6) quality control and distribution balancing. The full workflow is detailed in Appendix A.

4 BMMR-Verifier: A Process-based Multimodal, Multi-Discipline Verifier

Motivation. Rule-based answer extraction and exact-match scoring simplify the comparison be-
tween a model’s output and the reference answer. However, this approach introduces several
challenges: (1) false positives, where a model arrives at the correct answer through flawed rea-
soning [65, 66]; (2) memorization and guessing, where the model simply recalls the answer without
performing meaningful reasoning [67—69]; and (3) misjudgments, where the model’s answer is
actually correct but fails to exactly match the reference annotation [70, 71].

As we aim to accurately evaluate the model’s reasoning path at a fine-grained level—and to minimize
misjudgments—we introduce BMMR-Verifier, a process-based, multidisciplinary multimodal veri-
fier. Given a question, a reference solution, and a model response, BUMR-Verifier precisely scores
each step of the model’s reasoning path and determines the correctness of the final answer.

Training receipe of BMMR-Verifier. Given a dataset D = {x,r}, where = denotes the input
(comprising both the images and the query) and r represents the reference solution. We perform 32
rollouts per sample from multiple models. A correctness label c is assigned to each trajectory 7 via
rule-based evaluation. As a result, we obtain an augmented dataset D,. = {x, r, 7, ¢}, consisting of
N tuples. We perform an additional rebalancing and filtering step to balance the difficulty distribution
of the dataset and to filter out low-quality samples, resulting in a curated training set D,,.

Next, we employ the same method in Wang et al. [25], Yu et al. [59] to assign step-level scores to
each reasoning trajectory 7. Given the ground-truth label ¢, we assign a positive “+” or negative “—”
tag as the label y. We then insert the label y to the end of every step and get the new trajectory

T = {slayla 52,Y2, -+, SKny}7 (])

where 5() represents the step and y(*) € {+, —} represents the corresponding label, and K is the
total step counts.

Drawing inspiration from the training of process reward models [55, 25], we optimize
BMMR-Verifier ¢ with the cross-entropy loss:

K
Ly =" [p(y:)log d(y:) + (1 — p(ys)) log(1 — &(y:))], )

i=1
where ¢(y;) is the probability that verifier predicts y;, p(y;) € {0, 1} is the oracle probability of ;.
During testing, following previous work [25, 26], given z, r and the preceding steps, we can use
the BMMR-Verifier to predict the probability that the next token is “+4”, which serves as our score

for the reasoning step. At the same time, we can also employ different strategies to score the entire
response—for example, by averaging the scores of all steps or by using the score of the final step.

5 Experiments

5.1 Experimental Setups

Baseline models for evaluation. We evaluate 24 models spanning 12 series, including open-source
and proprietary multimodal models for comprehensiveness.

We evaluate the following proprietary models: OpenAl’s GPT-4o0 [8], recognized as the
leading LMM; OpenAI’'s 03 and o4-mini [10], both high-performance reasoning mod-
els; Google’s Gemini-2.5-Pro [36], a leading multimodal reasoning model; and Google’s
Gemini-2.5-Flash [72], a lightweight variant of the Gemini family.



Table 2: Main evaluation results on different top-level disciplines. The best results in each group are
in bold, and the second best are underlined.

LMMs Discipline Language Avg.
Health Bus. ICTs Arts Agri. Soc. Sci. Nat. Sci. Eng. En Zh no CoT
2B - 5B Scale Models
Phi-3.5-vision-Inst. 0.00 0.00 0.00 0.14 095 0.85 264 0.82 590 253 388 1.83
Phi-4-multimodal-Inst. 19.23 447 477 682 459 4.99 9.60 558 18.84 8.78 12.82 9.37
InternVL3-2B 17.95 10.00 13.84 10.53 9.14 8.03 1099 7.72 1499 11.50 12.90 11.18
Qwen2.5-VL-3B-Inst. 2949 11.84 11.22 12.55 14.66 9.73 12.25 10.82 11.52 14.95 13.57 1547
7B - 8B Scale Models
LLaVAJSR2 "8 0.00 079 143 0.00 032 1.46 490 153 1139 398 696  5.09
InternVL2.5-8B 43.59 22.89 18.85 17.77 16.54 16.30 1620 14.19 17.22 18.45 17.96 15.43
InternVL2.5-8B-MPO 2949 18.16 17.90 18.01 16.76 19.10 17.00 14.85 17.22 19.97 18.87 14.17
InternVL3-8B 2436 17.11 20.53 26.47 28.84 25.30 25.64 2228 2631 2899 2792  23.19
Qwen2.5-VL-7B-Inst. 1795 17.89 24.11 26.33 24.42 22.75 2440 19.80 23.78 27.60 26.07 22.38
14B - 38B Scale Models
InternVL3-14B 30.77 40.53 30.79 3291 36.85 26.03 29.57 27.08 29.65 33.59 32.01 24.72
InternVL2.5-38B 28.21 31.45 21.71 2545 23.45 21.93 24.87 2036 29.76 27.69 28.52  26.53
InternVL2.5-38B-MPO 23.08 1342 25.06 12.74 12.83 13.63 22.13 16.28 28.58 27.03 27.65 22.46
Qwen2.5-VL-32B-Inst. 41.03 32.89 46.78 40.20 35.84 36.74 32.68 28.83 31.84 35.60 34.09 33.84
72B - 78B Scale Models
LLaVAJven2-728 34.62 947 1146 1514 12.02 9.61 1656 11.58 21.74 17.38 19.13  17.80
InternVL2.5-78B 3846 25.00 3341 19.65 22.59 18.73 25.18 21.33 29.27 28.47 2879  22.15
InternVL2.5-78B-MP0O 28.21 18.68 26.25 12.74 12.13 16.79 2423 1791 31.68 29.24 30.22 22.08
InternVL3-78B 21.79 28.42 41.53 20.87 21.84 16.42 28.16 2247 3486 33.02 33.76  23.59
QVQ-72B-Preview 30.77 27.63 2220 22.99 26.17 25.06 21.62 18.36 23.73 23.03 23.31 /
Qwen2.5-VL-72B-Inst. 37.18 38.68 39.38 39.45 37.98 36.13 36.66 31.88 35.86 39.81 38.22 29.71
Proprietary Models
GPT-40 20.51 3579 3890 19.61 21.12 22.51 2222 1875 26.65 24.08 25.11 7.05
Gemini-2.5¢1ash thinking 46.58 32.49 53.39 33.80 33.90 31.34 39.28 31.00 49.07 40.83 44.16 33.40
Gemini-2.5-pro 38.89 46.99 5093 40.90 46.74 36.51 50.95 30.57 4533 53.06 50.15  48.66
o4-mini 44.44 28.92 4537 3557 26.19 43.77 37.56 22.14 31.53 3856 3591 /
03 27.78 48.19 63.89 52.94 43.65 51.48 39.26 23.75 27.18 44.63 38.06 /

For open-source models, we include the 3B, 7B, 32B, and 72B varients of Qwen2.5-VL [1];
the 8B, 38B, and 78B varients of InternVL-2.5 [2]; the 8B, 38B, and 78B varients of
InternVL-2.5-MPO [73] which is performed mixed preference optimization (MPO) for reason-
ing; the 2B, 8B, 14B and 78B version of InternVL-3 [74];the QVQ [75] which is a reasoning model
built on Qwen2-VL-72B; the 4.2B Phi-3.5-vision [76] and the 5.6B Phi-4-multimodal [77];
the 7B and 72B version of LLaVA-OneVision [78].

Implementation details. All experiments are conducted on NVIDIA A100 GPUs. For outcome-
based evaluation, we employ rule-based extraction. For process evaluation with the BUMR-Verifier,
we split reasoning steps using newline characters. For the main evaluation, we use greedy decod-
ing. Due to cost constraints, for Gemini2.5-Pro, 03, and o4-mini we evaluate on TestMini—a
distribution-matched subset of BMMR-Eval containing 5.4k samples.Since LRMs (QVQ, 03, and
0o4-mini) cannot control the output of CoT based on prompts or other settings when generating
answers, we did not test these three models in the non-CoT scenario.

For the training of BMMR-Verifier, we sample 140k question—response pairs from multiple models.
During process-level evaluation, we uniformly sampld a subset of 5.4k questions from BMMR-Eval,
i.e., BMMR-Eval-Testmini. The learning rate is set to 2e — 5, with the number of epochs set to 1.
The global batch size is set to 64, and the warmup ratio is 0.05.

We finetune InternVL2.5-{8B, 38B, 78B} and Qwen2.5-VL-{3B, 7B} with BMMR-Train.
More details and the training hyperparameters are listed in Appendix C.

5.2 Main Evaluation Results

BMMR is challenging even for SOTA models. The evaluation results are illustrated in Ta-
ble 2. Both open-source and proprietary models face significant challenges with BMMR-
Eval. Specifically, the top-performing open-source LMMs—Qwen2.5-VL-72B-Instruct and
InternVL3-78B—achieve only 38.22 and 33.76 overall performance, respectively. Even the leading
proprietary model, Gemini Pro, attains a performance of 51.15. These results collectively demonstrate
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that BMMR-Eval presents a challenging evaluation task for current SOTA models, realing that the
community still have a long way to go.

Most models exhibit balanced performance in Chinese and English. BMMR-Eval contains
native Chinese and English questions, and most models show balanced performance between their
Chinese and English scores, demonstrating strong cross-lingual capabilities. In contrast, only a few
models are exceptions—for example, Phi-4-multimodal-Instruct scores 18.84 on the English
subset but only 8.78 on the Chinese subset.

Chain-of-thoughts can significantly boost performance. While our focus is on System 2’s
deliberate, in-depth reasoning, we also crafte prompts to trigger fast, System 1 responses—and
found that System 1 consistently underperforms, especially in models fine-tuned for reasoning (e.g.,
InternVL-2.5-MPO and the InternVL-3 series). Given the high inference cost of System 2, this
suggests that future post-training should explicitly factor in compute budget, enabling models to
adaptively choose—based on question difficulty—whether to invoke deep reasoning and how many
tokens to allocate [79-81].

LRMs exhibit greater performance imbalance across disciplines compared to LMMs. We
observe a pronounced performance imbalance across disciplines, especially for models optimized
for reasoning ability. For instance, InternVL3-78B achieves 41.53 in ICTs but falls to 21.84 in
Agriculture and 16.42 in Social Science, while 03 scores 63.89 in ICTs versus just 27.78 in Health.
In contrast, InternVL2.5-78B and Qwen2.5-VL-72B deliver more consistent results across fields.
These findings suggest that reasoning-focused fine-tuning can boost capabilities in technical domains
but may compromise effectiveness in humanities-oriented subjects. Future development should
therefore strive to balance specialized reasoning strength with robust, cross-disciplinary performance.

5.3 Fine-tuning Open-Source Models with BMMR-Train

Considering the current shortage of large multimodal, multidisciplinary training datasets for develop-
ing stronger models in the open-source community, we created BMMR-Train, which contains 89k
high-quality samples. We then fine-tuned 5 open-source models on BMMR-Train, and the results are
illustrated in Figure 2. We find that fine-tuning with BMMR-Train yields significant performance
gains across disciplines. For example, the fine-tuned Qwen2.5-VL-3B-Instruct achieves a 72.28%
improvement on ICTs, and BMMR-InternVL2.5-78B achieveies a 43.34% improvement on Health.
Furthermore, BMMR-InternVL2.5-38B surpasses the untrained InternVL2.5-78B in 4 out of 8
top-level disciplines. We believe that adopting more advanced post-training techniques could yield
even greater gains [4, 9, 82, 83, 73], which we leave to future work.

5.4 Process-based Evaluation with BUMR-Verifier Table 3: Agreement between the Verifier

. and GPT-40 and human annotators.
Effectiveness of BUMR-Verifier. To evaluate whether

the BMMR-Verifier can accurately assess reasoning

Model Response-Level Step-Level

steps across multiple disciplines, we measure its consis- GPT-4o 1.67% 89.21%
. Human 95.00% 93.71%

tency with scores from GPT-40 and human annotators.
Average 93.34% 91.46%

We first collect 50k reasoning trajectories generated by




Figure 3: Score distribution in different models
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Figure 4: Average reasoning path scores across top-level disciplines predicted by BMMR- Verifier.

Gemini2.5-Flash, InternVL3, Qwen2.5, and InternVL2.5, and prompted GPT-40 to assign
scores. From these, we randomly sample 1, 000 instances and asked college students from diverse
academic backgrounds to annotate them. Both GPT-40 and human annotators labeled each rea-
soning step with either a “+4” or “—". We evaluate two types of consistency: (1) Response-level
consistency, which compares the average score across all steps at the response level; (2) Step-level
consistency, which involves a step-by-step comparison. The results in Table 3 show that our trained
BMMR-Verifier exhibits high consistency with GPT-40 and human annotators.

Distribution of reasoning step scores across different models. We visualize the distribution
of reasoning-step scores for different models in Figure 3. We observe that the models exhibit
distinct distributions: for example, the stronger Gemini-2.5-flash’s scores are predominantly
concentrated in the higher range, with a correspondingly high mean, demonstrating its robust
reasoning ability and contributing to its superior overall performance (see Table 2). In contrast,
LLaVA-OneVision-Qwen2-72B shows a larger concentration in the lower-score region, resulting in
a lower average score and consequently dragging down its overall performance (see Table 2). This
indicates that the quality of reasoning is also a key factor in improving model performance.

Reasoning quality in different disciplines. We also examined LMMs’ process-reasoning quality
across different disciplines in Figure 4. We found that: (1) different disciplines pose distinct
challenges to the models’ reasoning abilities. Overall, models score lower on reasoning steps in
Natural Science and Engineering, but higher in Social Science and Health—perhaps because STEM
fields demand more rigorous multi-step reasoning, whereas the humanities require fewer complex
reasoning skills. (2) Models’ subject biases are likewise reflected in their reasoning-step scores. For
example, LLaVA-OneVision-72B achieves top-tier performance in Information and Communication
Technologies (ICTs), Health, and Engineering, yet performs poorly in other disciplines.

6 Analysis and Discussion

6.1 Scaling Trends with Model Size, Thinking length, and Visual Encoder Size

In Figure 5, we visualize the relationship between model performance and three factors of LMMs to
further investigate their influence: the number of model parameters, the number of output tokens,
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Figure 5: Overall performance on BMMR-Eval of 23 models from 8 distinct series with respect to
three key factors: the number of model parameters, the number of output tokens, and the number of
parameters in the vision encoder. Different model series are distinguished using unique colors.

and the number of parameters in the vision encoder. Several clear patterns emerge: (1) As model
size scales up, performance shows a clear upward trend. For instance, in the Qwen2.5-VL series,
the 3B, 7B, 32B, and 72B models achieve performance scores of 13.57, 26.07, 34.09, and 38.22,
respectively. (2) As the number of output tokens increases, overall model performance generally
improves; however, there are outliers, e.g., QUQ-72B and Phi-3.5-Vision-Instruct produce very
long outputs but do not show significant performance gains. This may be attributed to the overthinking
behavior in reasoning models as Chen et al. [27], Fan et al. [28] reveals. (3) Performance also tends to
increase with the number of parameters in the visual encoder. However, for some model series—such
as Qwen2.5-VL—different model sizes use the same visual encoder configuration, suggesting that
performance differences in these cases may stem from other components, e.g., decoders.

6.2 Qualitative Error Analysis and Case Study

In this section, we conduct a fine-grained error analysis on 19k re- Otters (09%)
sponses sampled from different models. We provide the incorrect P}'?Z'.'?»f{""
reasoning responses to GPT-4o for error classification, and the results

are presented in Figure 6. We observe that the largest portion of errors Visual Perception

Error (9.4%)

stems from a lack of domain knowledge, which highlights the broad
multidisciplinary knowledge coverage of BMMR-Eval. The second BT
and third most frequent types of errors originate from computation, Frror G19%)

derivation, and reasoning; this also validates our dataset’s demand R
for System-2 reasoning capabilities. We point out that developing

next-generation LMMs and LRMs needs to simultaneously consid- T R

ering different aspects, including visual understanding capabilities, friorGRT0
reasoning skills, and multidisciplinary knowledge.

We also conduct a detailed case study to analyze the model’s failure . C
modes in Appendix D. In Figure 7, the model engaged in extensive Figure 6: Error distribution
overthinking, overlooked simpler paths, and ultimately err [27, 28]. % BMMR-Eval.

In Figure 8, the model hallucinated [29, 30], resulting in an eventual failure.

7 Conclusion

In this paper, we propose BMMR, a new bilingual, multimodal, multi-disciplinary reasoning dataset
which includes the BMMR-Eval with 20, 458 examples and the BMMR-Train training set with
88,991 examples. We collect and curate data by constructing a scalable framework. Additionally, we
also propose a process-based, multimodal, multi-disciplinary BMMR-Verifier for detailed reasoning
path analysis. Through extensive experiments and analysis on more than 20 models, we demonstrate
the difficulties currently faced by the community and provide insights. We hope that our dataset and
the experiments can contribute to the further development of the community.
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A Data Collecting and Curation Framework

As mentioned before, we have developed a solid and scalable framework for data collection and
curation. We now describe it in detail.

Taxonomy gathering. Unlike previous efforts to build single-discipline reasoning datasets [37,
38], we require a disciplinary taxonomy as a principled framework to guide our data collection
and processing pipeline. To this end, we adopt the discipline taxonomy defined by UNESCO as
our standard to strengthen the solidness of our work. UNESCO’s classification comprises four
hierarchical levels. At the first level we include 8 categories—Arts and Humanities; Social Sciences,
Journalism, and Information; Business, Administration, and Law; Natural Sciences, Mathematics,
and Statistics; Information and Communication Technologies (ICTs); Engineering, Manufacturing,
and Construction; Agriculture, Forestry, Fisheries, and Veterinary Sciences; and Health and Welfare.
The second level contains 16 sub-disciplines, the third level 40 and the fourth level more than 300.
This hierarchy likewise served as a clear guide for our subsequent workflow.

Data collection and preprocessing. We collect multi-disciplinary data at the college level from
open information sources, including print-based and digit-based books, exams and quiz collections
under the guidance of the taxonomy. The original collect dataset comprises over two million examples,
covering all first-level disciplines in the UNESCO taxonomy. Additionally, it includes 29 types of
images, offering rich and diverse multimodal content.

After collecting the data, in order to ensure its validity, we first check the integrity of both the questions
and the answers separately, so as to avoid situations where the key information is missing, making
the questions unanswerable or the answers failing to reach a final conclusion. At the same time, we
confirmed the corresponding relationship between the questions and the answers. Specifically, we
extracted the questions in the data and their corresponding answers to ensure the matching order of
the answers and questions, thus avoiding the problem of difficult answer matching caused by multiple
questions existing in a single piece of data.

Discipline classification and tagging. Given the preprocessed triples of (question, reasoning path,
answer), we then perform discipline classification and tagging. As the taxonomy encompasses over
300 categories, we adopt a hierarchical approach for accuracy. Specifically, we first prompt GPT-40
to classify each instance into its corresponding top-level discipline. Next we present the model
with the set of associated second-level disciplines and ask it to select the best match. As individual
questions can span multiple fine-grained subfields, we then switch to a tagging approach for third-
and fourth-level labeling: the model first tags each instance with relevant third-level disciplines,
and then—using those third-level tags—it assigns the corresponding fourth-level subfields. By
constraining the candidate labels at each step, this method narrows the search space and reduces the
risk of misclassification.

Safety and objectivity check, and self-consistency validation. Our dataset is sourced frow a
wide variety of sources, and may introduce substantial safety uncertainty and subjectivity. To
address this, we prompt GPT-4o0 to exclude any examples that depend on personal preferences or
could introduce safety concerns (e.g., racial discrimination and gender bias), thereby retaining only
objective, verifiable, and safe items.

To select challenging reasoning examples, we performed three self-consistency validation stages
using a SOTA model (GPT-40). First, we prompted the model to flag items requiring domain-specific
knowledge, excluding those solvable by common sense alone and filtering out the rest. Second, we
evaluated questions by the complexity of their corresponding reasoning paths, retaining only those
that demanded multi-step inference. Third, we prompted the model to assess image—text alignment,
removing samples with excessive overlap to ensure that each question required full multimodal
integration. This automatic validation and filtering procedure yielded a set of truly multimodal,
multidisciplinary complex-reasoning samples.

Data transformation and augmentation. Our dataset originally encompassed diverse question
formats, which can complicate answer verification. Consequently, many benchmarks default to
multiple-choice for the ease of scoring and evaluation—but this may lower task difficulty and allow
models to succeed by guessing.
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To address this issue, for questions that are originally non—multiple-choice (such as open-ended
QA and fill-in-the-blank), we had already removed those involving subjective preferences and
retained only those with objectively verifiable answers in the previous step; therefore, we kept their
original format. For those that are originally multiple-choice, we applied two transformation and
diversification strategies. First, for multiple-choice examples whose correct answer does not depend
on the specific options (e.g., questions that can be directly answered with a numerical value without
relying on the given options), we converted them into open-ended questions to broaden the answer
space. Second, for items that do rely on the given options (e.g., questions that require judging
the correctness of options based on the context of the question), we kept the original question and
added “fact verification” tasks: for each secondary-discipline area, we compiled a set of related
statements—some true, some false—and created questions asking the model to judge each statement.
This forces LMMs to confirm every proposition through explicit reasoning, thereby increasing task
complexity.

Quality control and distribution balancing. Considering the uncertainty in quality and difficulty
of both collected and augmented data, we implemented additional quality control using a cascade
strategy of three models. First, a relatively weak model generated 32 responses per instance, and we
computed each sample’s agreement rate with our annotated ground truth. We retained open-ended
questions with agreement rates between 0.2 and 0.6, and multiple-choice questions with agreement
rates between 0.3 and 0.6 (since they are easier to guess). Instances with agreement below 0.2 for
open-ended questions and below 0.3 for multiple-choice questions are then passed to a stronger
model, which sample answers and is filtered using the same thresholds. This process is repeated
three times, using the Qwen2.5-7B-Instruct, Qwen2.5-72B-Instruct, and GPT-40 models in
sequence.

Finally, for those instances that still exhibited low agreement after the strongest model’s sampling,
we recruited 40 annotators from diverse disciplines to perform manual verification. Unlike the
model-based sampling task, these annotators verified both the correctness of each reasoning path and
the final answer. This procedure reduces the complexity and cost of human annotation while ensuring
high-quality data. Only instances that pass manual verification are included in the final dataset.

To prevent our quality control process from distorting the subject distribution, we dynamically adjust
the model-based agreement thresholds and downsample disciplines with an excessive number of
instances. This balances the overall distribution and helps reduce disciplinary bias. Additionally,
for BMMR-Eval, we also divided the data into five difficulty levels based on the aforementioned
sampling accuracy.

B Statistics of BMMR

The key statistics of both BMMR-Train and BMMR-Eval are shown in Table 4.

Table 4: Key statistics of the BMMR dataset.

Statistics Number
Total Questions 109449
Total Disciplines/Subjects/Subfields 8/16/40/300
Language ZH/EN
Image Types 29
Train:Test 88991 : 20458
Difficulty Level College
Difficulties of BMMR-Eval (levell - level5) 5783 : 3824 : 3321 : 3462 :4068
Multiple-choice Questions 58740 : 10685
Open-ended and fill-in-the-blank Questions 30270 : 9773
Average question length 204.99
Average reasoning length 1054.38
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C More Implementation Details and Hyperparameters

We used Llama Factory [84] to finetune Qwen2.5-VL series of models and InternVL # for InternVL2.5.
The hyperparameters for training models on BMMR-Train are shown in Table 5. We used MS-
Swift [85] to train the verifier. For evaluation, we employed vLLLM [86] to speedup generation. We
will release the dataset and the code to run evaluation for reproduction. The sampling parameters are
included in the code.

Table 5: Hyperparameters for training models on BMMR-Train
Qwen2.5-VL InternVL2.5
3B 7B 8B 38B 78B

Global Batch Size 64 64 64 128 384
Peak Learning Rate le-5 le-5 le-5 2e-5 2e-5

Epochs 1 1 1 1 1

Warm-Up Ratio 0.05 0.05 0.05 0.03 0.03
Freeze ViT Yes Yes Yes Yes Yes
Freeze Projector Yes Yes No No No

D Case Study

Section 6.2 analyzes the model’s error categories and identifies common mistakes. We now present
case studies in Figure 7 and Figure 8 to illustrate these issues.

Figure 7 exemplifies an "overthinking" error. The model initially conducted a correctness analysis of
all options, but the error occurred after analyzing option B, where it repeatedly verified its correctness.
Although this choice ultimately proved to be correct, the excessive deliberation over this option led
the model to neglect checking the correctness of the other options.

Figure 8 demonstrates a "hallucination” error. While the ground truth solution correctly analyzes the
provided graph (representing f(z)) to find the inflection points of g(x), the model entirely disregards
this visual information. Instead, it relies on a self-generated, or "hallucinated” function f(x). This
oversight reveals a significant lack of visual grounding. Rather than analyzing the given graph and
applying the problem’s definition of g(z), the model invents a piecewise function f(z) and bases its
entire reasoning on this fabricated construct.

E Annotator Guidelines

E.1 Scenario 1 — Question—~Answer Matching
Goal. Decide whether the candidate Answer fully and correctly addresses the given Question.
Inputs. question_id, question, figure_of_the_question, answer.

Tools. Any public resource may be consulted (including calculators, text books and so on).
Procedure.

1. Read both Question and Answer; verify facts as needed.

2. Choose one label: Match (fully correct), Partial Match (minor gap/slip), or No Match
(wrong, irrelevant, or too vague).

3. Provide a brief (2-3 sentences) rationale, especially when not a full Match.

E.2 Scenario 2 — Step-by-Step Verification

Goal. Check each reasoning step in a model response against a trusted Reference Answer, then judge
the entire solution.

*https://github.com/OpenGVLab/InternVL
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Problem: Ground Truth Answer:
Below are several images along with corresponding statements. You are Option A: The statement about magma from Indonesian volcanic eruptions orig

required to reason through and determine which of the statements are inating frqm the.aslhfenosphere in the lower manlle is incorrect because Indonesi
—— a'§ Volcamsn} primarily results frolr} subduction zone processes thrc the Austr

alian plate slides beneath the Eurasian plate, generating magma in the upper ma

ntle rather than the lower mantle's asthenosphere.

Option B: This statement is correct as the southeastern region shown in the map
displays patterns indicating abundant forest coverage, which aligns with geogra

- . phical data showing this area has rich forest resources due to favorable climate ¢
A. The magma from the volcanic B. the southeastern part is rich in onditions including sufficient rainfall and appropriate temperatures.
eruptions in Indonesia mainly forest resources. Option C: The claim about zonal vegetation in Huzhou belonging to coniferous
originates from the asthenosphere . forest is inaccurate because the image indicates Huzhou is located in a region th

in the lower mantle. at would naturally support subtropical evergreen broadleaf forest rather than con

iferous forest, as evidenced by its geographical location in central-eastern China.

Option D: This statement is correct because the map clearly shows that the city
east of 60°W is positioned along a coastal area, and historically coastal cities de
veloped as important centers due to their strategic locations allowing convenient
maritime transportation and trading access.

C. The zonal vegetation in Huzhou D. The geographic location and

belongs to coniferous forest. the main reason for the city shown
to the east of 60°W in the figure is: The Answer is [B,D]
eastern side—coastal area,
convenient for maritime transport.

Model (original response):

Statement A: The magma from the volcanic eruptions in Indonesia mainly originates from the asthenosphere in the lower mantle. Volcanic magma in subduction zones, like Indonesia, originates from the
asthenosphere, which is part of the upper mantle, not the lower mantle. Thus, statement A is incorrect.

Statement C The zonal vegetation in Huzhou belongs to coniferous forest. Huzhou is located in Zhejiang province, China, which has a subtropical monsoon climate. The zonal vegetation is subtropical evergreen
broad-leaved forest, not coniferous forest. Thus, statement C is incorrect.

Statement D: The geographic location and the main reason for the city shown to the east of 60°W in the figure is: eastern side—coastal area, convenient for maritime transport. The fourth image shows a city A located at
approximately 50°W, which is east of 60°W. However, city A is located inland on a river, not on the coast. Thus, statement D is incorrect.

Statement B: the southeastern part s rich in forest resources. The second image shows a region in Northeast China, including Changbai Mountain. The map shows extensive forest cover in the southeastern part of
the area. Therefore, the statement "the southeastern part has rich forest resources" is correct based on the map. Statement B says that this statement is incorrect. Thus, statement B is incorrect. Based on the analysis,
statements A, B, C, and D are all incorrect. If we assume the question is asking which statement is incorrect, then statement B is incorrect (because the southeastern part does have rich forest resources, so saying it's
incorrect is false). In this case, B would be the answer if the question was "Which statement is incorrect?".

However, if forced to choose one statement as correct, and given the answer is B, I would have to assume that B is correct for some unknown reason. Let me assume that the question is asking which statement is
incorrect, and the answer is B. Then the reasoning is as follows: Statement A is false. Statement C is false. Statement D is false. Statement B says it is incorrect that the southeastern part has rich forest resources.
The map shows that the southeastern part has rich forest resources. So, the statement " the southeastern part is rich in forest resources. " is correct. Therefore, statement B, which says it is incorrect, is false. So, if the
question asks for the incorrect statement, then B is incorrect, i.c., B is a false statement. Let's assume the question is "Which statement is correct?". And the answer is B. Then statement B is correct. Statement B

says " the southeastern part is rich in forest resources.." This means that the statement " the southeastern part is rich in forest resources. " is incorrect. So, the southeastern part does not have rich forest resources.

This contradicts the map. Let me assume that the map is a simplified representation and the actual richness of forest resources in the southeastern part is not high, or is considered not rich compared to some standard.

Then the statement " the southeastern part is rich in forest resources. " is incorrect. And statement B, which says it is incorrect, is correct.

Hit Answerttitit

Error Analysis

After concluding that all statements A, B, C, and D are incorrect, the model then attempts to verify that 'B” should be the single correct answer:
"However, I would have to assume that B is correct for some unknown reason..." This section is classic overthinking. Instead of re-evaluating its
initial assessment, it tries to construct a convoluted justification for an external premise that 'B' is the only correct answer. It invents scenarios like
"Let me assume that the question is asking which statement is incorrect" or "Let me assume that the map is a simplified representation."

Figure 7: Error case of overthinking.

Inputs. question_id, question, figure_of_the_question, reference_answer,
response_steps.

Allowed tools. Same as above.
Procedure.

1. Skim the full response; compare its final conclusion with the reference.

2. For every step, mark it Correct, Incorrect, or Unverifiable (add a one-sentence note if not
Correct).

3. Opverall label is Correct only when all steps are Correct and the final answer matches the
reference.

4. Summarise the decisive error chain in a short overall comment.

F Limitations and Broader Impact

BMMR is a dataset that focus on multidisciplinary reasoning for multimodal models. We acknowledge
that BMMR is created for research purposes only and should not be applied for other harmful usages.
Although we have spent effort to make BMMR not only in a single language, it does not contain
questions in languages other than English and Chinese. We have tried to include as many disciplines
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Problem: Ground Truth Answer:

Let g(x) = fzxf(t)dt . Determine the values of Step 1 : We're given the graph of function f which has domain [-4,8] and g(x) is defined as

x, if any, where g(x) has points of inflection 9() = [ f(t)dt . So, we're interested in analyzing the behavior of f(t) in the domain [2.8].
s s .

Explanation:

Image Preview The function g(x) would be defined as

fx(a —20dtx<6
96 =1 2 5
f (8- Zt)dr+j (2t —16)dtx > 6
A 3

+ A T R Note that the graph of £(¢) changes at x = 6. So does g(x) because g(x) itselfis a function of £(£)
' Simplifying the above in their individual domains,
(8x—x2-12x<6

[x2—16x+60x>6
Now, we've defined g(x), let's analyze its behavior as required in the problem.

9() =

Graph of /

—x?— =
8x — x 12135“‘],&):{8 e o ition

Step 2: ‘q(x)={x2—léx+60x>6 2x-16 x> 6

Explanation: A point where the slope of a graph changes from positive to negative or
negative to positive is called point of inflection. To check this, we equate the function with 0.
The function g’(x) becomes 0 at x =4 for x < 6 ; x =8 for x > 6 These are the points of
inflection of g(x)

The Answer is 6.

Model (original response):

To determine the points of inflection for g(x), we first need to find the second derivative of g(x).

By the Fundamental Theorem of Calculus, we have g'(x) = f(x),

and by the chain rule, g (x) = f'(x).

Points of inflection occur where g (x) = 0 and changes sign.

Since f(x) is a piecewise function, we need to consider the behavior of f7(x) at the points where f(x) changes its behavior.

Given £(x) is defined as:

o f(x)=x*forx <0

o fX=2for0 <x <2
o f(x)=-x2+4forx > 2

We need to find the derivative f’(x) for each piece and then determine where f'(x) = 0 and changes sign.

Forx <0, f(x) = x%s0f'(x) =2x.f'(x) =0atx = 0.

For0 < x <2, f(x) = 2,50 '(x) = 0.

Forx > 2,f(x) = —x? + 4,50 f'(x) = —2x. f'(x) = 0 atx = 2.

Thus, f'(x) =0atx = Oandx = 2.

Since f'(x) changes sign at these points, g” (x) = f'(x) will also change sign at these points.
Therefore, x = 0and x = 2 are points of inflection for g(x).

Error Analysis

The problem clearly includes a graph of function f(x), but the model disregarded this visual information entirely. Instead of analyzing the given
graph to determine f(x), the model made up a completely different piecewise function. Based on this imaginary function, the model erroneously
concluded that x = 0 and x = 2 are inflection points, which contradicts what can be observed in the graph and the proper mathematical analysis. All
in all, the model bypassed the actual visual information and created a solution based on an imaginary function.

Figure 8: Error case of hallucination.

as possible, while the dataset still does not cover all the subjects in the International Standard
Classification of Education released by the UNESCO [20].
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We have highlighted our contributions in the abstract and introduction. We
have supported our claims in the related work, experiments and analysis parts.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have included a Limitations section in the Appendix F.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The paper does not include theoretical results.
Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: Please refer to Section 5.1 and Appendix C. We have introduced the detailed
process of the construction of the dataset and we will release it. We have given the generation
config for test result reproduction. We have given the training hyperparameters for both the
verifier and the BMMR-trained models.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: We will release the BMMR dataset for both evaluation and training. As
mentioned in Appendix C, codes such as the inference engine and training frameworks we
used to perform the experiments are publicly available and we will provide the code to run
the evaluation, including how to extract the answers.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We have given the generation config for evaluation and hyperparameters for
training. Please refer to Section 5.1 and Appendix 5.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: Due to the high cost of the API calls to the proprietary models and the
limitation of computing budgets, we cannot perform the experiments many times for error
bars. To make the results more reliable, we evaluate them at the temperature of 0 to minimize
randomness.

Guidelines:

* The answer NA means that the paper does not include experiments.
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8.

10.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We have indicated the type of GPUs in our paper in Section 5.1.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have confirmed that this work conform, in every respect, with the NeurIPS
Code of Ethics.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We have discussed the broader impacts in the appendix F.

24


https://neurips.cc/public/EthicsGuidelines

11.

12.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: We do not release models. The datasets are only from academic sources, such
as textbooks and lectures, and we have introduced the collecting and curating processes in
Appendix A. The intended usage of the dataset is specified in Appendix F.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The models are used under their corresponding licenses, including The MIT
License, Apache-2.0, OpenAl Terms of Use, Gemini Terms of Use, and Meta Llama License.
We have cited the works that created these assets. The data source of BMMR is the public
domain.

Guidelines:

* The answer NA means that the paper does not use existing assets.
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13.

14.

15.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We have created the BMMR dataset and have given comprehensive intro-
ductions on how it is created and curated. The BMMR is distributed under CC-BY-4.0
license.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
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Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: The core method development in this research does not involve LLMs as any
important, original, or non-standard components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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