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Abstract

Proactive dialogue systems aim to empower001
chatbots with the capability of leading conver-002
sations towards specific targets, thereby enhanc-003
ing user engagement and service autonomy. Ex-004
isting systems typically target pre-defined key-005
words or entities, neglecting user attributes and006
preferences implicit in dialogue history, hinder-007
ing the development of long-term user intimacy.008
To address these challenges, we take a radical009
step towards building a more human-like con-010
versational agent by integrating proactive di-011
alogue systems with long-term memory into012
a unified framework. Specifically, we define013
a novel task named Memory-aware Proactive014
Dialogue (MapDia). By decomposing the015
task, we then propose an automatic data con-016
struction method and create the first Chinese017
Memory-aware Proactive Dataset (ChMap-018
Data). Furthermore, we introduce a joint019
framework based on Retrieval Augmented Gen-020
eration (RAG), featuring three modules: Topic021
Summarization, Topic Retrieval, and Proac-022
tive Topic-shifting Detection and Generation,023
designed to steer dialogues towards relevant024
historical topics at the right time. The effec-025
tiveness of our dataset and models is validated026
through both automatic and human evaluations.027

1 Introduction028

Recent years have witnessed significant advance-029

ments in the design of conversational agents, with030

various methods proposed to generate engaging re-031

sponses, e.g., external knowledge (Xu et al., 2023;032

Yang et al., 2024), personality traits (Madaan et al.,033

2020; Ju et al., 2022), and the utilization of large-034

scale models (Fan et al., 2023; Liu et al., 2024).035

Among these, proactive behavior in agents—where036

the agent takes control of the conversation instead037

of merely responding passively to users—has been038

identified as a crucial advancement for the next gen-039

eration of conversational AI (Deng et al., 2023).040

Nevertheless, a more lifelike dialogue system041

must go beyond generating contextually appropri-042
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Figure 1: Comparison of previous proactive dialogue
systems (Left) that extracted from Gupta et al. (2022)
and our system (Right) on the same sample: The left
system transitions the context to a pre-designed target
through a bridging path, whereas our system involving
summarization, retrieval, and timing detection to gener-
ate the memory-aware response.

ate responses; it should also employ more intel- 043

ligent mechanisms to maintain a coherent social 044

relationship over time (Campos et al., 2018). Mem- 045

ory, in particular, has already been acknowledged 046

as essential for driving conversations, developing 047

rapport, and maintaining long-term connections 048

(Zhong et al., 2024; Maharana et al., 2024). How- 049

ever, existing proactive dialogue systems insuffi- 050

ciently exploit memory mechanisms, whose tar- 051

gets are pre-defined ones, such as topical keywords 052

(Tang et al., 2019), knowledge entities (Wu et al., 053

2019a), conversational goals (Liu et al., 2020), 054

while overlooking the contextual richness of di- 055

alogue history. Even advanced ChatGPT (Achiam 056

et al., 2023) faces constraints, yielding responses to 057

inquiries regarding the context, reflecting a passive 058

engagement with historical data. On the one hand, 059

predefined topics may not align with user interests, 060

which is further discussed in the Appendix A based 061

on previous research. On the other hand, as users’ 062

personal information accumulates over time, ig- 063

noring historically interpersonal interactions with 064

agents (i.e., the memory mentioned in this paper) 065

causes a failure to capture their attributes and pref- 066

erences. All of these contradict the proactive dia- 067
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logue motivation to improve user engagement.068

To bridge this gap, we integrate proactive dia-069

logue systems with memory mechanisms, moving070

closer to creating more intelligent and human-like071

conversational agents. Specifically, we propose the072

Memory-aware Proactive Dialogue task, depicted073

in Figure 1. Contrary to traditional proactive sys-074

tems that respond based solely on a pre-designed075

target, our approach extracts topics from past dia-076

logues, identifies the most relevant topic as target,077

assesses the appropriateness of topic transitions,078

and finally integrates memory into the response.079

To minimize extensive human annotation, we080

introduce an automated four-step data construc-081

tion method, proven effective in validation. This082

method uses GPT-4 (Achiam et al., 2023) to de-083

velop ChMapData, the first Chinese Memory-084

aware Proactive Dataset encompassing all the infor-085

mation to perform MapDia including dialogue his-086

tories, corresponding topics, current contexts, topic087

transition timings, and history-informed responses.088

Specifically, we guide the generation of certain his-089

torical dialogues using memorable subjects, such090

as events in which the user has participated. These091

dialogues serve as references for the subsequent092

generation of proactive chats and shape the current093

context, ensuring continuity and facilitating mem-094

ory recall. The final segment of the data determines095

the appropriateness of topic transitions during con-096

versations and formulates responses accordingly,097

concentrating on either shifting to a historical topic098

or maintaining the ongoing context.099

With ChMapData, we propose a new proactive100

dialogue framework containing three components:101

1) Topic Summarization, condensing historical dia-102

logues into topics for simplified retrieval; 2) Topic103

Retrieval, identifying the most relevant historical104

topic with a RAG mechanism; and 3) Proactive105

Topic-shifting Detection and Generation, timing106

and executing topic transitions at optimal moments.107

The main contributions are as follows: 1) We108

are the first to integrate memory technique into109

proactive dialogue systems and introduce a novel110

task of MapDia, where the system navigates cur-111

rent dialogue towards relevant historical topics at112

an appropriate opportunity; 2) We propose an ef-113

fective automated data construction methodology114

and, based on this, construct ChMapData, the first115

memory-aware proactive dialogue dataset in Chi-116

nese. This dataset will be publicly released to sup-117

port future dialogue community; 3) We present118

a RAG-based proactive dialogue framework that119

combines summarization, retrieval, timing detec- 120

tion, and response generation mechanisms. Both 121

automatic and human evaluations demonstrate the 122

effectiveness of our method. 123

2 ChMapData Dataset 124

Despite the existence of Chinese datasets for proac- 125

tive dialogue systems (Wu et al., 2019b; Zhou et al., 126

2020), they lack the ability to engage with the dia- 127

logue history while either steering the conversation 128

towards a new topic or continuing with the current 129

one. To fill this gap, we automatically generate 130

the first multi-turn dataset designed for proactive 131

conversations that leverage historical memory uti- 132

lizing GPT-4 with a range of prompts (detailed in 133

Appendix B). This process is further validated by 134

annotators, thereby eliminating the high costs and 135

lengthy procedures associated with human anno- 136

tation. Note that we construct the dataset through 137

GPT-4 because LLMs have been proven as pow- 138

erful tools for synthetic data generation (Agrawal 139

et al., 2022; Liu et al., 2022; Bitton et al., 2023). 140

2.1 Data Construction 141

Figure 2 gives an overview of the ChMapData con- 142

struction pipeline, involving a four-step process. 143

1) Subject Selection. The initial phase involves 144

GPT-4 brainstorming to generate a pool of potential 145

subjects. Out of these, 11 subjects are manually se- 146

lected and categorized into two groups: Memorable 147

Subjects, intended to evoke recollections related 148

to the user’s own experiences , including personal 149

interests, feelings, skills, traits, participating events, 150

and events’ progression; as well as General Sub- 151

jects, which have no direct connection to the user’s 152

life and are not typically brought up again, encom- 153

passing social events, opinion debates, humorous 154

jokes, audience stories, and knowledge sharing. 155

2) Topic and Dialogue Generation. On the basis 156

of 6 Memorable and 5 General Subjects selected 157

above, a fine-grained topic along with correspond- 158

ing dialogues are generated serving as a bank of 159

dialogue histories. To emulate the flow of real-life 160

conversations, we crafted more dialogues for Gen- 161

eral Subjects than Memorable ones, at a ratio of 162

2:1, yielding 500 and 250 dialogues for each respec- 163

tively, culminating in 4,000 topic-dialogue pairs. 164

Each dialogue is limited to 5-8 turns to maintain 165

brevity and focus. Among these, 1500 dialogues 166

originate from Memorable Subjects, designed to 167

potentially trigger memory in subsequent conver- 168
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Humorous Jokes

Participated Events

Personal Interests

Social Events

(a) Subject Selection  

Topic: Marathon Race 

User: Hey, I ran a marathon 
last week.
Chatbot: That's quite the 
workout! Were you super tired?
User: Yeah, I was totally 
exhausted, and experienced 
muscle pain for several days!

User: Get obsessed with exercise 
lately, and I've started trying some 
new exercises.
Chatbot: Oh, what kind of workouts 
are you planning to do?

User: Totally, I really regret not discovering this amazing workout 
sooner! 
Thoughts: The user is highly enthusiastic about her new exercise 
routine. It's fitting to acknowledge the benefits of yoga and focus on 
encouraging her to keep going, without switching the topic.
No
Chatbot: It's never too late to start. Just keep at it!

User: Definitely, every time I finish yoga, I feel more flexible. I 
believe I will stick with it！
Thoughts: The user has noted feeling more flexible, which is quite 
different from the muscle soreness after running the marathon. This 
is a good opportunity to shift the topic back to the marathon and ask 
about her current state.
Yes
Chatbot: That's great! Did yoga help with your recovery after that 
marathon you ran?

(b) Topic & Dialogue Generation (c) Dialogue Continuation (d) Topic-shift Detection & Response Generation

User: I've started getting into yoga.
Chatbot: Cool! Yoga is great for both 
physical fitness and mental well-being.

Memorable Subject

General Subject

Figure 2: The pipeline of dataset construction. Not derived from the actual dataset.

sations. For every one of these 1500 dialogues, 1169

to 10 additional dialogues are selected from candi-170

date pools and manually sequenced to construct a171

coherent, conflict-free multi-segment chat history.172

3) Dialogue Continuation. Subsequently, we initi-173

ate a current dialogue session by generating two be-174

ginning turns, which is a continuation of each prior175

dialogue generated in the second step after a lapse176

of several days. Specifically, since step 2 ensures177

that each conversation history has a Memorable178

Subject-driven dialogue, we extend the dialogue179

to facilitate memory recollection in the following180

step. The two turns are generated separately: The181

first turn is derived from the topic and dialogue con-182

tent (generated in Step 2), maintaining consistency183

with the prior dialogue, as indicated by the blue184

sentence in Figure 2. The second turn is then devel-185

oped with a focus solely on the content of the first186

one (generated in Step 3) to prevent shifting the187

current conversation directly back to the dialogue188

history, as highlighted in orange. In total, 1,500189

beginnings for current dialogues have been created,190

corresponding to the number of dialogue histories191

produced under Memorable Subject.192

4) Topic-shift Detection and Response Genera-193

tion. Ultimately, we continued the conversation194

based on the beginning of each current dialogue195

(generated in Step 3), and tried to naturally intro-196

duce new topics related to the preset memorable197

conversation history at appropriate moments. In-198

spired by the Chain of Thought (CoT) (Wang et al.,199

2022) technique, each turn additionally incorpo-200

rates a "Thoughts" feature, aiming to enhance the201

accuracy and interpretability of the detection pro-202

cess, together with a decision-making mechanism203

to identify whether it’s an appropriate opportunity204

1Dialogue irrelevant to the subject has been filtered out.

Hist. Dlg. Curr. Dlg.
# Dialogues 3,9891 1,464
# Utterances 40,619 16,373
# Unique Tokens 21,822 12,503
# Thoughts - 5,081
# Topic-shift Sess. - 1,254
Avg. # Utts. Length 33.23 38.97
Avg. # Utts. per Sess. 10.14 11.18

Table 1: Statistics of both historical (Hist. Dlg.) and
current dialogue (Curr. Dlg.) dataset. # Thoughts
represents the chatbot’s considerations on whether to
switch the topic at each turn. # Topic-shift Sess. refers
to conversations that successfully revert to the historical
topic. The calculation of # Utterances excludes the #
Thoughts, considering only the dialogue segments.

to switch topics, as highlighted in red in Figure 2. 205

It should be noted that ending the dialogue without 206

switching to the historical topic is also permissible. 207

2.2 Overall Statistics 208

After data construction, we enhanced the dataset’s 209

quality by checking and manually removing 36 di- 210

alogues from the current dialogues due to format 211

inconsistencies or illogical "Thoughts," resulting 212

in a total of 1,464 entries. Statistics of the ChMap- 213

Data are presented in Table 1, which is reported 214

from two aspects: historical dialogue, generated 215

in Step 2, and current dialogue, initiated with two 216

turns in Step 3 and extended to the end in Step 4. 217

Out of these, 1,254 dialogues successfully recalled 218

the historical topic, as indicated by a "Yes" output 219

during the detection process. The remaining 210 220

dialogues, which consistently output "No" through- 221

out the session, are also retained for training. 222

3



Topic 

Summarization

Topic Retrieval

Opportunity 

Detection of 

Proactive Topic-shift

Topics

Memory-aware

Response Generation

……

History-aware

Response

Topics

Marathon Race

A Hiking Trip

Job Hunting

Candidate Topics

Job Hunting

Figure 3: An overview of our system. Left showcases an example of proactive dialogue with memory awareness.
Middle outlines the pipeline, featuring a summarization model for topic extraction, a ranking model to identify
relevant historical topics, and a proactive dialogue model for topic shifts and reintroducing past information at the
appropriate moments. Right is a breakdown detailing how these models operate.

3 Approach223

Task Definition. Given Given a set of dialogue224

history H = {d1, d2, . . . , dn} consisting of n di-225

alogues, where di denotes the i-th dialogue and226

ti represents its topic, and the current dialogue227

context c, the system is tasked with generating a228

topic-shift response R that proactively guide the229

conversation c to a related historical topic tr at an230

appropriate opportunity — specifically at turn τ .231

Up until now, we have obtained the ChMapData,232

containing historical dialogues with the correspond-233

ing topics, current context, thoughts on topic shift-234

ing, and response content. With these supports,235

we propose partitioning MapDia into three distinct236

modules as follows and integrating them through a237

RAG framework as shown in Figure 3.238

Topic Summarization. Xu et al. (2022a) noted239

that dense retrieval of past conversations has two240

drawbacks: it requires storing large amounts of241

context and places a heavy workload on the model242

to extract and retrieve information. To address243

this, we start by condensing dialogue history into244

topics using a summary model. The training data245

for this step is derived from historical dialogues246

along with their corresponding topics (referred to247

as ChMapData-Sum), and the model is trained to 248

summarize a topic ti for each dialogue history di. 249

Topic Retrieval. We then developed a ranking 250

model to identify the most pertinent summarized 251

topic tr for the current context c, facilitating contin- 252

uous memory updates and the integration of histor- 253

ical information within the dialogue system. This 254

model utilizes context c, along with its dependent 255

historical topic t, as outlined in ChMapData con- 256

struction’s Step 3 (denoted c-t pairs as ChMapData- 257

Ret) 2. Given that the ranking model trains a clas- 258

sifier to predict preference probabilities between 259

pairs of responses, as modeled by the Bradley-Terry 260

model (Bradley and Terry, 1952). To prepare the 261

dataset, we use GPT-4 to evaluate the relevance of 262

the target topic t and 29 other randomly chosen top- 263

ics from the pool to c, generating positive T+ and 264

negative T− samples. The highest-ranked topic 265

and t form T+; if they coincide, only one positive 266

example is constructed. Topics ranked lower than t 267

become T−, enhancing the dataset while ensuring 268

the top-ranked topic is never a negative example. 269

For each dialogue context c, a training sample is 270

2Please note that c comprises two beginning turns of dia-
logue generated in Section 2.1 Step 3 and the first utterance
user-generated in Step 4, making a total of 5 utterances.
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formed by pairing a topic t+ from T+ with a cor-271

responding negative topic t−, which is randomly272

selected from T−. The ranking model is imple-273

mented by appending a randomly initialized linear274

head to predict a scalar value. We then estimate the275

parameters of the ranking model by optimizing the276

maximum likelihood loss, defined as follows:277

L(θ,D) = E(c,t+,t−)∼D[log(1+ erθ(c,t
−)−rθ(c,t

+)]278

where rθ(c, t) is the scalar output of the ranking279

model with parameters θ, and D is the preprocessed280

dataset of pairwise judgments. During inference,281

the ranking model outputs a scalar value, such that282

P (t+ ≻ t− | c) ∝ erθ(c,t
+), which is learned283

through pairwise loss that topic t+ is preferred over284

t− given context c. Thus, topic t+ is considered285

superior to t− when rθ(c, t
+) > rθ(c, t

−).286

Proactive Topic-shifting Detection and Gener-287

ation. Ultimately, we trained a memory-aware288

proactive response generation model to proactively289

lead the current conversation c towards the identi-290

fied topic tr through multiple turns of responses291

R = {r1, r2, . . . , rm} at an appropriate moment τ .292

The training data for this step is called ChMapData-293

Mem, which comprises historical dialogues with294

their corresponding topics and the current dialogue295

as inputs, along with Thoughts and detection for296

topic shifting, and response content as learning297

objectives. As previously mentioned, the bot ini-298

tially assesses whether it is an appropriate time to299

transition to a historical topic based on the current300

context c, and provides the reasoning behind this301

decision as a form of CoT. Subsequently, it gen-302

erates the response content, with "Yes" or "No"303

indicating whether the response incorporates mem-304

ory or is based solely on the current context.305

4 Experiments306

We design comparative experiments from two per-307

spectives (both individual modules and the entire308

framework), assess two approaches (RAG-based309

alongside end-to-end) and utilize different test sets310

(our new ChMapData-test and an existing dataset).311

4.1 Dataset312

Our evaluation involved creating a new test set313

ChMapData-test, following the method outlined314

in Section 2.1. Please refer to Appendix C for the315

detailed construction process. Additionally, we316

incorporated the existing Chinese dataset Natural-317

Conv (Wang et al., 2021) as conversation history to318

construct test data, so as to evaluate the method’s 319

generalization to unseen topics. 320

4.2 Compared approaches 321

In our exploration of the overall framework, 322

we conduct a series of experiments from both 323

RAG-based and end-to-end perspectives. Given 324

that RAG-based methods comprise three compo- 325

nents—namely, a module for processing dialogue 326

history, the retriever, and the generator—we have 327

designed four progressive permutations. 328

• BGE w/ Qwen: Widely-used BGE-M3 retrieval 329

model (Chen et al., 2024) retrieves relevant memo- 330

ries from raw dialogue history, with Qwen2.5 gen- 331

erating proactive dialogue responses as a baseline. 332

• QSum w/ BGE w/ Qwen: Compared to BGE w/ 333

Qwen, BGE-M3 retrieves memories from histori- 334

cal topics condensed by our fine-tuned Qwen on 335

the ChMapData-Ret dataset, named QSum. 336

• QSum w/ QRet w/ Qwen: Compared to QSum 337

w/ BGE w/ Qwen, the retrieval model is replaced 338

with our fine-tuned QRet. 339

• QSum w/ QRet w/ QMem (Ours): Fine-tuned 340

QMem that has topic-shifting capability represents 341

the dialogue model while using Qsum and QRet. 342

• Qwen-E2E: Fine-tuned Qwen on ChMapData in 343

an end-to-end (E2E) manner, utilizing all original 344

dialogues as references without any intermediate 345

steps such as summarization or retrieved results. 346

• GPT4-E2E: GPT-4, via prompt engineering, gen- 347

erates memory-aware responses. 348

To compare methods for proactively introducing 349

topics using dialogue history, we use Qwen2.5-7B3 350

as the base LLM unless otherwise specified. Im- 351

plementation details are in AppendixE, and full 352

prompts are in AppendixF. Observations from our 353

ChMapData dataset show that user responses sig- 354

nificantly influence the model’s ability to transi- 355

tion topics. To prevent subconscious topic steering 356

by human annotators and ensure objectivity while 357

reducing costs, we trained a User-role Dialogue 358

Model. For more information, see Appendix G. 359

4.3 Evaluation Metrics 360

Following previous works (Yuan et al., 2019; Han 361

et al., 2021), we utilized Recall (R10@k) to evalu- 362

ate topic retrieval module, where the correct topic 363

is among the top k out of ten candidates, specif- 364

ically using R10@1, R10@2, and R10@3. We 365

also used MRR and NDCG as additional retrieval 366

3https://huggingface.co/Qwen/Qwen2.5-7B
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Models Arch. Retrieval Achievement Overall
Quality

Engagement Avg. #TurnUtts.-level Sess.-level

ChMapData-test

BGE w/ Qwen RAG per Sess. 0.02 0.89 0.02 0.02 0.34 4.70
per Utt. 0.01 0.88 0.04 0.02 0.30 5.30

QSum w/ BGE w/ Qwen RAG per Sess. 0.04 0.92 0.05 0.05 0.38 4.52
per Utt. 0.00 0.88 0.05 0.02 0.34 6.02

QSum w/ QRet w/ Qwen RAG per Sess. 0.14 0.99 0.04 0.02 0.44 3.34
per Utt. 0.06 1.00 0.05 0.05 0.44 4.34

Ours RAG per Sess. 0.82 1.23 0.34 0.57 1.18 3.23
per Utt. 0.89 1.36 0.34 0.60 1.18 3.51

Qwen-E2E E2E - 0.39 0.97 0.20 0.37 0.74 2.70

GPT4-E2E E2E - 0.80 1.04 0.50 0.55 1.11 2.23

NaturalConv-test

BGE w/ Qwen RAG per Utt. 0.01 0.98 0.02 0.01 0.32 4.32

QSum w/ BGE w/ Qwen RAG per Utt. 0.05 1.04 0.05 0.01 0.36 4.03

QSum w/ QRet w/ Qwen RAG per Utt. 0.08 1.07 0.07 0.05 0.38 3.98

Ours RAG per Utt. 0.78 1.29 0.28 0.31 1.16 3.83

Qwen-E2E E2E - 0.34 0.94 0.18 0.22 0.71 4.23

GPT4-E2E E2E - 0.50 1.11 0.22 0.17 0.83 4.47
Kappa 0.76 0.69 0.63 - 0.70 0.70

Table 2: Human evaluation of the proactive dialogue systems on both test sets. We further explored the effectiveness
of retrieval once per session and once per utterance in the ChMapData-test. Achievement is calculated as the
proportion of sessions that successfully shift topics (Score 2). Overall Quality is calculated as the average of the
total scores for each utterance. Engagement at the utterance-level is calculated as the average of all scores, while
the session-level is measured by the proportion of the score of "2" within the session. Avg. represents the average of
the scores for the first three evaluation metrics. Bold indicate the best performance, while underlined rank second.
Annotator agreement is measured by Cohen’s kappa (Cohen, 1960), with κ >0.6 denoting high agreement.

metrics referring Zhao et al. (2024).367

Since existing automatic metrics like BLEU and368

METEOR can’t authentically reflect the quality of369

responses (Cai et al., 2019; Yang et al., 2022), we370

evaluate overall performance by human annotators.371

Specifically, we assess the quality of generated372

responses from each system using a total of 200 en-373

tries, with each of the two test sets containing 100.374

To avoid infinite conversations that never reach the375

target, we set a maximum of 10 turns per session.376

Three annotators score the generated dialogues on377

a scale of {0, 1, 2} with higher scores indicating378

better quality, based on three evaluation criteria at379

both the utterance and session levels. Annotation380

details are given in Appendix H.381

• Engagingness: An utterance-level metric mea-382

suring chatbots’ ability to capture and respond to383

user attributes and preferences, thereby fostering384

ongoing engagement and long-term connections.385

• Overall Quality: An utterance-level metric as-386

sessing the effectiveness of the response, focusing387

on smooth topic transitions, coherence, and consis- 388

tency with the given context. 389

• Achievement: A session-level metric determin- 390

ing whether the chatbot has successfully transi- 391

tioned the conversation to a relevant history. “1” 392

indicates the topic is merely mentioned, and “2” 393

signifies a successful transition. #Turn4 is the turn 394

number when mention or transition occurred. 395

5 Result and Analysis 396

5.1 Quantitative Analysis 397

RAG-based surpass end-to-end methods. As 398

demonstrated in Table 2, our RAG-based frame- 399

work significantly outperforms the end-to-end 400

trained Qwen and even exceeds the powerful GPT-4 401

across almost all metrics on both test sets, which ef- 402

fectively highlights the necessity of our framework. 403

Although GPT4-E2E excels in utterance-level en- 404

gagement, our review of its responses reveals that 405

4Value 0 if non-achievement, otherwise 1 to 10.
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Current Context Models Response

User: I’ve been reading a lot about computer pro-
gramming and game design these past few days. I’m
really interested in both, but I can’t decide which
one to focus on.
Chatbot: You could start by doing some short-term
projects or taking a few courses in both areas. You
can get a feel for what working in each field is like.
User: Can you recommend some beginner-friendly
projects or courses for computer programming and
game design?
Chatbot: Sure! For programming, you might want
to try Codecademy’s Python course or Coursera’s
"Computer Science 101." As for game design, you
could check out Coursera’s "Introduction to Game
Design" or Udemy’s "Complete C# Unity Developer
2D" course. These are all great for beginners.

Historical Topic
1. User’s bicycle was stolen.
2. User supports environmental protection.
3. Chatbot shares anecdotes and jokes with User.
4. User is interested in the recent rocket launch.
5. User is learning piano.
6. User is job hunting.
7. User supports environmental protection.
8. Chatbot shares anecdotes and jokes with User.
9. User is interested in the recent Olympics.

QSum
w/ BGE
w/ Qwen

User: You’re right, I’ll keep your advice in mind.
Chatbot: I’m glad I could help. Having clear career interests
is a very important factor. Choosing a field you’re passionate
about will make you more dedicated to learning and exploring,
leading to better results. Before making a decision, it might
be helpful to gather more information and learn some related
knowledge to make a more informed choice.

QSum
w/ QRet
w/ Qwen

User: Thank you. Your advice is very useful, and I’ve decided
to find my true interest through practical experience.
Chatbot: You’re welcome. Keep going, and don’t let difficul-
ties stop you from pursuing your interests and dreams. If you
encounter any problems during your practice, feel free to reach
out to me anytime. I wish you the best in finding your ideal job
and achieving your goals.

Ours

User: These courses sound really interesting, I’ll give them a
try.
Chatbot: Great, this will also be very helpful for your job
search, as many companies in programming and game design
require these skills. When you’re job hunting, you can apply
to companies in both fields and see which one suits you better.
You can also specify in your resume which area you are more
interested in, making your application more targeted.

GPT4-
E2E

User: Okay, I’ll start learning tomorrow. I’ll first get to know
the specifics of computer programming and game design, and
then decide which direction to pursue.
Chatbot: That sounds like a solid plan. Remember, learning
is a lifelong journey, not just for finding a job but also for
enriching yourself and pursuing your interests. Just like the
job search process, it’s important to try to build new connec-
tions. They might offer valuable advice on skill development
or deepen your understanding of these fields.

Table 3: Case study on the test set translated into English. The most relevant historical topic is highlighted in
Orange. The response shows content after several turns of conversation, where Red indicates a successful topic
shift, Blue signifies a mere mention of the relevant topic, and Green refers to semantic logic issues.

it achieves this by repeatedly referencing historical406

topics, which can appear unnatural across a 10-turn407

session and degrade overall quality. Additionally,408

GPT4-E2E’s topic shifts occur in fewer turns, but409

fewer turns do not inherently imply superior perfor-410

mance, particularly in transition smoothness. Anal-411

ysis in Appendix J shows no direct correlation be-412

tween the number of turns and model performance.413

Each component is essential. Table 2 illustrates414

steady improvements among the first four RAG-415

based systems, highlighting the effectiveness of416

each component in our framework. By introducing417

QSum and replacing widely-used BGE with QRet,418

Qwen can utilize a more effective dialogue history419

for proactive conversation, thereby avoiding abrupt420

topic shifts and enhancing overall dialogue quality.421

This results in a gradual improvement across vari-422

ous metrics. Furthermore, QMem, which controls423

the final generation, shows significant performance424

enhancement when combined with the first two425

modules, achieving optimal performance. Ta-426

ble 4 further compares the performance of QSum427

5The tool we employ to extract keywords from the raw
dialogue is https://github.com/jeekim/fasttextrank.

Retrieval Combination R@1 R@2 R@3 MRR NDCG

Raw dialogue w/ BGE 0.76 0.86 0.92 0.84 0.88
Keywords5 w/ BGE 0.70 0.82 0.88 0.81 0.86
Keywords w/ QRet 0.77 0.86 0.91 0.87 0.92
QSum w/ BGE 0.78 0.86 0.95 0.85 0.88
QSum w/ QRet 0.82 0.95 0.97 0.90 0.93

Table 4: Retrieval performance of various combinations.

and QRet in retrieving relevant dialogue history. 428

QSum significantly outperforms raw dialogue and 429

keyword summaries when cooperating with BGE. 430

Furthermore, QRet enhances this effect, even when 431

ranking keywords instead of the summaries used 432

during training. The independent evaluation of the 433

abstract is presented in Appendix D. 434

Moreover, we integrated our model into a real 435

dialogue system, achieving a 5.1-turn improvement 436

in user interactions, shown in Appendix I. 437

5.2 Qualitative Analysis 438

Table 3 presents a case study of four models from 439

the ChMapData-test. After successfully retrieving 440

highly relevant historical topics, the original Qwen 441
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Models
Achie-
vement

Overall
Quality

Engagement
Avg. #Turn

Utts. Sess.

BGE w/ QMem 0.57 0.83 0.14 0.39 0.72 3.71
QSum w/ BGE w/ QMem 0.60 0.95 0.25 0.41 0.81 3.49
QSum w/ QRet w/ Qwen(7B) 0.06 1.00 0.05 0.05 0.44 4.34
QSum w/ QRet w/ Qwen(72B) 0.43 1.21 0.11 0.35 0.77 2.91
Ours 0.89 1.36 0.34 0.60 1.18 3.51

Table 5: Ablation study of different components.

models merely mentioned historical topics with-442

out achieving topic transitions, which reflects its443

lack of proactive conversation capabilities. In con-444

trast, our model makes smooth transitions from the445

current context to the historical topic, i.e., moving446

from "how it helps with job hunting" to "specific447

job hunting tips". For GPT4-E2E, although it men-448

tioned historical topics, the link between "learn-449

ing computer programming and game design" and450

"building new connections" was tenuous, leading to451

incoherence and logical issues. GPT4-E2E tends to452

mention historical topics compared to other models453

but deviates from proactive topic shifts, which is454

also shown statistically in Appendix J Table 9. This455

contributes to its inferior performance compared to456

our model, as shown in Table 2.457

5.3 Ablation Study458

In this section, we systematically replace each com-459

ponent of our model to examine their impacts. The460

results, presented in Table 5, confirm the effective-461

ness of all three modules through pairwise com-462

parisons. Notably, the dialogue model exerts the463

most significant influence on system performance.464

Compared to models 3 and 4, as well as our own,465

even with advanced prompt engineering using the466

superior Qwen2.5, achieving effective topic transi-467

tions remains challenging. This limitation persists468

despite substantially larger parameter sizes, result-469

ing in less achievement and engagement. The per-470

formance boost observed with our QMem further471

validates the robustness of our constructed dataset.472

6 Related Work473

Proactive Dialogue System. Deng et al. (2023) cat-474

egorize proactive dialogue systems into three types:475

open-domain dialogue (Xu et al., 2021; Kishinami476

et al., 2022), task-oriented dialogue (Chen et al.,477

2022; Zhao et al., 2022), and information-seeking478

dialogue (Aliannejadi et al., 2019; Deng et al.,479

2022). Unlike the latter two, which focus on ac-480

complishing specific tasks within certain domains,481

proactive open-domain dialogue systems strive to482

engage users by proactively introducing topics or 483

posing questions, thereby creating a more dynamic 484

and interactive conversational experience. Our 485

work is centered on proactive open-domain con- 486

versation. Nevertheless,we observe that existing 487

works primarily emphasize coherence (Xu et al., 488

2021), smoothness (Zhong et al., 2021; Kishinami 489

et al., 2022), and achievement (Kishinami et al., 490

2022) within several turns of a session, yet none 491

have been designed to craft systems capable of 492

recalling and effectively leveraging historical dia- 493

logue context, a key aspect in sustaining continuity 494

and intelligence in extended conversations. 495

Long-Term Memory. Memory architectures have 496

typically been a core component of conversational 497

agents (Elvir et al., 2017). Previous long-term 498

dialogue systems (Kim et al., 2015; Bang et al., 499

2015; Elvir et al., 2017) mainly relied on rule-based 500

frameworks, utilizing episodic memory structures 501

to extract, store, and manage relevant facts from 502

prior interactions, thereby enhancing the coherence 503

of ongoing dialogues (Campos et al., 2018). Sub- 504

sequent studies focus on large-scale pre-trained 505

models. Xu et al. (2022a) identify their limitations 506

in long-term conversations and introduce a dataset 507

for multi-session engagement. Xu et al. (2022b) 508

present a Chinese dialogue dataset and a frame- 509

work that integrates long-term memory to enhance 510

persona-based dialogue without multi-session train- 511

ing data. Building upon prior research, we create 512

novelty in terms of incorporating the long-term 513

memory mechanism into proactive dialogue sys- 514

tems, serving as an initial step towards history- 515

aware proactive dialogue systems. 516

7 Conclusion and Future Work 517

In this paper, we incorporate memory mechanisms 518

into proactive dialogue systems and propose the 519

novel MapDia task. We break it down into three 520

subtasks and develop an automated methodology 521

for data construction, resulting in the first Chinese 522

dataset for memory-aware proactive dialogue. We 523

further introduce a RAG-based framework to ad- 524

dress these subtasks: topic extraction from dialogue 525

history, relevant topic retrieval, and context transi- 526

tion to historical conversations. Our experiments 527

validate the effectiveness of our methodology and 528

models, showing that our framework, combined 529

with a 7B LLM, outperforms the GPT-4 model. In 530

future work, we will explore automatic evaluation 531

methods for MapDia to simplify research costs. 532
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8 Limitations533

Despite extensive experimental validation of the534

framework’s effectiveness, the inclusion of multi-535

ple components may lead to increased response536

times for the Chatbot. Further research is ex-537

pacted to explore a lightweight framework that bal-538

ances efficiency and effectiveness. Furthermore,539

the ChMapDia dataset we developed is restricted to540

Chinese contexts and focuses solely on the scope541

of casual conversations. A general conversational542

agent should ideally be multilingual, cover mul-543

tiple domains, and integrate various personalized544

styles. Additionally, the dataset contains fewer545

than 2,000 entries, which could restrict the model’s546

performance. Due to computational limitations,547

we only used a 7B model; however, employing548

a larger-scale dialogue model could improve re-549

sponse quality, as indicated in Table 5.550

9 Ethics Statement551

We first discuss the ethical implications related to552

generative dialogue agents, particularly in interac-553

tive systems with memory awareness.554

• Our work aims to enhance the proactivity of di-555

alogue systems within the bounds of user autho-556

rization, in line with other LLM-based dialogue557

applications like ChatGPT and Character.ai, with-558

out increasing ethical risks such as user privacy.559

• While repeatedly bringing up negative historical560

events may adversely impact users with psycho-561

logical disorders and increase anxiety, appropri-562

ately addressing these negative memories can have563

therapeutic benefits as well. Cognitive Behavioral564

Therapy (CBT) and Exposure Therapy (ET) both565

emphasize the benefits of structured revisitation566

of past experiences to mitigate their negative im-567

pact and develop healthier coping strategies (Beck,568

2020; Foa and Kozak, 1986). Similarly, studies569

on the Emohaa Chatbot demonstrate the potential570

of dialogue systems to alleviate mental distress571

with proper emotional support (Sabour et al., 2023).572

Thus, it is essential to balance the exploration of573

past memories, necessitating collaboration between574

technologists and psychologists to use memory-575

related technologies effectively and safely.576

• Conversational agents that can convincingly577

mimic human interactions risk users forming578

parasocial relationships, and potentially affecting579

their lives adversely. Additionally, the processes580

of memory summarization and dialogue generation581

may propagate misinformation or social biases. We582

recommend that any practical deployment of our 583

frameworks should be prefaced with a disclaimer 584

about the source of the dialogues. 585

• Our research focuses solely on the memory recall 586

capabilities of models in proactive dialogues and 587

does not involve actual policy recommendations. 588

The proposed framework cannot substitute for gen- 589

uine real-world interactions, and we do not make 590

any recommendations for users to make real-world 591

decisions that could affect human lives based on 592

our framework. 593

We also considered the ethical issues related 594

to annotation and datasets. We recruit annotators 595

from a Chinese university, allowing them complete 596

freedom to choose whether or not to participate 597

in our annotation project. The payment is 9 dol- 598

lars per hour, higher than the local minimum wage. 599

We have reviewed the data prior to annotation and 600

found no biased samples or toxic information gener- 601

ated by the model. Any data that could potentially 602

identify participants has been deleted after the an- 603

notation process. Additionally, we have verified 604

the licenses of the artifacts used in this study and 605

found no conflicts. The license of the dataset we 606

will release is CC BY-NC 4.0. 607
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A A Sample of Proactive Dialogue875

Here, we showcase a real example in Figure 4 taken876

from a prior proactive dialogue system (Deng et al.,877

2023). Despite the user clearly showing disinterest878

in Korean lyrics, the chatbot still pushed the con-879

versation towards BlackPink. Although it reached880

the target, it failed to engage the user for long-term881

interaction. This pattern is counterproductive to882

developing an intelligent dialogue agent.883

B Prompt for Data Construction884

The complete prompt templates used for construct-885

ing the dataset are shown in Figure 5, and the corre-886

sponding English versions are listed subsequently887

in Figure 6. Specifically, Prompt A is used to gen-888

erate ChMapData-Ret, encompassing dialogue his-889

tory and corresponding topics, whereas Prompts890

B and C are each connected to creating the ini-891

tial two turns of the current dialogue. Prompt D892

corresponds to the subtask of proactive topic-shift893

detection and response generation. To stimulate the894

generative capabilities of LLMs, we experimented895

with various prompting techniques. Inspired by the896

sensitivity of language models to the framing of897

their instructional prompts (Mishra et al., 2022),898

we organized the instructions with bullet points to899

improve the model’s understanding of the tasks.900

Additionally, we employed the one-shot strategy901

in Prompt A to guide the model in generating dia-902

logue more effectively. The desired output format903

is also specified for each type of prompt.904

Just finished my homework. So tired.

How about listening to some refreshing music?

Chatbot User

Hi there, how are you doing?

I’m getting bored about my playlist.

Wanna try some new music types, like K-pop?

But I don’t understand Korean lyrics.

You may try Blackpink’s songs, which have 

English version, and are quite refreshing.

Music K-pop Blackpink

Figure 4: A sample of previous proactive dialogue sys-
tem extracted from Deng et al. (2023).

ROUGE-1 ROUGE-2 ROUGE-L BLEU1−4 METEOR
Qwen2.5 0.522 0.333 0.467 0.197 0.414
Qwen2.5-Sum 0.773 0.646 0.746 0.536 0.755

Table 6: Comparison results of the Qwen model
with and without fine-tuning on our ChMapData-Sum
dataset.

C ChMapData-test Construction 905

The test set construction process is consistent with 906

Section 2.1. Initially, we generated 400 dialogues 907

from 11 topics, ensuring the same ratio of Memo- 908

rable and General data in the training set. Subse- 909

quently, 150 dialogues under the Memorable Sub- 910

ject were extended by two turns, serving as the be- 911

ginning of the current context. Consistent with the 912

trainset construction, we utilized the corresponding 913

topics generated in the first step and chose other 914

29 historical topics at random as candidates to rank 915

against the current context. Both the correspond- 916

ing topic and the top-ranked topic were utilized as 917

ground truth, as they each acted as positive exam- 918

ples in the training set. Additionally, 2 to 11 dia- 919

logues were randomly chosen from topics ranked 920

below the corresponding topic (i.e., negative ex- 921

amples) to serve as dialogue history. This process 922

resulted in 112 entries6, out of which 100 were 923

finalized for the test set, each comprising dialogue 924

history, current dialogue, and a ground truth topic. 925

6Excluding 22 entries with fewer than two topics ranked
below the corresponding and 16 items modified after ranking.
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[系统指令]

你的任务是按照以下示例构建一段五到八轮对话，对话的人物是用户和聊天机器人，对话的主角是用户。

[对话示例]

主题：自身的兴趣

细化话题：用户对编程的兴趣

用户：你好，我最近对编程产生了很大的兴趣。

聊天机器人：嗨，对编程感兴趣是一件很棒的事情，编程可以帮助你解决许多问题，增强逻辑思维，还可以开发出有趣的应用或者游戏。你对哪种编程语言比较感兴趣呢？

用户：我听说Python比较容易学习，适合我这种初学者，所以我想试试Python。

聊天机器人：你的选择非常好，Python的确是一种易于上手的编程语言，而且非常强大，被广泛应用于各种领域，包括数据分析、机器学习、网站开发等等。你打算如何开始

学习呢？

用户：我正在网上找一些教程和实战项目，但是感觉有点乱，不知道该如何系统地学习。

聊天机器人：针对这个问题，我建议你可以参考一些学习路径，比如先学习Python的基础语法，然后再学习一些常用的库，如Numpy、Pandas等，然后可以找一些实战项目来

练习。同时，你还可以参加一些编程社区，如GitHub、Stack Overflow等，这些社区里有很多优秀的编程项目和问题讨论，对你的学习会有很大帮助。

用户：谢谢你的建议，我会按照你的建议来学习的。

聊天机器人：不客气，相信你一定可以学好Python的。如果在学习过程中遇到任何问题，都可以来找我讨论，我会尽力帮你解答的。

[对话主题]

{候选主题} 

[对话格式]

主题：{候选主题}

细化话题：{细化话题}

用户：{用户发言}

聊天机器人：{聊天机器人发言} 

[生成结果]

{}

Prompt A

Prompt B

[系统指令]

你的任务是依据历史对话，续写用户和聊天机器人在多天以后的对话。

要求如下：

1. 对话由用户先发起，减少用户对话中提问的概率；用户更多的是聊天，由聊天机器人来提问进行话题引导

2. 本段对话与历史对话的内容有潜在相关性，但是不要直接相关；

3. 注意用户和聊天机器人不能主动提到历史对话的主题以及内容；

4. 续写1轮对话, 不需要对话完整结束；

[历史对话]

{Prompt A生成的历史对话}

[续写格式]

用户：{用户发言}

聊天机器人：{聊天机器人发言}

[续写结果]

{}

[系统指令]

你的任务是依据对话开头，续写一轮用户和聊天机器人的对话。

[对话开头]

{Prompt B生成的对话开头}

[续写格式]

用户：{用户发言}

聊天机器人：{聊天机器人发言}

[续写结果]

{}

Prompt C
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[系统指令]

你的任务是依据细化话题、历史对话以及当前对话，续写对话至结束。

要求如下：

1. 对话由用户先发起，继续当前对话，用户不能主动提及历史对话与细化话题；减少用户对话中提问的概

率，用户更多的是聊天，由聊天机器人来提问进行话题引导；

2. 每轮对话均为一问一答的形式，由用户开始，聊天机器人结束；

3.聊天机器人需要依据用户的回复，判断是否将对话主题转移至历史对话上，如果当前主题不适合切换，则继续聊下去，最后整个对话无法进行主题切换也是符合要求的，

不要强行切换；

4. 在聊天机器人回答前，把聊天机器人对主题切换时机的判断以Thoughts的形式打出来，并在最后标记是否进行话题切换，用Yes和No来表示，Yes表示可以切换， No表示

不适合切换；

5. 保证对话完整结束，续写5轮对话以上。

[历史对话]

{Prompt A生成的历史对话}

[当前对话]

{Prompt B和Prompt C生成的当前对话}

[续写格式]

用户：{用户发言}

Thoughts：{聊天机器人思考当前是否切换回历史话题}

{Yes or No ，根据Thoughts判定切换的结果}

聊天机器人：{聊天机器人发言}

[续写结果]

{}

Prompt D

Figure 5: The full prompt template utilized for data construction in Section 2.1 with step 2 corresponding to prompt
A, steps 3 corresponding to prompts B and C, and step 4 corresponding to prompt D.

[Instructions]

Your task is to construct a dialogue consisting of five to eight turns, following the example provided below. The characters in the dialogue are User and Chatbot, with the user being the 

main character.

[Example]

Subject: Personal Interests

Topic: User's interest in programming

User: Hello, I've recently developed a great interest in programming.

Chatbot: Hi, having an interest in programming is fantastic. It can help you solve many problems, enhance logical thinking, and even develop interesting applications or games. Which 

programming language are you particularly interested in?

User: I've heard that Python is relatively easy to learn and suitable for beginners like me, so I want to give Python a try.

Chatbot: That's a great choice. Python is indeed an accessible programming language and very powerful. It's widely used in various fields, including data analysis, machine learning, web 

development, and more. How do you plan to start learning?

User: I'm looking for some tutorials and hands-on projects online, but it feels a bit chaotic, and I'm not sure how to learn systematically.

Chatbot: For this issue, I suggest you could follow some learning paths, such as starting with the basics of Python syntax, then moving on to some commonly used libraries like Numpy and 

Pandas, and then practicing with some hands-on projects. Also, you can join some programming communities, like GitHub or Stack Overflow, where there are many excellent programming 

projects and discussions that can greatly help your learning.

User: Thank you for the advice, I will follow your suggestions.

Chatbot: You're welcome. I'm confident that you'll master Python. If you encounter any problems during your learning process, feel free to discuss them with me, and I'll do my best to help 

you find the answers.

[Subject]

{Candidate subject}

[Format]

Subject: {Candidate subject}

Topic: {Topic}

User: {User’s utterance}

Chatbot: {Chatbot's utterance}

[Generated Result]

{}

Prompt A

Prompt B
[Instructions]

Your task is to continue a conversation between the User and Chatbot that takes place several days after the given  historical dialogue. The requirements are as follows:

1. The dialogue should be initiated by the User, with a reduced probability of the User asking questions; the User should engage more in chatting, with the Chatbot asking questions to 

guide the topic.

2. The content of this dialogue should be potentially related to the historical dialogue but not directly related.

3. Be mindful that neither the User nor the Chatbot should actively mention the topics or content of the historical dialogue.

4. Continue the dialogue for one turn; the conversation does not need to be fully concluded.

[Dialogue History]

{Dialogue history generated by Prompt A}

[Format]

User: {User's utterance}

Chatbot: {Chatbot's utterance}

[Continuation Result]

{}

[Instructions]

Your task is to continue a turn of dialogue between the User and Chatbot based on the beginning of the conversation.

[Dialogue Beginning]

{Dialogue beginning generated by Prompt B}

[Format]

User: {User's utterance}

Chatbot: {Chatbot's utterance}

[Continuation Result]

{}

Prompt C
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[Instructions]

Your task is to continue the conversation based on the refined topic, dialogue history, and current conversation until the end.

The requirements are as follows:

1. The conversation should be initiated by the User, continuing the current dialogue. The User should not actively mention historical dialogue or refined topics; reduce the likelihood of 

questions in the User's dialogue, as the User is more engaged in chatting, with the chatbot asking questions to guide the topic;

2. Each turn of dialogue should be in a question-and-answer format, starting with the User and ending with the Chatbot;

3. The Chatbot needs to determine whether to shift the conversation topic to the historical dialogue based on the User's reply. If the current topic is not suitable for switching, then continue 

the conversation. It is also acceptable if the entire dialogue does not undergo a topic switch; do not force a switch; 

4. Before the Chatbot responds, express the chatbot's judgment on the timing of the topic switch in the form of Thoughts, and mark at the end whether to switch topics, using Yes and No to 

indicate. Yes means a switch is possible and No means it is not suitable to switch;

5. Ensure the conversation is fully concluded, continuing for more than 5 turns of dialogue.

[Dialogue History]

{Dialogue history generated by Prompt A}

[Current Conversation]

{Dialogue beginning generated by Prompt B and C}

[Continuation Format]

User: {User's utterance}

Thoughts: {Chatbot's thoughts on whether to switch back to the historical topic}

{Yes or No, based on the Thoughts' determination of the switch}

Chatbot: {Chatbot's utterance}

[Continuation Result]

{}

Prompt D 

Prompt B
[Instructions]

Your task is to continue a conversation between the User and Chatbot that takes place several days after the given  historical dialogue. The requirements are as follows:

1. The dialogue should be initiated by the User, with a reduced probability of the User asking questions; the User should engage more in chatting, with the Chatbot asking questions to guide 

the topic.

2. The content of this dialogue should be potentially related to the historical dialogue but not directly related.

3. Be mindful that neither the User nor the Chatbot should actively mention the topics or content of the historical dialogue.

4. Continue the dialogue for one turn; the conversation does not need to be fully concluded.

[Dialogue History]

{Dialogue history generated by Prompt A}

[Format]

User: {User's utterance}

Chatbot: {Chatbot's utterance}

[Continuation Result]

{}

[Instructions]

Your task is to continue a turn of dialogue between the User and Chatbot based on the beginning of the conversation.

[Dialogue Beginning]

{Dialogue beginning generated by Prompt B}

[Format]

User: {User's utterance}

Chatbot: {Chatbot's utterance}

[Continuation Result]

{}

Prompt C

Figure 6: English version of prompt for data construction in Figure 5.
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D Comparison Result for Summarization926

Model927

We compared the performance of our Qwen2.5-928

Sum, a fine-tuned version of Qwen2.5 on our929

ChMapData-Sum, against the original Qwen2.5930

model. We reported standard automated metrics931

including BLEU (Papineni et al., 2002), ROUGE932

(Lin, 2004), and METEOR (Banerjee and Lavie,933

2005). Specifically, we provided the full BLEU934

score, which accounts for overlap across 1-4 grams,935

rather than just BLEU-4. The results, as shown in936

Table 6, indicate that Qwen2.5-Sum significantly937

outperforms the original Qwen2.5 model, demon-938

strating the effectiveness of our summarization939

module.940

E Implementation Details941

For experiments on Topic Summarization, Topic942

Retrieval, and Proactive Topic-shifting Detection943

and Generation, we utilized the AdamW optimizer944

(Loshchilov and Hutter, 2019). The training setup945

included a cosine learning rate schedule starting at946

2e-5, a weight decay of 0.1, a batch size of 64, a947

5% warm-up period, and a maximum input length948

of 2048 tokens. We fine-tuned all the models for 2949

epochs.950

F Prompt for Proactive Dialogue Models951

In Figure 7, we present the full prompt templates952

for the two models, Qwen2.5 and GPT-4, which953

function as memory-aware proactive dialogue sys-954

tems in Section 4.2. Additionally, Figure 8 illus-955

trates the prompt used within the BGE w/ Qwen956

framework for the original Qwen2.5 model, guid-957

ing it to generate proactive dialogue responses.958

G Details of User-role dialogue model959

We additionally trained a dialogue model to sim-960

ulate user interactions during model testing. This961

approach helps to avoid the subjective factors that962

annotators might introduce during conversations,963

which could affect the guidance of active topics.964

The parameters of the user-role dialogue model965

are consistent with those in Appendix E. We uti-966

lize Qwen2.5-7B as the base model and the data967

used to train the user model consists of 4,000 di-968

alogue histories generated in Section 2.1 Step 1.969

We performed additional processing on the data by970

converting the training target to the query rather971

than the response. Moreover, to ensure that the972

user model does not prematurely end the conversa- 973

tion, we removed the last round from the training 974

data, as this turn typically signifies the end of the 975

conversation. 976

H Human Annotation Details 977

Table 10 presents our full annotation guidelines 978

used for the human annotation process in this work. 979

We recruited six college students who are native 980

Chinese speakers, including four females and two 981

males, with an average age of around 24. Initially, 982

they were provided with an annotation guideline. 983

Each evaluator underwent a training process to en- 984

hance their understanding of the annotation proce- 985

dure. Before starting the annotation, we designed a 986

qualification test consisting of 10 dialogues; only 987

those who passed the test were deemed qualified 988

and allowed to proceed with the annotation To en- 989

sure the quality of the annotations, we divided the 990

dataset into batches and assigned a specific number 991

of daily tasks to each annotator. Upon receiving 992

the daily annotations, we reviewed the results and 993

required annotators to reannotate the batch of data 994

assigned for that day if there was low agreement 995

(less than 0.6). 996

In the annotation interface, the dialogue history, 997

summarized topic, and current context were pre- 998

sented on the left side, while the dialogues gener- 999

ated by each model were randomly displayed on 1000

the right to prevent bias. Annotators first read each 1001

chatbot’s utterance and then assigned scores for 1002

"Engagingness" and "Overall quality." After com- 1003

pleting the entire session, they assessed "Achieve- 1004

ment" and "#Turn." The score range for the first 1005

three evaluation criteria was {0,1,2}, while the 1006

range for "#Turn" was 0-10. 1007

Each sample was annotated by two distinct an- 1008

notators, and a third annotator made the final deci- 1009

sion in case of disagreement. We utilized Cohen’s 1010

kappa (Cohen, 1960) to measure inter-annotator 1011

agreement. The annotation process lasted approx- 1012

imately two weeks, culminating in a substantial 1013

inter-annotator agreement with Cohen’s kappa of 1014

κ=0.70, as shown in Table 2. 1015

I Integration Testing 1016

Given the novel method proposed in this paper, 1017

which can detect conversation trajectories and initi- 1018

ate proactive topics based on dialogue history, it is 1019

highly adaptable for integration with any existing 1020

dialogue system. To assess its effectiveness, we 1021
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[系统指令]
假如你是智能聊天机器人，正在与用户对话，你的任务是依据给定的对话历史与当前对话，对用户进行回复。回复
分为两部分：
1.Thoughts：首先判断当前对话与哪一天历史对话可能有潜在联系，接着判断是否可以将对话主题转移到历史对话
主题上，如果话题联系度较高，则可以主动进行历史话题转换，并输出Yes。如果话题联系度不高，则无法进行话
题转换，并输出No。
2.聊天机器人回复：输出聊天机器人的回复内容，根据判断的Yes或No生成对应的是否进行历史话题转换的回复。

[对话示例]
Thoughts：当前对话提及了跑步，可能和历史对话中用户参加马拉松比赛有关，可以将对话转移到历史对话中。Yes
聊天机器人：说起跑步，上次你参加马拉松比赛怎么样呀？

[对话历史]
{过去若干天用户与聊天机器人的对话历史}

[当前对话]
{当前用户与聊天机器人的对话内容}

[生成结果]
{}

[系统指令]
假如你是智能聊天机器人，正在与用户对话，你的任务是依据细化话题、历史对话以及当前对话，续写聊天机器人
的回答。在进行对话的时候，要判断当前对话与哪一天历史对话可能有潜在联系，接着判断是否可以将对话主题转
移到历史对话主题上，如果话题联系度较高，则可以主动进行历史话题转换。

[对话历史]
{过去若干天用户与聊天机器人的对话历史}

[当前对话]
{当前用户与聊天机器人的对话内容}

[生成结果]
{}

[Instructions]
You are an intelligent Chatbot engaging in a conversation with a user. Your task is to reply to the user based on the given         
dialogue history and the current context. The reply should consist of two parts:
1. Thoughts: First, determine if the current conversation has any potential connection with a past conversation from a specific 
day. Then, decide whether the conversation topic can be shifted to the topic of the historical dialogue. If the topic relevance is 
high, you can proactively transition to the historical topic and output "Yes." Otherwise, you cannot transition the topic and
output "No."
2. Chatbot Response: Output the content of the Chatbot's response. Generate a response based on the decision of "Yes" or "No
" indicating whether to transition the topic to the historical conversation.

[Example]
Thoughts: The current conversation mentions running, which might be related to the past conversation about the user’s        
participation in a marathon. The topic can be shifted to the historical conversation. Yes
Chatbot Response: Speaking of running, how was the marathon you participated in last time?

[Dialogue History]
{Dialogue history between the user and the Chatbot over the past few days}

[Current Context]
{Current context between the user and the Chatbot}

[Output]
{}

[Instruction]
You are an intelligent Chatbot engaged in a conversation with a user. Your task is to reply to the user based on the  given  
historical conversations, corresponding topics, and the current context. During the conversation, assess whether there might 
be potential links to previous days' conversations. If the topic relevance is high, you can proactively switch to the historical
topic.

[Dialogue History]
{User and chatbot conversation history with corresponding topics over the past few days}

[Current Context]
{Current context between the user and the chatbot}

[Output]
{}

Figure 7: The prompt template instructs Qwen-2.5 and GPT-4 to act as the en-to-end memory-aware proactive
dialogue system. Upper is the original content input into the model, followed by its corresponding English version.
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[系统指令]
假如你是智能聊天机器人，正在与用户对话，你的任务是依据给定的对话历史与当前对话，对用户进行回复。回复
分为两部分：
1.Thoughts：首先判断当前对话与哪一天历史对话可能有潜在联系，接着判断是否可以将对话主题转移到历史对话
主题上，如果话题联系度较高，则可以主动进行历史话题转换，并输出Yes。如果话题联系度不高，则无法进行话
题转换，并输出No。
2.聊天机器人回复：输出聊天机器人的回复内容，根据判断的Yes或No生成对应的是否进行历史话题转换的回复。

[对话示例]
Thoughts：当前对话提及了跑步，可能和历史对话中用户参加马拉松比赛有关，可以将对话转移到历史对话中。Yes
聊天机器人：说起跑步，上次你参加马拉松比赛怎么样呀？

[对话历史]
{过去若干天用户与聊天机器人的对话历史}

[当前对话]
{当前用户与聊天机器人的对话内容}

[生成结果]
{}

[系统指令]
假如你是智能聊天机器人，正在与用户对话，你的任务是依据细化话题、历史对话以及当前对话，续写聊天机器人
的回答。在进行对话的时候，要判断当前对话与哪一天历史对话可能有潜在联系，接着判断是否可以将对话主题转
移到历史对话主题上，如果话题联系度较高，则可以主动进行历史话题转换。

[对话历史]
{过去若干天用户与聊天机器人的对话历史}

[当前对话]
{当前用户与聊天机器人的对话内容}

[生成结果]
{}

[Instructions]
You are an intelligent Chatbot engaging in a conversation with a user. Your task is to reply to the user based on the given         
dialogue history and the current context. The reply should consist of two parts:
1. Thoughts: First, determine if the current conversation has any potential connection with a past conversation from a specific 
day. Then, decide whether the conversation topic can be shifted to the topic of the historical dialogue. If the topic relevance is 
high, you can proactively transition to the historical topic and output "Yes." Otherwise, you cannot transition the topic and
output "No."
2. Chatbot Response: Output the content of the Chatbot's response. Generate a response based on the decision of "Yes" or "No
" indicating whether to transition the topic to the historical conversation.

[Example]
Thoughts: The current conversation mentions running, which might be related to the past conversation about the user’s        
participation in a marathon. The topic can be shifted to the historical conversation. Yes
Chatbot Response: Speaking of running, how was the marathon you participated in last time?

[Dialogue History]
{Dialogue history between the user and the Chatbot over the past few days}

[Current Context]
{Current context between the user and the Chatbot}

[Output]
{}

[Instruction]
You are an intelligent Chatbot engaged in a conversation with a user. Your task is to reply to the user based on the  given  
historical conversations, corresponding topics, and the current context. During the conversation, assess whether there might 
be potential links to previous days' conversations. If the topic relevance is high, you can proactively switch to the historical
topic.

[Dialogue History]
{User and chatbot conversation history with corresponding topics over the past few days}

[Current Context]
{Current context between the user and the chatbot}

[Output]
{}

Figure 8: The prompt template for the original Qwen2.5 is used to generate a proactive dialogue response along
with its English version.
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Model CPS Shift-Ratio
Original 22.8 -
Original w/ PDia 25.0 20.8%
Original w/ MapDia 27.9 12.2%

Table 7: Results of integrated testing, showing the
conversation-turns-per-session (CPS) and the triggered
ratio of topic shifts per session in a real-world dialogue
system. The p-value for the CPS statistic is 0.0074.

conducted an online A/B test by incorporating it1022

into our role-playing dialogue system. The proac-1023

tive model is trained with combined data of role-1024

playing conversational dataset and ChMapData-1025

Mem to keep the role-playing ability. The model1026

determines when to shift the topic and generates re-1027

sponses for those turns, while the original dialogue1028

system handles other responses.1029

Additionally, we conducted another integration1030

with trained a proactive responding model only re-1031

ferring to the dialogue context, noted as Proactive1032

Dialogue (PDia). PDia shares the pre-trained base1033

and parameter scale as our proposed model. This1034

model also employs targeted data construction fol-1035

lowed by fine-tuning to learn proactive dialogue1036

capabilities. Besides, different from traditional1037

proactive dialogue methods by performing topic1038

planning in advance, we utilize the LLM to dynam-1039

ically make decisions during the dialogue process.1040

Given that, users were randomly assigned to one1041

of three groups: one interacting with the original1042

dialogue system, one with the system enhanced by1043

our proposed method, and one with the context-1044

based proactive model. All users were blinded to1045

the system details. Due to commercial constraints,1046

we utilized a closed-source 7B pre-trained model1047

for retraining the proactive dialogue models.1048

Engagement AchievementModels
Utts.-level Sess.-level

Overall
Quality Mentioning Shifting

Avg.

#Turn = 1
Ours per Sess. 0.38 0.71 1.11 0.11 0.89 1.19
Ours per Utts. 0.31 0.58 1.05 0.16 0.84 1.07
GPT-4 0.43 0.46 0.89 0.09 0.91 1.02

#Turn = 2
Ours per Sess. 0.31 0.50 1.10 0.21 0.79 1.07
Ours per Utts. 0.42 0.55 1.07 0.18 0.82 1.10
GPT-4 0.55 0.53 1.12 0.21 0.79 1.13

#Turn = 3
Ours per Sess. 0.32 0.58 1.18 0.33 0.67 1.05
Ours per Utts. 0.35 0.64 1.13 0.21 0.79 1.09
GPT-4 0.43 0.64 0.89 0.21 0.79 1.08

#Turn = 4
Ours per Sess. 0.31 0.33 1.28 0.22 0.78 1.04
Ours per Utts. 0.38 0.80 1.40 0.00 1.00 1.21
GPT-4 0.35 0.43 0.91 0.29 0.71 0.98

Table 8: Evaluation results for each turn number at
which the model shifts topics.

Model
Retrieval
Method

Mentioning

QSum w/ BGE w/ Qwen
per Sess. 0.07
per Utt. 0.08

QSum w/ QRet w/ Qwen
per Sess. 0.08
per Utt. 0.15

Ours
per Sess. 0.18
per Utt. 0.14

GPT-4 - 0.19

Table 9: Probability of each model mentioning historical
topics, calculated as the proportion of label 1 in the
Achievement criteria.

The test spanned a duration of two weeks and in- 1049

volved real conversations from over 100,000 users. 1050

Table 7 presents the conversation-turns-per-session 1051

(CPS), defined as the average number of conversa- 1052

tion turns between the dialogue system and the user 1053

within a session. The introduction of both proac- 1054

tive topic capabilities significantly enhanced CPS. 1055

Specifically, the MapDia model increased the aver- 1056

age CPS from 22.8 to 31.3, which is notably higher 1057

than that of PDia, indicating that users are more en- 1058

gaged with previously discussed topics when they 1059

are properly introduced. 1060

Additionally, it should be noted that the propor- 1061

tion of topic transitions is significantly lower than 1062

reported in Table 2. This discrepancy is primarily 1063

attributed to the fact that only a small portion of 1064

real user dialogues can effectively integrate previ- 1065

ously discussed content, and not all conversations 1066

require the initiation of proactive topics. Even the 1067

PDia model, which incorporates dialogue context, 1068

successfully transitions topics in only 20.8% of 1069

sessions. 1070

J Analysis of #Turn and Mentioning 1071

Metrics 1072

Here, we present the evaluation metrics for #Turns 1073

set at 1, 2, 3, and 4 in Table 8. Our model demon- 1074

strated the best performance in turn-level retrieval 1075

when transitioning topics in the fourth turn. It is 1076

observed that fewer #Turns may result in lower 1077

overall quality and lower average scores. There 1078

is no distinct proportional or inverse correlation 1079

between the number of #Turns and the model’s 1080

overall performance. 1081

Table 9 additionally shows the probability of the 1082

model mentioning historical topics without tran- 1083

sitioning, which indicates that GPT-4 is more in- 1084
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clined to mention historical topics, which deviates1085

from our task definition.1086
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Human Evaluation Guideline
Task Overview
Thank you for participating in this task! Open-domain dialogue systems are expected to possess the capability to
proactively shift conversational topics when necessary. When a chat agent exhausts its conversational material or the
current discussion becomes monotonous, topic shifting is a common strategy to maintain the flow of conversation.
Furthermore, when the new topic is derived from historical conversations rather than arbitrary subjects, it enhances user
engagement and fosters long-term relationships between the chatbot and the user. To achieve this objective, we have
developed a Memory-aware Proactive Dialogue system. Below, we provide several days’ worth of historical dialogues,
along with responses generated by our model and some baseline models. Your task is to evaluate these responses based
on the four defined aspects.

Evaluation Aspects
Utterance-level
• Engagingness: An utterance-level metric measuring how well the chatbot captures and responds to the

user’s personal attributes, preferences, and interests, encouraging ongoing participation and long-term
connections.

• Overall Quality:An utterance-level metric assessing the effectiveness of the response, focusing on smooth topic
transitions, coherence, and consistency with the given context.

Session-level
• Achievement: A session-level metric determining whether the chatbot has successfully transitioned the conversation

to a relevant historical topic. “1” indicates the topic is merely mentioned, and “2” signifies a successful transition.

• Turn: A session-level metric represents the turn number when mention or transition occurred.

Annotation Procedure
1. Dialogue History Familiarization: Begin by thoroughly reading and familiarizing yourself with the provided
historical dialogues, typically spanning 8-10 days.

2. Current Context Review: Carefully read the initial context of the current dialogue, which includes two
beginning turns and a user utterance.

3. Utterance Scoring: Score each response utterance generated by the model on a scale of [0, 1, 2] based on the
aspects of Engagingness and Overall Quality. A higher score indicates better performance.

4. Session Scoring: Once the model completes the dialogue continuation, determine whether the entire session
achieved a topic shift. Here, 0 indicates no topic shift or mentioning, 1 indicates a mention of a historical topic
without shifting, and 2 indicates a complete topic shift. Additionally, note the turn number at which the shift was
accomplished.

Emphasis and Caution

• The order of the model-generated responses is randomized to avoid bias.

• It is possible for the model to perform multiple topic shifts within a single session. This strength can be reflected by
assigning a score of 2 for Engagingness or Overall Quality at each turn where a topic shift occurs.

• When the topic shift is not natural or smooth, the Overall Quality score should be appropriately reduced, even if the
shift was achieved.

• A number of words and phrases are often used as indicators for topic shifts, including but not limited to: "but,"
"speaking of," "talking about," "anyway," "by the way," "that reminds me," "before I forget," "I want to mention,"
"let’s talk about," "we need to discuss," "funny you should mention that", etc.

Table 10: The full annotation guideline for human evaluation.
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