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ABSTRACT

Recent advancements in Spectral Graph Convolutional Networks (SpecGCNs)
have led to state-of-the-art performance in various graph representation learning
tasks. To exploit the potential of SpecGCNs, we analyze corresponding graph fil-
ters via polynomial interpolation, the cornerstone of graph signal processing. Dif-
ferent polynomial bases, such as Bernstein, Chebyshev, and monomial basis, have
various convergence rates that will affect the error in polynomial interpolation.
Although adopting Chebyshev basis for interpolation can minimize maximum er-
ror, the performance of ChebNet is still weaker than GPR-GNN and BernNet. We
point out it is caused by the Gibbs phenomenon, which occurs when the graph
frequency response function approximates the target function. It reduces the
approximation ability of a truncated polynomial interpolation. In order to miti-
gate the Gibbs phenomenon, we propose to add the Gibbs damping factor with
each term of Chebyshev polynomials on ChebNet. As a result, our lightweight
approach leads to a significant performance boost. Afterwards, we reorganize
ChebNet via decoupling feature propagation and transformation. We name this
variant as ChebGibbsNet. Our experiments indicate that ChebGibbsNet is su-
perior to other advanced SpecGCNs, such as GPR-GNN and BernNet, in both
homogeneous graphs and heterogeneous graphs.

1 INTRODUCTION

High dimensional data are ordinarily represented as graphs in a variety of areas, such as citation,
energy, sensor, social, and traffic networks. Consequently, Graph Neural Networks (GNNs), also
known as CNNs on graphs, have shown a tremendous promise.

Since the emergence of GCN (Kipf & Welling, 2017), numerous GNNs have been developed to
generalize convolution operations on graphs. Graph convolution is based on graph signal process-
ing (Shuman et al., 2013; 2016), where the graph filter is a crucial component. A graph filter is a
matrix which processes a graph signal by amplifying or attenuating its corresponding graph Fourier
coefficients. Generally, a graph filter is a combination of different powers of a graph shift operator,
which is a normalized adjacency matrix or Laplacian matrix.

Recently, enlightened by graph diffusion (Vigna, 2016; Masuda et al., 2017), GNNs such as
SGC (Wu et al., 2019), APPNP (Klicpera et al., 2019), S2GC (Zhu & Koniusz, 2021), GPR-
GNN (Chien et al., 2021), and BernNet (He et al., 2021) focus on designing graph filters, and
demonstrate strong performance in node classification. We call those GNNs as Spectral Graph Con-
volutional Networks (SpecGCNs). In order to exploit the potential of SpecGCNs, we summarize
those SpecGCNs into a single architecture. We find most of those SpecGCNs’ graph filters are
monomials basis, with the exception of ChebNet (Defferrard et al., 2016) and BernNet. Besides,
except GPR-GNN and BernNet, other SpecGCNs’ graph filters are accompanied with fixed coeffi-
cients.

Next, we point out that the Gibbs phenomenon (Hewitt & Hewitt, 1979; Jerri, 1998), which troubles
signal processing, is also a tricky issue for SpecGCNs. When the target graph frequency response
function is discontinuous or singular at some points in the polynomial interpolation interval, the
Gibbs phenomenon will occur around discontinuities or singularities. Consequently, polynomial-
based graph frequency response function will dramatically oscillate near discontinuities or singular-
ities. Those oscillations are called Gibbs oscillations. For graph signal processing that approximates
via truncated polynomials, Gibbs oscillations reduce approximation accuracy.
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In this paper, we apply the Gibbs damping factor with each term of Chebyshev polynomials of the
first kind (hereinafter referred to as Chebyshev polynomials). The Gibbs damping factor is a family
of factors that are committed to mitigate Gibbs oscillations. We test ChebNet with various Gibbs
damping factors for semi-supervised and supervised node classification on both homogeneous and
heterogeneous graphs. The experimental results exhibit that ChebyNet with several Gibbs damping
factors indeed can refine performance in the majority of datasets.

Similar to APPNP, we reorganize ChebNet with Gibbs damping factors via decoupling feature prop-
agation and transformation. Besides, in each term, we add a learnable coefficient to represent corre-
sponding Chebyshev coefficient. We term this model as ChebGibbsNet. Compare with state-of-the-
art SpecGCNs, ChebGibbsNet demonstrates powerful performance.

The contributions in this paper are as follows:

i We indicate that the Gibbs phenomenon troubles graph signal processing.

ii We apply Chebyshev polynomials with various Gibbs damping factors as the graph filter to
propose our SpecGCN named ChebGibbsNet.

iii We conduct extensive experiments on a variety of homogeneous and heterogeneous datasets
to validate the performance of ChebGibbsNet.

2 RELATED WORK

Spectral Graph Convolutional Networks. Based on graph signal processing, ChebNet (Defferrard
et al., 2016) is proposed with a localized graph filter. ChebNet is the first SpecGCN with graph
filter modification, which utilizes Chebyshev polynomials. Then GCN (Kipf & Welling, 2017)
improves ChebyNet by proposing a method called the renormalization trick which inspires several
SpecGCNs to design filters. As a simplified version of multi-layer GCN, SGC (Wu et al., 2019)
eliminates nonlinear activation functions and Dropout method (Srivastava et al., 2014) in order to
retain performance and achieve the same results as GCN.

Since graph convolution is related to graph signal processing, several researchers have tried to design
SpecGCNs from the view of devising graph filters. One common approach is focusing on graph dif-
fusion (Vigna, 2016; Masuda et al., 2017). The Personalized PageRank filter (Jeh & Widom, 2003)
is a well-known graph diffusion filter adopted by APPNP (Klicpera et al., 2019). Subsequently,
S2GC (Zhu & Koniusz, 2021) adopts Markov Diffusion kernel (Fouss et al., 2006) to demonstrate
its graph performance in the node classification task. Afterwards, based on the Generalized PageR-
ank filter (Baeza-Yates et al., 2006; Gleich, 2015) with learnable coefficients, GPR-GNN (Chien
et al., 2021) shows its high performance in both homogeneous graphs and heterogeneous graphs.
Hereafter, BernNet (He et al., 2021) utilizes Bernstein polynomials to adaptively learn any graph
filter.

Graph Signal Processing and Polynomial Interpolation. As a branch of signal processing, the
graph signal processing is based on polynomial interpolation, a mathematical approach that utilizes a
finite polynomial to approximate any target function. In traditional signal processing, a polynomial-
based function interpolates nodes, which are sampled from an interval, to approximate target signal
function. As for graph signal processing, the corresponding sampling nodes are eigenvalues of a
graph shift operator. Due to high time complexity of eigendecomposition, directly obtaining eigen-
values would not be generally executed. Hence, how to design an appropriate graph filter is a
challenge for SpecGCNs.

Kernel Polynomial Method and Gibbs Damping Factors In some areas of physics, such as ther-
modynamics and quantum mechanics, the study of the eigenfunctions of a dynamical matrix or
Hamiltonian operator is crucial. Based on polynomial interpolation, kernel polynomial method is
invented as a core component for above studies (Weiße et al., 2006). The approach called Cheby-
shev expansion with modified moments, i.e., Chebyshev polynomials with Gibbs damping factors,
is introduced to mitigate Gibbs oscillations while kernel polynomial method is widely applied in
physics.
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3 PRELIMINARY AND BACKGROUND

3.1 HOMOGENEOUS GRAPHS AND HETEROGENEOUS GRAPHS

A undirected graph G is represented as G = {V, E}, where V = {v0, v1, ..., vn−1} is the set of ver-
tices with |V| = n, and E ⊆ V×V is the set of edges. Let A ∈ Rn×n denote the adjacency matrix of
G. Given two nodes u and v, A(u, v) = 1 if there is an edge between node u and node v. Otherwise,
A(u, v) = 0. The diagonal degree matrix D ∈ Rn×n is obtained by D(u, u) =

∑
v∈V A(u, v).

Then, the combinatorial Laplacian (Chung, 1997) is defined as L = D−A for an undirected graph
G. The symmetric normalized Laplacian matrix is defined as L = In − D− 1

2AD− 1
2 . We denote

the symmetric normalized adjacency matrix as A = D− 1
2AD− 1

2 .

Graphs can be either homogeneous or heterogeneous. The homophily and heterophily of a graph
are used to describe the relation of labels among nodes. A homogeneous graph is a graph where the
labels of all the nodes are consistent. On the contrary, in a heterogeneous graph, labels for nodes are
of different types. The node homophily index for a graph (Pei et al., 2020) is denoted as

Definition 3.1 (Node Homophily).

Hnode(G) =
1

|V|
∑
u∈V

|{v|v ∈ Nu,Yv = Yu}|
|Nu|

, (1)

where Nu is the neighbor set of node u and Yu is the label of node u.

Note that Hnode(G) → 1 indicates strong homophily and vice versa.

3.2 GRAPH SIGNAL PROCESSING

A column feature vector x in graph signal processing (GSP) is called a graph signal (Sandryhaila
& Moura, 2013; 2014). A graph shift operator (GSO) (Sandryhaila & Moura, 2013; 2014) is a
matrix which defines how a graph signal is shifted from one node to its neighbors based on the
graph topology. More specifically, GSO is a local operator that replaces graph signal value of each
node with linear combination of its neighbors’. In graph signal processing, it is common to take a
normalized adjacency matrix or Laplacian matrix as a GSO.

A function h(·) of an eigenvalue λj , where j ∈ [0, n− 1], as h(λj) is called the graph frequency re-
sponse function. It is a discrete function, which extends the convolution theorem from digital signal
processing to graphs. For a normalized Laplacian matrix, its graph frequency response function is
defined as h(λj) = λj . For a normalized adjacency matrix, its graph frequency response function is
h(λj) = 1− λj . We denote g(λj) as graph shifting for an eigenvalue λj .

A graph filter H(S) ∈ Cn×n (Sandryhaila & Moura, 2013; 2014) is a function of a graph shift
operator S. Apparently, a GSO is a graph filter. In graph signal processing, it is common to utilize a
polynomial-based graph filter which is defined as H(S) =

∑K
k=0 ζkS

k, where ζk is the correspond-
ing coefficient. This kind of graph filter is named Moving-Average (MA) filter (Isufi et al., 2017),
which is also named Finite Impulse Response (FIR) filter. The capacity of a SpecGCN with an FIR
filter is determined by the degree k of a polynomial. We denote it as a MAK or FIRK filter.

For an undirected graph G, its graph filter can be eigendecomposed as H(S) = UΛU∗, where
U ∈ Rn×n is a matrix of orthogonal eigenvectors, Λ = diag ([h(g(λ0)), ..., h(g(λn−1))]) ∈ Rn×n

is a diagonal matrix of filtered eigenvalues, and ∗ means conjugate transpose. Since U is real-valued,
we have U∗ = U⊤.

Based on the theory of graph signal processing, the graph Fourier transform for a graph signal
vector x on an undirected graph is defined as x̂ = U∗x, and the inverse graph Fourier transform is
x = Ux̂. Given a graph filter H(S) and a feature matrix X, the convolution operator on a graph is
defined as H(S) ∗G X = U ((U∗H(S))⊙ (U∗X)) = Uh(g(Λ))U∗X =

∑n−1
i=0 h(g(λi))uiui

∗,
where h(g(Λ)) is a matrix form of the graph frequency response function, and u0,u1, ...,un−1 are
eigenvectors of U.
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Table 1: A summary of graph filters for existing SpecGCNs.
ChebNet GCN SGC APPNP S2GC GPR-GNN BernNet

Basis Cheb. Mono. Mono. Mono. Mono. Mono. Bern.
Coefficients Learnable Fixed Fixed Fixed Fixed Learnable Learnable

3.3 FROM CHEBNET TO GCN

ChebNet is the first SpecGCN with a localized graph filter based on Chebyshev polynomials.
Through three-term recurrence relations, Chebyshev polynomials can be obtained as follows.
Definition 3.2 (Chebyshev Polynomials of the first kind).

Tk(x) =


1 if k = 0,

x if k = 1,

2x · Tk−1(x)− Tk−2(x) if k ≥ 2,

(2)

where x ∈ [−1, 1].

Since eigenvalues of a normalized Laplacian L are in [0, 2], consider the orthogonality of Cheby-
shev polynomials, it is forbidden to directly replace x by L. Hence, the scaled normalized Lapla-
cian L̃ = 2

λmax
L − In is proposed, where λmax denotes the maximized eigenvalue of the nor-

malized Laplacian. In the original definition of ChebNet, a graph convolution layer is defined as
H(L̃)X =

∑K
k=0 ckT (L̃)X, where ck denotes the k-th Chebyshev coefficient. In practice, the

graph convolution layer is defined as

Z(l+1) = σ(

K∑
k=0

Tk(L̃)Z(l)W(l)), (3)

where σ(·) is a non-linear activation function such as ReLU (Nair & Hinton, 2010), Z(l) denotes
the l-th hidden layer, and Z(0) = X. The Chebyshev coefficient vector is replaced by a learnable
weight matrix W(l). This operation bewilders numerous researches who deem the k-th Chebyshev
coefficient is fixed as ck = 1, and misinterpret Z(l)W(l) as feature transformation.

GCN. To simplify ChebNet, a linear version named GCN is proposed in (Kipf & Welling, 2017).
Furthermore, the renormalization trick is proposed. It is defined as Ã = D̃− 1

2 (A + ηIn)D̃
− 1

2 ,
where D̃(u, u) =

∑
v∈V(A+ ηIn)(u, v), and η = 1 in general. Then, a graph convolution layer of

GCN is defined as Z(l+1) = σ(ÃZ(l)W(l))

4 PROPOSED METHOD

4.1 POLYNOMIAL INTERPOLATION FOR SPECTRAL GRAPH CONVOLUTIONAL NETWORKS

By decoupling feature transformation and propagation, SpecGCNs can be generalized into a single
architecture as

ŶSpecGCN = Softmax (H(S) · fΘ(X)) , (4)

where fΘ(X) is an Multi-Layer Perceptron (MLP). In this unified architecture, the effectiveness of
the graph filter is accentuated. Then, we summarize the category of the basis and the corresponding
coefficients of SpecGCNs we mentioned in Section 2 into Table 1. Next, we discuss the process of
polynomial interpolation via the graph frequency response function.
Theorem 4.1 (Weierstrass Approximation Theorem (Weierstrass, 2013)). Suppose f be a continu-
ous function on [a, b]. For every ϵ > 0, there exists a polynomial p such that ∥f(x)− p(x)∥∞ < ϵ.

Theorem 4.1 tells us that we can utilize any polynomial-based graph frequency response function to
approximate the target function. The whole approximation process can be described into two steps.
The first step is graph shifting, i.e., λ → g(λ). The second step is graph polynomial interpolation,
which is formulated as follows.
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Definition 4.2 (Graph Polynomial Interpolation). Given n eigenvalues of a normalized Laplacian
after graph shifting as λ̃j = g(λj), where j ∈ [0, n − 1], and a K ∈ [0, n − 1] order polynomial-
based graph frequency response function h(λ̃) with corresponding coefficients ζk. For a target graph
frequency response function f(λ̃), the graph polynomial interpolation is to solve a Vandermonde
linear system as follows.

1 λ̃0 λ̃2
0 · · · λ̃K

0

1 λ̃1 λ̃2
1 · · · λ̃K

1
...

...
...

...
...

1 λ̃n−1 λ̃2
n−1 · · · λ̃K

n−1



ζ0
ζ1
...
ζK

 =


h(λ̃0)

h(λ̃1)
...

h(λ̃n−1)

 ≈


f(λ̃0)

f(λ̃1)
...

f(λ̃n−1)

 (5)

On the basis of (Gautschi, 2012), the error function can be defined as follows.

Definition 4.3 (Graph Polynomial Interpolation Error Function). Denote λ̃j = g(λj) ∈ [a, b] as
an eigenvalue of a normalized Laplacian after graph shifting, where j ∈ [0, n − 1]. Given a target
graph frequency response function f(λ̃) and a graph frequency response function h(λ̃) based on
polynomials with K ∈ [0, n− 1] orders. The error function e(λ̃) is defined as

e(λ̃) = f(λ̃)− h(λ̃) =
f (n)

(
ξ(λ̃)

)
n!

Πn−1
j=0 (λ̃− λ̃j),

(6)

where ξ(λ̃) ∈ (a, b) is an arbitrary number.

In graph signal processing, the target graph frequency response function is unknown. Thus, our goal
is to minimize maximum errors as

min
λ̃0,λ̃1,··· ,λ̃n−1

max
λ̃∈[a,b]

|Πn−1
j=0 (λ̃− λ̃j)|. (7)

It can be derived from Eq. 6 and Eq. 7 that a monomials basis with appropriate eigenvalues is an
approach to reduce errors. In signal processing, a common approach is sampling Chebyshev nodes
xj = cos

(
2j+1
2n π

)
, for j ∈ [0, n − 1]. As for graph signal processing, it requires graph shifting

as a mapping from eigenvalues of a normalized Laplacian into Chebyshev nodes. Designing such
graph shift function is tough, since it desires eigendecomposition first, which the time complexity is
O(n3). However, through Chebyshev polynomial interpolation, we can bypass mapping eigenvalues
while reducing errors.

4.2 CHEBYSHEV POLYNOMIAL INTERPOLATION

Definition 4.4 (Chebyshev Polynomial Interpolation). Given a target function f(x) and a Cheby-
shev polynomial p with K orders, for x ∈ [−1, 1], the target function f(x) can be approximated
as

f(x) ≈ p(x) =
1

2
c0 +

∞∑
k=1

ckTk(x) ≈
1

2
c0 +

K∑
k=1

ckTk(x), (8)

where

ck =
2

π

∫ 1

−1

f(x)Tk(x)√
1− x2

dx ≈ 2

K + 1

K∑
j=0

f(xj)Tk(xj), (9)

is the Chebyshev coefficient, and xj is a sampling Chebyshev node.

Since the target graph frequency response function is unknown, we can replace the target eigenvalue
f(xj) with a learnable parameter wj . It allows the model to simulate f(xj) via gradient descent.
Furthermore, we can simplify ck with a learnable parameter wk. This is the original purpose pro-
posed in ChebNet, where the Chebyshev coefficient vector c = [c0, c1, · · · , cK ] is replaced by a
learnable weight matrix W.
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Table 2: Performance (%) comparison of ChebNet with or without various Gibbs damping factors
in order K = 2.

ChebNet CoRA CS PM Corn. Texas Wis.

w/o G 78.39±0.19 68.43±0.25 67.77±0.95 67.57±0.00 77.57±1.73 72.94±0.78
w/ J 75.86±0.43 68.37±0.30 73.98±0.36 70.27±0.00 83.24±1.08 84.31±0.00
w/ La 73.08±0.41 67.38±0.26 75.60±0.15 70.27±0.00 81.89±2.97 84.31±0.00

Table 3: Performance (%) comparison of Cheb-
Net with or without various Gibbs damping fac-
tors in CoRA with different order K.

K w/o G w/ J w/ La

4 76.82±0.29 78.62±0.44 77.47±0.48
6 71.96±0.51 79.01±0.42 78.92±0.45
8 69.17±0.74 78.80±0.32 78.96±0.38

Table 4: Performance (%) comparison of Cheb-
Net with or without various Gibbs damping fac-
tors in CoRA with different order K.

K w/o G w/ J w/ La

4 67.59±0.65 69.26±0.25 68.60±0.23
6 64.81±0.39 68.29±0.43 69.38±0.20
8 64.71±0.49 67.69±0.25 68.20±0.29

Under the same order, if the target function is Dini–Lipschitz continuous, polynomial interpolation
via Chebyshev basis converges faster than Bernstein (Gottlieb & Shu, 1997; Stein & Shakarchi,
2003). If x ∈ [−1, 1], CK(f, x) denotes Chebyshev polynomial interpolation for target function
f(x) with K orders. The convergence rate is ∥CK(f, x)− f(x)∥∞ ≤ − 2

π log(K−1)ω(K−1),
where ω(·) denotes the modulus of continuity. Let x ∈ [0, 1], BK(f, x) denotes Bernstein
polynomial interpolation for target function f(x) with K orders, then the convergence rate is
∥BK(f, x)− f(x)∥∞ ≤ (1 + 1

4K
− 1

2 )ω(K− 1
2 ).

4.3 GIBBS PHENOMENON AND GIBBS DAMPING FACTORS

In real world datasets, the target graph frequency response function probably discontinuous or singu-
lar in the polynomial interpolation interval. It will cause intense oscillations near discontinuities or
singularities during approximation process. This phenomenon is known as the Gibbs phenomenon.
We demonstrate it in Figure 4.3.

Figure 1: The target function is discontinuous Figure 2: The target function is singular

As some related research works (Gottlieb & Shu, 1997; Stein & Shakarchi, 2003) point out that
when the Gibbs phenomenon occurs, the polynomial will not uniformly converge, but point-wisely
converge except for discontinuities or singularities. It will substantially slow down the polynomial
convergence rate, especially if there exists more than one discontinuities or singularities.

To mitigate Gibbs oscillations, we apply the Gibbs damping factor (Weiße et al., 2006) with each
term of Chebyshev polynomials. It is a historical method that has been used in physics known as
kernel polynomial method for more than two decades. To our best knowledge, it is the first time
that Gibbs damping factors are adopted in graph convolutional networks. Gibbs damping factors are
a family of coefficients that satisfy two conditions: (1) g0,K = 1. (2) limK→∞ g1,K → ∞. One
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Table 5: Statistics of datasets
CoRA CS PM Corn. Texas Wis. Film Cham. Squi. WCS

#Nodes 2708 3327 19717 183 183 251 7600 2277 5201 11701
#Edges 10556 9104 88648 298 325 515 30019 36101 217073 297110
#Features 1433 3703 500 1703 1703 1703 932 2325 2089 300
#Classes 7 6 3 5 5 5 5 5 5 10
Hnode(G) 0.83 0.71 0.79 0.11 0.07 0.17 0.16 0.25 0.22 0.66

common Gibbs damping factor is called the Jackson damping factor, which is defined as

gJ
k,K =

(K + 2− k) sin( π
K+2 ) cos(

kπ
K+2 ) + cos( π

K+2 ) sin(
kπ

K+2 )

(K + 2) sin( π
K+2 )

. (10)

Another typical Gibbs damping factor is named Lanczos damping factor, which is defined as

gLa
k,K,m =

(
sinc(

k

K + 1
)

)m

=

(
sin( kπ

K+1 )
kπ

K+1

)m

, where m ∈ Z+. (11)

When m = 3, it is close to Jackson damping factor, but not strictly positive. Thus, a graph convolu-
tion layer of ChebNet with Gibbs damping factors is defined as

Z(l+1) = σ(

K∑
k=0

gk,KTk(L̃)Z(l)W(l)). (12)

Table 2 exhibits the ablation experimental results of ChebNet (when K = 2) with and without
various Gibbs damping factors for node classification on the citation networks (Sen et al., 2008) and
the webpage networks (Lu & Getoor, 2003). In Table 2, except in CoRA and CiteSeer, ChebNet with
Gibbs damping factors exhibits better performance than without Gibbs damping factors. Table 3 and
Table 4 illustrate Gibbs damping factors work for high order in CoRA and CiteSeer.

4.4 CHEBGIBBSNET AND ANALYSIS FROM SPECTRAL DOMAIN

By restructuring ChebNet with learnable coefficients and Gibbs damping factors into the architecture
summarized in Eq. 4, we propose ChebGibbsNet.
Definition 4.5 (ChebGibbsNet).

ŶChebGibbsNet = Softmax

(
K∑

k=0

wkgk,KTk(S) · fΘ(X)

)
, (13)

where wk is a learnable coefficient with one initialization that represents the corresponding Cheby-
shev coefficient ck, S = Ã for homogeneous graphs and S = −Ã for heterogeneous graphs. Be-
sides, the self-gated activation function SiLU (Hendrycks & Gimpel, 2016; Elfwing et al., 2018;
Prajit Ramachandran, 2018) is employed in fΘ(X) to stabilize performance.

Recent research works (Wu et al., 2019; NT & Maehara, 2019; Chien et al., 2021) indicate that a
low-pass filter or band-stop filter can handle homogeneous graphs, and a high-pass filter or band-
pass filter can handle heterogeneous graphs. Thus, the node homophily index Hnode(G) is adopted
in ChebGibbsNet to adaptively change the GSO. When Hnode(G) ∈ (0.5, 1), it indicates that the
graph is homogeneous. Then, Ã as a GSO is adopted in the model. If learnable coefficient are non-
negative, ChebGibbsNet with Jackson damping factors performs low-pass or band-stop filtering on
graph signals. When Hnode(G) ∈ (0, 0.5), the graph filter of ChebGibbsNet with Jackson damping
factors becomes a high-pass or band-pass filter.

There is an issue in graph representation learning called the over-smoothing issue (Li et al., 2018;
2019), which prevents deep graph convolutional networks from gaining better performance. To
elaborate the over-smoothing issue, we need to analyze the global smoothness of a graph filter.
Thus, we introduce the spectral gap (Hoory et al., 2006) and the graph diffusion distance (Masuda
et al., 2017).
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Table 6: Node classification accuracy (%). Mean accuracy (%) ± 95% confidence interval. Boldface
letters are used to mark the best results.

Model CoRA CS PM Corn. Texas Wis. Film Cham. Squi. WCS

MLP 60.33±0.34 59.97±0.24 73.49±0.20 71.89±1.32 79.73±1.81 81.37±0.98 36.87±0.21 43.90±0.64 29.52±0.64 72.73±0.21
ChebNet 79.74±0.55 69.42±0.78 69.20±1.55 69.46±1.24 79.46±1.79 76.08±1.71 34.56±0.45 45.70±0.70 32.48±0.41 76.70±0.30
GCN 80.83±0.44 71.13±0.18 78.91±0.18 38.92±2.16 64.32±2.02 50.78±2.23 28.37±0.55 58.73±0.46 26.43±0.14 79.37±0.12
SGC 77.90±0.00 72.30±0.00 77.59±0.03 37.84±0.00 64.86±0.00 54.90±0.00 27.36±0.10 36.80±0.00 24.07±0.10 79.10±0.12
APPNP 81.42±0.12 71.74±0.14 79.60±0.17 70.27±0.00 75.68±0.00 80.39±0.00 36.12±0.51 44.45±0.54 29.69±0.50 72.60±0.29
S2GC 80.61±0.05 70.40±0.00 79.90±0.00 35.14±0.00 56.76±0.00 41.83±0.92 27.13±0.45 48.90±0.00 35.93±0.00 77.75±0.03
GPR-GNN 81.93±1.08 69.96±0.58 79.53±0.25 42.43±6.63 67.30±3.51 66.47±3.33 29.58±1.70 54.61±2.42 33.59±2.25 79.75±0.43
BernNet 81.50±0.41 68.90±1.48 77.80±0.37 72.07±1.27 76.58±1.27 79.74±0.92 35.07±0.44 65.86±0.72 39.42±1.60 79.90±0.17
ChebGibbsNet 82.42±0.64 71.14±0.93 80.18±0.65 78.11±2.25 85.68±2.43 81.18±1.80 37.90±0.38 68.64±1.04 33.83±0.48 80.19±0.18

Definition 4.6 (Spectral gap). Given an undirected graph G, suppose that the eigenvalues of the
normalized Laplacian L in ascending order are λ0, λ1, · · · , λn−1. The spectral gap is defined as

δj(λ) = λj − λj−1, where j ∈ [0, n− 1]. (14)

The convergence rate of the stationary distribution of diffusion is positively related to the first spec-
tral gap δ1(λ) (Hoory et al., 2006).
Definition 4.7 (Graph diffusion distance). Given an undirected graph G, the diffusion distance
between node u and node v at discrete diffusion time K is defined as

sK(u, v) =

√√√√∑
w∈V

(H(S)(u,w)−H(S)(v, w))
2

π(w)
, (15)

where π(w) = Ds(w,w)∑
(u,v)∈E Ds(u,v)

is the stationary density at vertex w.

With the increment of the discrete diffusion time, the graph diffusion distance is inevitably smaller.
When the graph diffusion distance approaches 0, the stationary distribution of diffusion is conver-
gent. Then, the performance of a SpecGCN begins to decline. Therefore, from the view of the
spectral gap and the diffusion distance, eliminating over-smoothing is tough. However, relieving or
escaping from over-smoothing is relatively easy. Similar to the damping factor (1 − α)αk of PPR,
Gibbs damping factor also will decay with the increase of the order of Chebyshev polynomials. With
learnable coefficients, ChebGibbsNet can escape from over-smoothing as GPR-GNN and BernNet.

5 EXPERIMENTS

5.1 DATASETS AND EXPERIMENTAL SETUP

Datasets. We use five different types graph datasets, three citation networks, three webpage net-
works, two Wikipedia networks, an actor co-occurrence network, and a Wikipedia computer science
network, for node classification tasks. The detailed statistics of those datasets are shown in Table 5.
Notice that a Wikipedia computer science network and citation networks are homogeneous graphs,
and an actor co-occurrence network, Wikipedia networks and webpage networks are heterogeneous
graphs.

Citation Networks. CoRA, CiteSeer, and PubMed are standard citation network benchmark
datasets. In these networks, every node represents a paper and every edge represents a citation
from one paper to another. The edge direction is defined from a citing paper to a cited paper. The
feature is a vocabulary of unique words. We follow (Kipf & Welling, 2017) to preprocess the data
into training, validation and test sets.

Webpage Networks. It is a webpage dataset collected from computer science departments of vari-
ous universities by Carnegie Mellon University (Lu & Getoor, 2003). In WebKB, there are 3 datasets
named Cornell, Texas, and Wisconsin. Each node represents a webpage and each edge represents a
hyperlink between two webpages. The edge direction is from the original webpage to the referenced
webpage. The feature of each node is the bag-of-words representation of the corresponding page.
For webpage networks, in order to evaluate supervised graph representation learning, we follow
previous work (Pei et al., 2020) to randomly split nodes of each class into 60%, 20%, and 20% for
training, validation, and test sets, respectively.

8
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Table 7: Hyper-parameters of ChebGibbsNet
Dataset K Learning rate ℓ2 regularization rate Dropout rate Hidden dimension

CoRA 10 10−2 5× 10−4 0.6 64
CiteSeer 10 10−2 5× 10−4 0 64
PubMed 10 10−2 5× 10−4 0.1 64
Cornell 10 10−2 5× 10−4 0.2 64
Texas 10 10−2 5× 10−4 0 64
Wisconsin 10 10−2 5× 10−4 0.1 64
Film 10 10−3 5× 10−5 0.6 32
Chameleon 10 10−2 5× 10−4 0.5 64
Squirrel 10 10−2 5× 10−4 0.3 64
Wiki-CS 10 10−2 5× 10−4 0.2 128

Actor co-occurrence network. It is an actor-only induced subgraph of the film-director-actor-writer
network. Each node represents an actor, and the edge between two nodes denotes co-occurrence doc-
umented on the same Wikipedia page. The feature of each node is the bag-of-words representation
in the Wikipedia pages.

Wikipedia networks. Chameleon and Squirrel are two page-page networks on specific topics in
Wikipedia. In those datasets, nodes represent web pages and edges are mutual links between pages.
Besides, node features correspond to several informative nouns in the Wikipedia pages. We classify
the nodes into five categories in term of the number of the average monthly traffic of the web page.

Wikipedia computer science network. Wikipedia computer science network was created by in-
specting the list of 10000 prominent categories selected by the sanitizer and picking CS subject.
The dataset consists of nodes corresponding to Computer Science articles, with edges based on
hyperlinks and 10 classes representing different branches of the field.

Baselines, detailed setup and hyperparameters. To verify the superiority of our model, we in-
troduce MLP, ChebNet, GCN, SGC, APPNP, S2GC, GPR-GNN, and BernNet as baselines. For all
these baselines, we use the default setting and parameters as described in the corresponding papers.

We train our models using an Adam optimizer (Kingma & Ba, 2015) with a maximum of 10,00
epoch and early stopping with patience to be 30. Table 7 summaries other hyperparameters of
ChebGibbsNet on all datasets. All experiments are tested on a Linux server equipped with an Intel
i7-6700K 4.00 GHz CPU, 64 GB RAM, and an NVIDIA GeForce GTX 1080 Ti GPU. For a given
setting, 10 experiments of different random seeds are conducted.

5.2 EXPERIMENT RESULTS AND ANALYSIS

Table 6 reports the mean of the node classification accuracy with standard deviation on the test set
of each model. Except in CiteSeer, Wisconsin, and Squirrel, our ChebGibbsNet has a remarkable
performance than other models.

6 CONCLUSION AND FUTURE WORK

In this research, we utilize the property of Chebyshev polynomials and Gibbs damping factors to
propose ChebGibbsNet. We test our model in both homogeneous graphs and heterogeneous graphs.
The experimental results demonstrate that ChebGibbsNet is widely applicable for realistic datasets.
It verifies our assumption that Gibbs oscillations weaken the performance of ChebNet. Besides,
our analysis for polynomial interpolation in graph signal processing illustrates that Chebyshev poly-
nomials have a faster convergence rate than Bernstein polynomials. Out of curiosity, we will tap
potentials of other orthogonal polynomials for exploiting the future of graph representation learn-
ing.
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Michaël Defferrard, Xavier Bresson, and Pierre Vandergheynst. Convolutional neural networks on
graphs with fast localized spectral filtering. In Daniel D. Lee, Masashi Sugiyama, Ulrike von
Luxburg, Isabelle Guyon, and Roman Garnett (eds.), Advances in Neural Information Processing
Systems 29: Annual Conference on Neural Information Processing Systems 2016, December 5-
10, 2016, Barcelona, Spain, pp. 3837–3845, 2016.

Stefan Elfwing, Eiji Uchibe, and Kenji Doya. Sigmoid-weighted linear units for neural network
function approximation in reinforcement learning. Neural Networks, 107:3–11, 2018. ISSN
0893-6080. Special issue on deep reinforcement learning.

Francois Fouss, Luh Yen, Alain Pirotte, and Marco Saerens. An experimental investigation of graph
kernels on a collaborative recommendation task. In Sixth International Conference on Data Min-
ing (ICDM’06), pp. 863–868, 2006.

Walter Gautschi. Numerical Analysis. Birkhäuser Boston, 2012. ISBN 978-0-8176-8259-0.
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