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Abstract

Context-aware neural machine translation, a
paradigm that involves leveraging information
beyond sentence-level context to resolve inter-
sentential discourse dependencies and improve
document-level translation quality, has given
rise to a number of recent techniques. How-
ever, despite well-reasoned intuitions, most
context-aware translation models yield only
modest improvements over sentence-level sys-
tems. In this work, we investigate and present
several core challenges, relating to discourse
phenomena, context usage, model architectures,
and document-level evaluation, that impede
progress within the field. To address these prob-
lems, we propose a more realistic setting for
document-level translation, called paragraph-
to-paragraph (PARA2PARA) translation, and
collect a new dataset of Chinese-English novels
to promote future research.!

1 Introduction

Neural machine translation (NMT) has garnered
considerable scientific interest and commercial suc-
cess in recent years, with current state-of-the-art
systems approaching or exceeding human quality
for a few resource-rich languages when translat-
ing individual sentences (Wu et al., 2016; Has-
san et al., 2018; Yang et al., 2020). Despite the
strong empirical performance of such systems, the
independence assumption that underlies sentence-
level NMT raises several issues. Certain textual
elements, such as coreference (Guillou and Hard-
meier, 2016), lexical cohesion (Carpuat, 2009),
or lexical disambiguation (Rios Gonzales et al.,
2017) are impossible to correctly translate with-
out access to linguistic cues that exist beyond the
present sentence (Sim Smith, 2017). When evalu-
ating documents rather than individual sentences,
the adequacy and fluency of professional human
TEqual contribution.

'We release the paper’s code and dataset here: https:
//github.com/Linghao-Jin/canmt-challenges.

jyyh@cs.washington.edu

translation continues to surpass that of MT sys-
tems (Ldubli et al., 2018), thus underscoring the
need for incorporating long-range context.

Despite some efforts to meaningfully exploit
inter-sentential information, many context-aware
(or interchangeably, document-level) NMT systems
only show meager gains across sentence-level and
document-level translation metrics (Tiedemann and
Scherrer, 2017; Miculicich et al., 2018; Miiller
et al., 2018; Tu et al., 2018; Maruf et al., 2019;
Lupo et al., 2022a,b; Wu et al., 2022). Perfor-
mance improvements against sentence-level base-
lines on overall translation accuracy, pronoun reso-
lution, or lexical cohesion become less pronounced
when context-aware systems are trained on real-
istic, high-resourced settings (Lopes et al., 2020),
casting doubt on the efficacy of such approaches.

In this paper, we conduct a thorough empirical
analysis and present some key obstacles that hinder
progress in this domain:

1. Existing document-level corpora contain a
sparse number of discourse phenomena that
require inter-sentential context to be accu-
rately translated.

2. Though context is necessary for pronoun reso-
lution and named entity consistency, it is less
helpful for tense and discourse markers.

3. The sentence-level Transformer baseline al-
ready performs up to par with concatenation-
based NMT settings.

4. Advanced model architectures do not mean-
ingfully improve document-level translation
on existing document-level datasets.

5. Current metrics designed for document-level
translation evaluation do not adequately mea-
sure document-level translation quality.

The above findings suggest that paragraph-to-
paragraph (PARA2PARA) translation, wherein a
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document is translated at the granularity of para-
graphs, may serve as a more suitable and realistic
setting for document-level translation, which in
practice is unencumbered by sentence-level align-
ments. To this end, we develop and release a
new paragraph-aligned Chinese-English dataset,
consisting of 10,545 parallel paragraphs harvested
from 6 novels within the public domain, in order to
spur future research.

2 Background

The high-level objective of sentence-level machine
translation is to model the sentence-level condi-
tional probability P(y|x), in which the source
and target sentences * = (z!,...2M), y =
(y',...,yN) are textual sequences of respective
lengths M and V. Under the dominant paradigm of
neural machine translation (Sutskever et al., 2014),
the conditional probability Py (y|x) is typically de-
composed into the following auto-regressive for-
mulation (with 6 denoting parameterized weights):

N
Po(yle) = [ P, y=™). (D)
n=1

Equation 1 implies that when predicting the target
token y", the model could only access the current
source sentence, x, as well as all previously trans-
lated tokens in the current target sentence, y<".
Translating sentences in a document in such an
isolated fashion, without any extra-sentential infor-
mation that lies beyond sentence boundaries, has
been found to produce syntactically valid, but se-
mantically inconsistent text (Laubli et al., 2018).
To remedy this, context-aware neural machine
translation considers a document D that entails a
set of logically cohesive source sentences X =
{x1,x2,...,x4}, and a parallel set of target sen-
tences Y = {y1,¥y2, ..., yq}. Under a left-to-right
translation schema, the model computes the prob-
ability of translating the source sentence x; con-
ditioned on the context C;, wherein 0 < ¢ < d:

N

j=1
In practice, there are multiple ways to formulate
C;. Passing in C; = {0} reduces to the sentence-
level case (1). Throughout this paper, we explore
two concatenation-based setups first presented by
Tiedemann and Scherrer (2017). The one-to-two
(1-2) setup prepends the preceding target sentence
to the current target sentence (C; = {y;_1}), de-
noting sentence boundaries with a <SEP> token.

The two-to-two (2-2) setup incorporates additional
context from the previous source sentence (C; =
{zi—1,yi—1}). The target context is integrated in
the same manner as in one-to-two.

In order to investigate the importance of con-
text after the current sentence, we also explore a
three-to-one (3-1) setting, wherein we introduce
additional source-side context by concatenating the
previous and subsequent sentences to the current
one (C; = {w;_1,zi+1}), and do not incorporate
any target context.

3 Related Work

3.1 Model Architectures

Recent progress in context-aware NMT generally
falls along two lines: multi-encoder approaches
and concatenation-based ones (Kim et al., 2019).

Under the first taxonomy, additional sentences
are encoded separately, such that the model learns
an internal representation of context sentences in-
dependently from the current sentence. The inte-
gration of context and current sentences can occur
either prior to being fed into the decoder (Maruf
and Haffari, 2018; Voita et al., 2018; Miculicich
et al., 2018; Zhang et al., 2018; Maruf et al., 2019),
or within the decoder itself (Bawden et al., 2018;
Cao and Xiong, 2018; Kuang and Xiong, 2018; Sto-
janovski and Fraser, 2018; Tu et al., 2018; Zhang
et al., 2018). The effectiveness of these multi-
encoder paradigms is subject to debate; in a stan-
dardized analysis, Li et al. (2020) finds that rather
than effectively harnessing inter-sentential informa-
tion, the context encoder functions more as a noise
generator that provides richer self-training signals,
since even the inclusion of random contextual input
can yield substantial translation improvement. In
addition, Sun et al. (2022) finds that BLEU-score
improvements from context-aware approaches of-
ten diminish with larger training datasets or thor-
ough baseline tuning.

On the other hand, concatenation-based NMT
approaches are conceptually simpler and have been
found to perform on par with or better than multi-
encoder systems (Lopes et al., 2020; Ma et al.,
2021). Under this paradigm, context sentences
are appended to the current sentence, with special
tokens to mark sentence boundaries, and the con-
catenated sequence is passed as input through the
encoder-decoder architecture (Ma et al., 2020).



3.2 Datasets

Until recently, the bulk of context-aware NMT re-
search has focused on document-level, sentence-
aligned parallel datasets. Most commonly used
corpora, including IWSLT-17 (Cettolo et al., 2012),
NewsCom (Tiedemann, 2012), Europarl (Koehn,
2005), and OpenSubtitles (Lison et al., 2018) are
sourced from news articles or parliamentary pro-
ceedings. Such datasets often contain a high vol-
ume of sentences that is sufficient for training
sentence-level NMT systems, yet the number of
documents remains comparatively limited.”

In an attempt to address the scarcity of document-
level training data, recent works have developed
datasets that are specifically tailored for context-
aware NMT. Jiang et al. (2023) curated Bilingual
Web Books (BWB), a document-level parallel cor-
pus consisting of 9.6 million sentences and 196
thousand documents (chapters) sourced from En-
glish translations of Chinese web novels. Thai et al.
(2022) introduced PAR3, a multilingual dataset of
non-English novels from the public domain, which
is aligned at the paragraph level based on both hu-
man and automatic translations. Using automatic
sentence alignments, Al Ghussin et al. (2023) ex-
tracted parallel paragraphs from Paracrawl (Bafién
et al., 2020), which consists of crawled webpages.

3.3 Evaluation

In addition to metrics that evaluate sentence-level
translation quality, e.g., BLEU (Papineni et al.,
2002) and COMET (Rei et al., 2020), a num-
ber of automatic metrics designed specifically for
document-level MT have been recently proposed.
Jiang et al. (2022) introduced BlonDe, a document-
level automatic metric that calculates the similarity-
based F1 measure of discourse-related spans across
four categories. Vernikos et al. (2022) show that
pre-trained metrics, such as COMET, can be ex-
tended to incorporate context for document-level
evaluation. To measure the influence of context
usage in context-aware NMT models, Fernandes
et al. (2021) proposed Context-aware Cross Mutual
Information (CXMI), a language-agnostic indicator
that draws from cross-mutual information.
Another approach to document-level MT eval-
uation focuses on hand-crafted contrastive evalua-
tion sets to gauge the model’s capacity for captur-
ing inter-sentential discourse phenomena, includ-

’As an example, the IWSLT-17 (Cettolo et al., 2012)
EN—FR split contains 239854 sentences and 2556 docu-
ments.

ing ContraPro (Miiller et al., 2018) in English-to-
German, Bawden (Bawden et al., 2018) in English-
to-French, and Voita (Voita et al., 2019) in English-
to-Russian translation. Though targeted, these test
sets tend to be small, and are constricted to a par-
ticular language pair and discourse phenomenon.

4 Challenges

We identify key obstacles that account for the lack
of progress in this field, based on a careful em-
pirical analysis over a range of language pairs,
model architectures, concatenation schemas, and
document-level phenomena.’

4.1 Discourse phenomena is sparse in
surrounding context.

Contextual sparsity is a bottleneck to document-
level neural machine translation that manifests in
two forms (Lupo et al., 2022a). First, the majority
of words within a sentence can be accurately trans-
lated without additional access to inter-sentential
information; context poses as a weak training signal
and its presence has not been found to substantially
boost translation performance. Second, only a few
words in neighboring sentences may actually con-
tribute to the disambiguation of current tokens at
translation time.

We investigate contextual sparsity via a fine-
grained analysis on the BWB (Jiang et al., 2022)
test set, which has been manually tagged with spe-
cific discourse-level phenomena.* Specifically, we
use it to probe NMT models’ ability to exploit
long-range context by analyzing the frequency of
particular discourse phenomena that can only be
resolved with context.

For the manual analysis, we randomly sample
200 discourse-annotated instances from the test
set and ask bilingual annotators who are fluent
in Chinese and English to identify and count in-
stances that contain a particular context-dependent
discourse phenomenon. Annotators are asked to
discern if the following document-level discourse
phenomena exist in each sentence pair:

* Pronoun Ellipsis: The pronoun is dropped in
Chinese, but must be included in the English
translation.

*Unless otherwise specified, all experiments are conducted
using Transformer (Vaswani et al., 2017) as the default archi-
tecture. Full training details are in Appendix A.

*Examples of annotated paragraphs are in Appendix A.4.



* Lexical Cohesion: The same named entity
must be translated consistently across the cur-
rent sentence and context sentences.

¢ Tense: Tense information that can be omitted
in Chinese, and must be inferred based on
context to be correctly translated in English.

* Ambiguity: Instances in which an ambiguous
word or phrase in the current sentence requires
context to be correctly translated.

* Discourse Marker: A discourse marker, e.g.,
while, as long as, else, that is not explicit in
Chinese, but must be pragmatically inferred
and present in English.

Table 1 indicates that lexical cohesion (83.2%) and
pronoun ellipsis (53.8%) constitute the majority of
discourse phenomena found in the 119 sentences
that require inter-sentential signals for correct trans-
lation. In contrast, other categories—tense (4.2%),
ambiguity (9.2%) and discourse marker (16.8%)—
occur much less frequently.

We next examine how far the useful context
tends to be from the cross-lingually ambiguous
sentence. Taking d as the sentence distance, the
majority of discourse phenomena can be disam-
biguated based on the nearest context sentence
(d=1). Specifically, the necessary information for
tense, ambiguity, and discourse markers can almost
always be found by d=1, whereas relevant context
for pronoun ellipses and lexical cohesion tends to
be more spread out. Hardly any useful information
can be found in very distant context (d>3).

A significant fraction (40.5%) of sentences in the
sampled test set can be translated independently,
i.e., without access to inter-sentential information.
Correspondingly, we notice that many sentences
across document-level data are not lengthy with
discourse-level phenomena, but rather simple con-
structions. Figure 1 indicates that the majority of
sentences are relatively short in BWB and IWSLT-
17, ranging from 20-50 characters (Chinese) or
10-30 words (French and German).

4.2 Context does not help disambiguate
certain discourse phenomena.

An implicit assumption in context-aware NMT is
that the inclusion of the proper context would influ-
ence the model to leverage it to resolve any poten-
tial discourse ambiguities. To this end, we investi-
gate different types of discourse phenomena on the

SExamples for each DM category are in Appendix A.4.

Discourse Phenomena Freq. d=1(%) d=2(%) d=3(%) d>3 (%)
Ellp. Pronoun 64 76.6 12.5 7.8 3.1
Lexical Cohesion 99 56.6 23.2 13.1 7.1
Tense 5 100.0 0.0 0.0 0.0
Ambiguity 11 90.1 9.9 0.0 0.0
Discourse Marker 20 100.0 0.0 0.0 0.0
No Context ¢ 81 - - - -

Table 1: Frequency of context-dependent discourse phe-
nomena in a 200-count sample of the BWB test set, and
the percentage of cases where relevant context can be
found at distance d = 1,2, 3, > 3 sentences.
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Figure 1: Sentence length distributions on test sets.

BWRB test set and show that this premise does not
always hold; while pronoun resolution or named
entity consistency is often better resolved with the
incorporation of context, tense and discourse mark-
ers are relatively insensitive to context and yield
meager improvement.

4.2.1 Pronoun Resolution

We examine two types of pronoun translation: pro-
noun ellipsis and anaphoric resolution.

Pronoun ellipsis. As Chinese is a pro-drop lan-
guage, pronouns can be freely omitted and are im-
plicitly inferred from surrounding context. In con-
trast, grammatical and comprehensible translation
into English requires that the pronoun be made ex-
plicit. To test concatenation-based NMT systems’
ability to resolve Chinese-English pronoun ellip-
sis, we conduct inference on a subset of BWB that
contains 519 instances of pronoun ellipsis.

Table 2 indicates that the disambiguation of pro-
noun ellipsis is particularly responsive to context.
Incorporating a single target-side context sentence
(the 1-2 setting) improves the BlonDe F1-score
from 55.88 to 63.91; adding another source-side
context sentence (the 2-2 setting) marginally im-
proves to 65.91. In this scenario, more source-side
context may carry useful information, as the 3-1
setting performs the best overall on BlonDe (66.06).

Anaphoric resolution. When translating to lan-
guages that contain grammatical gender, anaphoric
pronouns form another instance of cross-lingual



Zh—En En—De En—Fr

Setting BLONDE CONTRAPRO BAWDEN

1-1 55.88 57.75 50.00
1-2 63.91 55.45 64.00
2-2 65.91 69.74 72.00
3-1 66.06 - -

Table 2: BLONDE evaluation of pronoun translation
on the BWB test subset and accuracy for anaphoric
pronoun resolution on CONTRAPRO and BAWDEN. The
3-1 setting requires the surrounding context sentences,
and therefore cannot be applied to contrastive sets.

Consistency (%) Acc. (%)
Setting Person Non-person | Person
1-1 32.34 14.67 54.55
1-2 49.36 21.33 51.96
2-2 45.53 14.67 5242
3-1 36.17 17.33 51.15

Table 3: Named entity analysis for consistency and
accuracy on relevant samples from the BWB test set.

ambiguity. For example, when translating into Ger-
man, the English pronoun it can become either es,
sie, or er, depending on the grammatical gender of
its referent.

Thus, we also conducted experiments from En-
glish to German (En—De) and French (En—Fr),
both grammatically gendered languages, and evalu-
ated on the contrastive sets ControPro (Miiller et al.,
2018) and Bawden (Bawden et al., 2018), respec-
tively. While Table 2 shows steady improvement
for anaphoric resolution on ContraPro, curiously,
the 1-2 concatenation-based model exhibits a slight
dip compared to its sentence-level counterpart on
Bawden. We hypothesize that the small size (200
examples) of the Bawden dataset causes the signifi-
cant variance in the results.

4.2.2 Named Entities

Named entities—real-world objects denoted with
proper names—are domain-specific and low-
frequency, and thus tend to be absent from bilingual
dictionaries (Modrzejewski et al., 2020). Their
translations are often either inconsistent (e.g.,
different target translations for the same source
phrase) or inaccurate (with regards to some target
reference). In this section, we examine for named
entity consistency and accuracy on the annotated
BWB test set.

Type all  contrast cause cond. conj. (a)syn.
Count 2042 624 361 226 123 705

1-1 55.68 5897 40.99 71.68 47.15 56.59
1-2 55.39  57.05 37.12 70.80 52.03 57.51
2-2 5499 57.05 37.12 70.80 5121 56.79
3-1 5357 5997 37.12 6548 4390 54.46

Table 4: Accuracy across discourse marker categories
and concatenation settings on the BWB test set.

Consistency. We extract 780 examples (705 per-
son entities, 75 non-person entities) to construct a
consistency test subset. Each instance includes a
sentence with a named entity that is also mentioned
in the preceding sentence. We then measure the
frequency at which different context-aware transla-
tion models could consistently translate the entity
across the two consecutive sentences.

According to Table 3, this task proves to be
challenging—no system achieves above-random
performance—but the presence of context facil-
itates consistency as each context-aware setting
performs better than the 1-1 baseline on person
entities (32.34%). Adding target-side context (1-2
and 2-2 settings) appears strictly more helpful. By
contrast, source-side context (3-1 setting) results in
marginal performance gains relative to the baseline.

Accuracy. To explore the frequency at which
named entities are accurately translated, we next
examine the 1734 person entities from the BWB
test set. Surprisingly, the sentence-level model is
better than context-aware models at correctly trans-
lating named entities, with the best accuracy of
54.55% (Table 3). While context is important for
ensuring named entity consistency, these findings
suggest that adding context may introduce addi-
tional noise and do not necessarily lead to more
accurate translations. We hypothesize that the de-
pendency on context might hurt the model’s down-
stream performance when the NMT model tries to
be consistent with the context translation, which re-
sults in a propagation of errors down the sequence.
In addition, when comparing all the results us-
ing the entity category in BlonDe across the three
language pairs in Table 5 and Table 6, it becomes
clear that additional context does not meaningfully
increase the accuracy of named entity translation.

4.2.3 Discourse Marker and Tense

Discourse makers. The omission of discourse
markers (DM)—particles that signal the type of co-
herence relation between two segments (Grote and



BLEU BlonDe COMET
all pron. entity tense d.m.

I-1  20.80020 38.38p35 7293102 5317166 7329014 60.03059 0.2419¢01

XEMR 1-2 1917006 35.770.28 7448176 43.34445 70.70115 57.67145 0.22119.01
2-2 2013045 37.63040 76.54027 48.09263 7293035 59.86031 0.2435¢;

3-1 19.87p.12 37.62042 76.59032 49.76264 72.61014 59.079.49 0.22599.00

I-1  20.60007; 3721913 73.08026 49.56129 7343027 60.32939 0.2403¢.00

MEGA 1-2 2032039 36.68050 73.560.16 46.04193 73.17022 60.350.49 0.2378¢.01
2-2 20.34p27 36.7407¢ 73.83055 48.78s80 73.390.27 60.13936 0.2354¢.01

3-1 1987925 37.529338 76.62049 49.32156 72.65006 59.230.23 0.2299¢.01

Table 5: Automatic metric results on BWB (Zh—En) across different architectures (XFMR and MEGA) and
concatenation settings (1-1, 1-2, 2-2, and 3-1). We report average and standard deviations across three runs.

Stede, 1998), e.g., so, because, for this reason—
requires context awareness when translating from
morphologically poorer languages to morphologi-
cally richer ones. Following Jiang et al. (2022), we
separate DMs into five categories: contrast, cause,
condition, conjunction, and (a-)synchronous, and
examine how different context-aware settings fare
with each discourse relation.

As Table 4 shows, the sentence-level (1-1) base-
line performs the best across discourse markers in
aggregate, and across the cause and condition cat-
egories. The incorporation of context does not
significantly improve the accuracy of discourse
marker translation; interestingly, the 3-1 setting
fares poorly, with the lowest performance across
all categories except on contrast DMs.

Tense. Tense consistency is another extra-
sentential phenomenon that requires context for
disambiguation, particularly when translating from
an analytic source language (e.g., Chinese) to a
synthetic target language (e.g., English), wherein
tense must be made explicit.®

From experimental results on the BWB (Ta-
ble 5) and IWSLT (Table 6) data,’” there is min-
imal variance across all translation settings in the
BlonDe scores for tense and DM, suggesting that
context is not particularly conducive for any lan-
guage pair. Tense is generally consistently resolv-
able, with all models surpassing 70 on Zh—En.
As expected, translating from French—a more syn-

®In analytic languages, concepts are conveyed through
root/stem words with few affixes. Synthetic languages use
numerous affixes to combine multiple concepts into single
words, incurring a higher morpheme-to-word ratio (O’ Grady
et al., 1997).

"We train on the IWSLT dataset in reverse order (Fr—En
and De—En) in order to evaluate with BlonDe.

thetic language—yields marginally higher BlonDe
scores, at over 75. One reason that the BlonDe
score for tense may be relatively inflexible across
language pairs is that most sentences from the cor-
pora generally adhere to a particular tense, such as
past tense in literature, thus diminishing the neces-
sity of context.

4.2.4 Is source or target context more helpful?

Fernandes et al. (2021) finds that concatenation-
based context-aware NMT models lean on target
context more than source context, and that incorpo-
rating more context sentences on either side often
leads to diminishing returns in performance.

However, according to Table 2-6, this is not uni-
versally the case; the effectiveness of target-side
versus source-side context is largely dependent on
the language pair. Though target-side context often
helps with translation consistency, such as preserv-
ing grammatical formality across sentences, it does
not necessarily guarantee a better translation qual-
ity than source-side context (e.g., the 3-1 setting
performs best on pronoun translation for French
and German according to Table 6, and pronoun
ellipsis for Chinese in Table 2).

4.3 The context-agnostic baseline performs
comparably to context-aware settings.

Experimental results across both the BWB (Ta-
ble 5) and IWSLT-17 (Table 6) datasets demon-
strate that a vanilla 1-1 baseline performs on par
with, or even better than its context-aware coun-
terparts on the sentence-level automatic metrics,
BLEU and COMET. This suggests that, due to
problems with common document-level datasets
(e.g., relative lack of contextual signals) (§4.1)



BLEU BlonDe COMET
all pron. entity tense d.m.
XEMR 1-1  3493p15 5222960 71.64029 64.70355 7591054 77.780.68 0.4794¢.01
Fr 3-1 3537015 52.88p44 7542110 67182587 76.09040 78.59%.56 0.4949¢.02
MEGA 1-1 35.00072 51.27134 68.16258 63.67571 75.0905 77.53065 0.45000 02
3-1 36.030_25 53.370.19 77.733_55 64.884.53 76.380_17 78.210.71 0.50950_02
XEMR 1-1 30.00938 47.760.17 70.801.75 65.11205 71.58064 75.72038 0.32500.00
De 3-1 30.600,26 48.23()’34 76.210.49 59.441.43 72.450.44 75.510.25 0.35400,01
MEGA 1-1 30.860.25 48.480.26 72.52348 67.52536 73.46203 7598070 0.34000.01
3-1 31.21p37 49.22p10 76.10288 68.48420 7247027 7548084 0.3563¢.01

Table 6: Automatic metric results on IWSLT-17 (Fr—En and De—En), on different architectures (XFMR and
MEGA) and concatenation settings (1-1 and 3-1). We report average and standard deviations across three runs.

and the inability of sentence-level metrics to cap-
ture document-level attributes, context-aware mod-
els do not exhibit a meaningful improvement over
context-agnostic models at the sentence level.

In terms of document-level improvement, the
sentence-level baseline even outperforms context-
aware models in select instances, such as when
translating named entities (53.17% on Zh, 65.11%
on De). There are no notable differences in han-
dling tense and discourse markers across contex-
tual settings, which aligns with our observations
in §4.2.3. These results demonstrate that on com-
monly used datasets, context-aware models also do
not significantly improve document-level transla-
tion over a sentence-level Transformer baseline.

4.4 Advanced model architectures do not
meaningfully improve performance.

Motivated by the limitations of the self-attention
mechanism on long-range dependency model-
ing (Tay et al., 2022), recent work has proposed
more advanced architectures to better leverage con-
textual signals into translation (Lupo et al., 2022b;
Sun et al., 2022; Wu et al., 2022, 2023). The hy-
pothesis is that as long-range sequence architec-
tures can effectively model longer context windows,
they are better-equipped to handle the lengthier na-
ture of document-level translation.

To test this theory, we replace the Transformer
(XFMR) attention mechanism with a recently intro-
duced MEGA architecture (Ma et al., 2023), which
overcomes several limitations of the Transformer
on long-range sequence modeling.® As Table 6
shows, MEGA always performs better than XFMR
across both the 1-1 and 3-1 settings on the sentence-

8We refer to Appendix A.2 for a more detailed discussion
on MEGA’s design.

level metrics, BLEU and COMET. At the document
level, MEGA has the highest overall BlonDe F1-
score when translating from both German (53.37 vs.
52.88) and French (49.22 vs. 48.23). While MEGA
tends to outscore XFMR on the pronoun and entity
categories, there is no significant improvement, if
any for tense and discourse marker. Furthermore,
MEGA usually starts from a higher sentence-level
baseline (except on pronoun resolution for Fr—En);
when moving from the sentence-level to the con-
textual 3-1 setting, MEGA does not show higher
relative gains than XFMR.

One potential explanation as to why MEGA per-
forms better on automatic metrics is because it is a
stronger model and better at translation overall (Ma
et al., 2023), rather than it being able to leverage
context in a more useful manner. The lack of im-
provement in particular discourse categories does
not necessarily indicate that existing context-aware
models are incapable of handling long-range dis-
course phenomena. Rather, it suggests that current
data may not sufficiently capture the complexities
in such situations. As discussed, discourse phenom-
ena are sparse; some of them could not be resolved
even with necessary context.

This finding aligns with similar work (Sun et al.,
2022; Post and Junczys-Dowmunt, 2023) which
also propose that, on existing datasets and under
current experimental settings that use sentence-
level alignments, the standard Transformer model
remains adequate for document-level translation.

4.5 There is a need for an appropriate
document-level translation metric.

Though BLEU and COMET are both widely used
for sentence-level machine translation, they pri-
marily focus on assessing sentence-level transla-



We can never go back again, for the past is still too close

Tl AL T AR TR M . X — ESC T BE i M T

as b e ;
The things we have tried to forget would stir again and that |\ WA HIB R TAT. T 1B IR, BT
sense of fear building up the blind unreasoning panic, now 2 W, AFLA AT Bt 2 FRT I o AR FRIRCRL . puLO AR
mercifully stilled —might once again become a living el | LR R FIR . A R H LR AT B 1

companion.

— Source paragraph from Rebecca (Daphne du Maurier) in English

Flo MR, IR T HALOE PR, (HAFE AR AT B2 L
FERPA AT 7T R TEIL,  SOR LT — AT & A

— Corresponding human-translated paragraph in Chinese

Figure 2: An example of paragraph-to-paragraph translation. Aligned sentences are underlined in the same color.
Highlighted parts are added by translators and do not have a corresponding source segment.

tion quality, and do not adequately encapsulate
discourse-level considerations. Contrastive sets are
a more discourse-oriented means towards evalu-
ating document-level translation quality, but they
too contain shortcomings. First, contrastive sets
are not generalizable beyond a particular discourse
phenomena and language pair, and the curation of
these sets is both time- and labor-intensive. Further-
more, contrastive sets evaluate in a discriminative
manner—by asking the model to rank and choose
between correct and incorrect translation pairs—
which is at odds with, and does not gauge, the
MT model’s generative capacity. Post and Junczys-
Dowmunt (2023) (concurrent work) proposes a gen-
erative version of contrastive evaluation, and finds
that this paradigm is able to make a finer-grained
distinction between document-level NMT systems.

The recently proposed BlonDe (Jiang et al.,
2022) score, which calculates the similarity mea-
sure of discourse-related spans in different cat-
egories, is a first step towards better automatic
document-level evaluation. However, BlonDe re-
quires the source language’s data to be annotated
with discourse-level phenomena, and its applica-
bility is restricted to language pairs in which the
target language is English.

Finally, incorporating pre-trained models into
metrics is another promising direction. To this end,
Vernikos et al. (2022) present a novel approach for
extending pre-trained metrics such as COMET to
incorporate context for document-level evaluation,
and report a better correlation with human prefer-
ence than BlonDe. Nevertheless, the incorporation
of pre-trained models raises the issue of metric
interpretability, yielding opaque numbers with no
meaningful linguistic explanations. Thus, we note
the need to develop more robust, automatic, and
interpretable document-level translation metrics.

5 PARA2PARA Translation

A recurrent theme throughout our analyses is that
existing datasets are not conducive to meaning-
ful context usage in document-level translation.
The majority of datasets used in the literature of
document-level NMT are aligned at the sentence
level, which is artificial in design and not reflective
of how documents are translated in practice.

As such, paragraph-level parallel data (Figure 2)
may be more suited for document-level NMT and
provide richer contextual training signals. Recent
work have turned toward literary translation as a
challenging, realistic setting for document-level
translation (Zhang and Liu, 2020; Thai et al., 2022;
Karpinska and Iyyer, 2023), given that literary texts
typically contain complex discourse structures that
mandate a document-level frame of reference. As
Figure 2 illustrates, sentence alignment is not al-
ways feasible when translating literature. Karpin-
ska and Iyyer (2023) finds that language models
can effectively exploit document-level context and
cause fewer discourse-level translation errors based
on human evaluation, when the paragraph is taken
as the minimal discourse-level unit.

To promote future research on document-level
translation in a realistic setting, we collect profes-
sional English and Chinese translations of classic
novels, and format the data by manually correct-
ing paragraph-level alignments. The PARA2PARA
dataset consists of 10,545 parallel paragraphs
across six novels from the public domain.” To
our knowledge, the only other paragraph-aligned,
parallel dataset sourcing from the literary domain is
PAR3 (Thai et al., 2022), which uses Google Trans-
late and fine-tuned GPT-3 (Brown et al., 2020) to
automatically generate reference translations. In

Data and preprocessing details are in Appendix B.1.



Domain Pre-training BLEU BlonDe COMET
all pron. entity tense d.m.
NONE 1.37006  8.44039 4728213 1873649 41.221458 16.87360 0.3949¢.00
Closed XFMR g4 16.009.19 35.360.19 79.1604 52.33p.10 7247046 60.63942 0.7339¢.00
LIGHTCONVBZ'g 16.87906 36.70014 79.28p28 55.38127 72.80009 61.66061 0.7409 0
MBART25 15.63025 3537020 7872027 5404049 7201912 605962 0.73850.00
NONE 0.73¢.32 1.82¢.01 48.125 54 0.009.00 39.27511 1391399 0.3587(.02
Open XFMR ;g 917067 25.35105 72.20048 32.54218 67.17959 51.83100 0.7003¢9.01
LIGHTCONVBZ'g 8.600.10 2548010 7250043 38.83057 67.40035 51.79092 0.7027; 9
MBART25 797006 2241971 7224061 20.07417 67.25040 50.52084 0.7012900

Table 7: Baseline translation results on the Zh—En PARA2PARA dataset. Bold denotes best performance.

contrast, the source and target paragraphs in our
dataset are culled from professional translations. '

We then benchmark the dataset under two ex-
perimental settings for Zh—En translation: i). a
standard closed-domain setup, in which both the
training and testing data are sourced from the same
novels; ii). a more challenging open-domain
setup, wherein two novels are held and used as
only the test set. We experiment with training
a Transformer-based model on PARA2PARA data
from scratch (NONE), as well as incorporating pre-
trained baselines, in which the model is first trained
on the sentence-level WMT17 Zh-En dataset (Bo-
jar et al., 2017), before further fine-tuning on the
PARA2PARA data, using the following backbone
architectures:

* XFMRp;, (Vaswani et al., 2017), the
Transformer-BIG.

* LIGHTCONV;, (Wu et al., 2019), which
replaces the self-attention modules in the
Transformer-BIG with fixed convolutions.

* MBART?25 (Liu et al., 2020), which is pre-
trained on 25 languages at the document level.

Table 7 shows preliminary baseline results on
BLEU, BlonDe, and COMET.!! In the NONE set-
ting, the Transformer’s relatively low performance
and incoherent output underscores the difficulty
of training from scratch on the PARA2PARA cor-
pus, due to two reasons—the inherent difficulty
of training on paragraph-level, longer-sequence
data, and the limited dataset size (especially rel-
ative to that of sentence-level MT datasets). To
disentangle the two factors, we report additional
baselines that leverage pre-training to offset the

10 Another distinction is that the Zh-En split in PAR3 sources
from ancient novels in Classical Chinese (which is different
from the modern language) and consists of 1320 paragraphs.

"Example translations are in Appendix B.2.

issue of low-domain data; all of them exhibit a
marked performance improvement over the NONE
setting, attesting to the challenging constitution of
paragraph-to-paragraph translation.

On the closed-domain setting, LIGHTCONV g4
yields the highest score across all three metrics.
Open-domain results are mixed: as expected,
scores are lower across the board as this setting
is challenging. XFMR p;, has the best BLEU and
discourse marker F1-score on BlonDe, although all
pre-training baselines perform similarly. LIGHT-
CONV p;, performs the best on pronoun, entity, and
tense on BlonDe and has the highest COMET score.

6 Conclusion

Despite machine-human parity at the sentence level,
NMT still lags behind human translation on long
collections of text, motivating the need for context-
aware systems that leverage signals beyond the
current sentence boundary. In this work, we high-
light and discuss key obstacles that hinder momen-
tum in context-aware NMT. We find that training
signals that improve document-level discourse phe-
nomena occur infrequently in surrounding context,
and that most sentences can be accurately trans-
lated in isolation. Another challenge is that context
benefits the resolution of some discourse phenom-
ena over others. A context-agnostic Transformer
baseline is already competitive against context-
aware settings, and replacing the Transformer’s
self-attention mechanism with a more complex
long-range mechanism does not significantly im-
prove translation performance. We also note the
need for a generalizable document-level translation
metric. Finally, we make the case for paragraph-
aligned translation, and release a new PARA2PARA
dataset, alongside baseline results, to encourage
further efforts in this direction.



7 Limitations

Several limitations restrict the scope of this
work. To begin, our choice of languages in this
study—English, Chinese, French, German—is non-
exhaustive, and it is possible that our findings
would not generalize well to scenarios that involve
low-resourced languages or distant language pairs.
In particular, a significant portion of our investi-
gation on discourse relations that necessitate con-
text for proper disambiguation targets the Chinese-
English BWB test set, which is the only public
dataset that has been manually annotated with this
type of information. Some of the discourse phe-
nomena that we consider may not occur as fre-
quently in other languages. While this work is a pre-
liminary step that sheds light on the current nature
of data that drives context-aware neural machine
translation, future directions could entail extending
similar analysis to other languages or discourse phe-
nomena (e.g., the disambiguation of deixis when
translating from Russian to English (Voita et al.,
2019)).

Another restriction is that this work only exam-
ines concatenation-based architectures, which tend
to be conceptually simple, effective, and hence
subject to widespread adoption in recent years (Fer-
nandes et al., 2021). While the purported advan-
tages of multi-encoder NMT models are mixed (Li
et al., 2020), for comprehensiveness, it would be
insightful to examine whether they behave differ-
ently relative to concatenation-based systems under
our experimental setup. Other potential avenues for
exploration entail loss-based approaches to context-
aware neural machine translation, such as context
discounting (Lupo et al., 2022b) or contrastive
learning-based schemas (Hwang et al., 2021).

Lastly, although the PARA2PARA dataset may
pose as a more natural setting for context-aware
translation, it is considerably smaller than other
document-level datasets. Given that the small scale
of training data is a prevalent issue in context-aware
neural machine translation (Sun et al., 2022), fu-
ture efforts could focus on expanding this dataset
(as it is easier to source paragraph-aligned parallel
translations in the wild than sentence-level ones)
or moving beyond the literary domain.
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Appendix

A Implementation Details

A.1 Training

We train all models on the fairseq framework (Ott
et al., 2019). Following Vaswani et al. (2017); Fer-
nandes et al. (2021), we use the Adam optimizer
with 51 = 0.9 and B2 = 0.98, dropout set to 0.3,
an inverse square root learning rate scheduler with
an initial value of 10, and the warm-up step set
to 4000. We run inference on the validation set
and save the checkpoint with the best BLEU score.
We compute all BLEU scores using the sacreBLEU
toolkit (Post, 2018).!2 Wherever possible, we re-
port the average and standard deviation across three
randomly seeded runs.

A.2 Models

Transformer The Transformer (Vaswani et al.,
2017) is an encoder-decoder architecture that relies
on a self-attention mechanism, in which every po-
sition of a single sequence relates to one another in
order to compute a representation of that sequence.
An n-length output sequence of d-dimensional rep-
resentations Y € R™*? can be computed from an
input sequence of d-dimensional representations
X € R4 as follows:

QK"
7(X)

Y =Attn(X) = f ( ) \%4 3)
Q, K, and V are sequences of queries, keys, and
values, respectively, with learnable weights and
biases. Here, f(-) is an attention function, most
commonly set to softmax, and 7 is a correspondent
scaling term. We use the Transformer base version
across all experiments, which consists of 6 encoder
layers, 6 decoder layers, a model dimension of 512,
and an FFN hidden dimension of 2048.

MEGA The recently introduced MEGA (Moving
Average Equipped Gated Attention) (Ma et al.,
2023) architecture solves for two limitations of
the traditional Transformer, which have long since
resulted in sub-optimal performance on long-
sequence tasks: a weak inductive bias, and a
quadratic computational complexity. This mech-
anism applies a multi-dimensional, damped expo-
nential moving average (Hunter, 1986) (EMA) to

">The sacreBLEU signature is BLEU+case.mixed+lang.src-
tgt+numrefs. 1+smooth.exp+{ test-set } +tok.13a.
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a single-head gated attention, in order to preserve
inductive biases. MEGA serves as a drop-in re-
placement for the Transformer attention mecha-
nism, and full details can be found in (Ma et al.,
2023). MEGA is of comparable size to the Trans-
former, with 6 encoder and 6 decoder layers, a
model dimension of 512, and an FFN hidden di-
mension of 1024, alongside an additional shared
representation dimension (128), value sequence di-
mension (1024), and EMA dimension (16).

In total, the Transformer architecture is around
65M parameters; the MEGA architecture is around
67M parameters.

A.3 Data

For the En<Fr and En<»De language pairs, we
train on the IWSLT17 (Cettolo et al., 2012) datasets,
which contain document-level transcriptions and
translations culled from TED talks. The test sets
from 2011-2014 are used for validation, and the
2015 test set is held for inference. For Zh—En, we
use the BWB (Jiang et al., 2023) dataset, which
consists of Chinese webnovels.

Data for each language pair is encoded and
vectorized with byte-pair encoding (Sennrich
et al., 2016) using the SentencePiece (Kudo and
Richardson, 2018) framework. We use a 32K joint
vocabulary size for Zh—En, and a 20K vocabulary
size for the other language pairs.

Full corpus statistics are in Table 8.

Dataset Lg. Pair Train Valid Test

BWB Zh—En 9576566 2632 2618
WMT17 Zh—En 25134743 2002 2001
IWSLT17 EneFr 232825 5819 1210
IWSLT17 En«<De 206112 5431 1080

Table 8: Sentence counts across parallel datasets.

A.4 Evaluation

Annotated BWB test set. Some manually an-
notated paragraphs from the BWB test set can be
found in Table 9, which is used in the discourse
phenomena analysis.

Discourse marker categories. Following (Jiang
et al., 2022), we categorize discourse markers into
the following:

e Contrast: but, while, however, although,
though, yet, whereas, in contrast, by compari-
son, conversely

e Cause: so, thus, hence, as a result, therefore,
thereby, accordingly, consequently, for this
reason

* Condition: if, as long as, provided that, as-
suming that, given that

* Conjunction: also, in addition, moreover, ad-
ditionally, besides, else, plus, furthermore

* (A)synchronous: when, after, then, before,
until, after, once, after, next

Contrastive set examples. Contrastive evalua-
tion examples for anaphoric pronoun resolution are
in Table 10. Following standard practice, the model
is evaluated in a discriminative manner: rather than
generating translated sequences, the model is pro-
vided with the previous sentence as context, and
is asked to choose the current sentence with the
correct pronoun from the incorrect ones.

B PARA2PARA Translation

B.1 Data and Preprocessing

We gather the Chinese and English versions of six
novels within the public domain, which are freely
available online (Table 11). Prior to the tokeniza-
tion step, we normalize punctuation and segment
Chinese sentences using the open-sourced Jieba
package. English sentences are tokenized using
the Moses toolkit (Koehn et al., 2007). We em-
ploy byte-pair encoding (Sennrich et al., 2016) for
subword tokenization.

In the open-domain setting, A Tale of Two Cities
and Twenty Thousand Leagues Under the Seas are
withheld as the test set.

B.2 Translation Examples

Translation examples on the PARA2PARA dataset
are in Figure 3.

B.3 LLM Evaluations

Large Language Models (LLMs) (e.g., Chat-
GPT (OpenAl, 2022)) have recently accrued a
great deal of mainstream and scientific interest,
as they are found to maintain considerable fluency,
consistency, and coherency across multiple NLP
tasks, including document-level NMT (Wang et al.,
2023)(concurrent work). To investigate how LLMs
would fare on the PARA2PARA dataset, we also ob-
tain translations using GPT-3.5 (gpt-3.5-turbo),
a commercial, black-box LLM. Table 12 shows
GPT-3.5’s performance alongside that of the three


https://github.com/fxsjy/jieba

<PER, T,1>{Qiao Lian} clenched <O,1>{her} fists and lowered <O,1>{her}head.

Actually, <P,2>{he} was right.

<0,1>{She} was indeed an idiot, as only an idiot would believe that they could find true love online.
<P, 1>{She} curled <P,1>her} lips and took a deep breath. ... <ORG, T, 3>{WeChat} account.
<Q,I><PER, T,1>{Qiao Lian}: “What happened?” <\Q>

<PER,T,18>{Song Cheng} was extremely nervous and followed <P,10>{him}.

<PER,T,10>{Shen Liangchuan} walked forward, one step at a time,

until <O,10>{he} reached the front of <FAC,N,19>{the room}.

<PER,T,12>{Wang Wenhao} was currently ingratiating <O,12>{himself} with <PER,N,20>{a C-list celebrity}.
<PER,N,20>{The celebrity} asked, <Q,20>“Hey, I heard that you beat <PER,N,21>{a paparazzi}?”<\Q>
<Q,12>“Yeah, <PER,N,21>{the paparazzi} nowadays are so disgusting.

I have wanted to teach <P,21>{them} a lesson myself for some time now!”<\Q>

<Q,20>*“Are not you afraid of becoming an enemy of <P,21>{them}?”’<\Q>

Table 9: Annotated paragraphs from the BWB test set.

Context Sentence Current Sentence

ContraPro (En-De) src There were spring nights.  Through open windows it came in, dancing.

1. Bei offenen Fenstern tanzt es herein.
tgt Es gab FrUhlingsnichte. 2. Bei offenen Fenstern tanzt sie herein.

3. Bei offenen Fenstern tanzt er herein.

. Only one road led to the Huseby summer farm,
Bawden (En-Fr) src  The next Saturday night. ] ) ]
and it passed right by the main farm.

1. Une seule route conduisait a la ferme d’été
. L des Huseby, et elle passait devant la grande ferme.
tgt Le dimanche soir suivant. o
2. Une seule route conduisait a la ferme d’été

des Huseby, et il passait devant la grande ferme.

Table 10: Examples from the ContraPro and Bawden contrastive evaluation sets. Highlighted pronouns in the
current sentence require the preceding context sentence for proper disambiguation.

pre-trained baselines, for reference. This exper-
iment is similar to that of Karpinska and Iyyer
(2023), who test GPT-3.5 on paragraphs from
recently-published literary translations, and show
that while LLMs can provide better paragraph-level
translation (as they are better-equipped to handle
long context), there are nevertheless critical trans-
lation errors that a human translator would be able
to avoid. Given that OpenAl did not disclose the
composition of ChatGPT’s training data, it is likely
that there may be data leakage from pre-training
(especially as our dataset is sourced from public-
domain data). Thus, we do not believe these results
represent a fair comparison with the pre-training
baselines; we report them for the sake of compre-
hensiveness.

B.4 Pre-trained baseline performance

To investigate how fine-tuning on the PARA2PARA
dataset affects the baselines’ performance, we eval-
uate the pre-trained baselines on the same test set
without any training on the PARA2PARA corpus.
As Table 13 illustrates, all three baselines exhibit
significantly worse performance across the board
(X), and improve after fine-tuning (v).



Title Author Year #Paras. APL

Gone with the Wind Margaret Mitchell 1936 3556 143
Rebecca Daphne du Maurier 1938 1237 157
Alice’s Adventure in Wonderland Lewis Carroll 1865 218 144
Foundation Isaac Asimov 1951 3413 76
A Tale of Two Cities Charles Dickens 1859 696 225
Twenty Thousand Leagues Under the Seas Jules Verne 1870 1425 117

Table 11: Corpus information for the PARA2PARA dataset. APL = average paragraph length in tokens.

Domain Pre-training BLEU BlonDe COMET
all pron. entity tense d.m.

GPT-3.5 11.60 2829 83.21 35.63 7398 63.82 0.7644
Closed XFMRp;, 16.00 3536 79.16 5233 7247 60.63 0.7339
LIGHTCONVp;, 16.87 36.70 79.28 55.38 72.80 61.66 0.7409
MBART25 15.63 3537 7872 54.04 7201 60.59 0.7385
GPT-3.5 1190 27.86 86.02 30.64 75.71 66.93 0.7648
Open  XFMRg;, 9.17 2535 7220 3254 67.17 51.83 0.7003
LIGHTCONVpR;, 8.60 2548 7250 38.83 6740 51.79 0.7027
MBART?25 7.97 2241 7224 2007 6725 5052 0.7012

Table 12: GPT-3.5 evaluations on the PARA2PARA dataset.

Domain Pre-training  Fine-tuning BLEU BlonDe COMET
all pron. entity tense d.m.
XFMR g;¢ X 7.30 2542 67.41 37.24 60.82 54.06 0.6662
Closed LIGHTCONV p;g4 X 6.30 23.30 58.19 34.32 56.16 47.57 0.6487
MBART25 X 6.70 21.35 63.56 22.10 60.96 47.52 0.6699
S XFMRg,, X 470 2122 5981 3545 5431 4412 0.6342
Open  LIGHTCONV ;4 X 4.20 20.78 53.35 38.94 49.80 39.96 0.6160
MBART25 X 4.10 18.61 55.89 26.27 54.39 39.35 0.6407
NONE 1.370.06 8.44¢ 39 4728518 18.736.49 41.22748 16.87360 0.3949¢00
Closed XFMR ;g 16.000.10 35.360.19 79.1604 5233010 7247046 60.630.42 0.73399.00
LIGHTCONVBZ‘g 16.87p.06 36.70014 79.28328 55.38127 72.80009 61.660¢1 0.7409 0
MBART25 15.63095 3537020 7872007 5404049 7201012 60.59%¢2 0.73850.00
7777777777 NoNE /073032 182021 4812551 0.00000 39.27211 1391399 03587002
Open XFMR ;g 917067 2535105 7220048 32.54918 67.17959 51.83100 0.70030.01
LIGHTCONVBZ‘g 8.600.10 2548010 7250043 38.83057 67.40035 51.79992 0.7027 9
MBART25 797006 2241071 7224061 2007417 6725040 50.520s4 0.70120.00

Table 13: Ablation study on the effect of fine-tuning on the Zh—En PARA2PARA dataset. X no fine-tuning;
denotes fine-tuning. Bold denotes best performance.



Source

Reference

Open Domain
Base

Open Domain
Base+Transformer-WMT17

Open Domain
Base+LightConv-WMT17

Open Domain
Base+mBART-WMT17

Closed Domain
Base
Closed Domain
Base+Transformer-WMT17

Closed Domain
Base+LightConv-WMT17

Closed Domain
Base+mBART-WMT17
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These thoughts were clearly readable on my face ; but Captain Nemo remained content with inviting me to follow him ,
and | did so like a man resigned to the worst . We arrived at the dining room , where we found breakfast served . "
Professor Aronnax , " the captain told me , " | beg you to share my breakfast without formality . We can chat while we eat

| tried to think of an excuse. | knew he did not want to lunch with me. It was his form of courtesy. | should ruin his meal. |

My face told me so clearly, but Captain Nemo did not say: "What, just ask me to go with him and follow him like a man
who has no choice but to listen to his fate. We are in the dining room, and breakfast has been arranged there." Mr.
Aronnus, "said the captain," | ask you to take your dinner, and don't be invidious. We talk as we eat. | don't give you any

My face told me this clearly, but Captain Nemo did not say, 'What, to ask me to follow him is like following him like a man
who listens desperately to fate. We are in the dining room, and breakfast is there.' Mr Aronas, 'said the captain to me,' |
ask you to have dinner, not to be polite. We have dinner, and we talk. Though | promised you | might go out for a walk in

My face told me so clearly, but Captain Nemo didn't say anything. He asked me to follow him, just like a man who listens
desperately to his own will. We went to the dining-room, and breakfast was already ready. "Professor Aronnax," the
captain told me, "l ask you to eat well. Don't be rude. We dine and talk. Although | promise you to go for a walk in the

Captain Nemo gave me a few words. "Well, sir, sir, sir, sir, sir, sir, sir, sir, sir, sir, sir, sir, sir, sir." "l replied," | replied, "I
replied, sir."

My face betrayed my idea clearly, but Captain Nemo said nothing: Let me follow him, and follow him like a desperate
man. We were in the dining-room, and breakfast had been arranged there. "Mr. Aronnax," the captain said to me, "l beg

My face told me so clearly, but Captain Nemo did not say anything. Just ask me to follow him, just like a man who obeys
orders recklessly. We arrived at the dining-room, and breakfast was ready. "Professor Aronnax," the captain told me, "I'll
treat you to lunch, not to be offended. We'll have dinner together and talk. Though | promised you | could go for a stroll in

My face told me so plainly, but Captain Nemo didn't say anything. He merely asked me to follow him, as if he were a man
who listened desperately to his will. We arrived in the dining-room, and breakfast was ready for us. "Professor Aronnax,"
the captain told me, "l ask you to eat well. Don't be rude. We dine and talk. Though | promise you you a walk in the

Figure 3: An example of PARA2PARA translation across open-domain and closed-domain settings.



