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Abstract

Foundation models have revolutionized general-purpose problem-solving, offering rapid task adaptation
through pretraining, meta-training, and finetuning. Recent crucial advances in these paradigms reveal the
importance of challenging task prioritized sampling to enhance adaptation robustness under distribution
shifts. However, ranking task difficulties over iteration as a preliminary step typically requires exhaustive
task evaluation, which is practically unaffordable in computation and data-annotation. This study provides a
novel perspective to illuminate the possibility of leveraging the dual importance of adaptation robustness
and learning efficiency, particularly in scenarios where task evaluation is risky or costly, such as iterative
agent-environment interactions for robotic policy evaluation or computationally intensive inference steps for
finetuning foundation models. Firstly, we introduce Model Predictive Task Sampling (MPTS), a framework
that bridges the task space and adaptation risk landscape, providing a theoretical foundation for robust
active task sampling. MPTS employs a generative model to characterize the episodic optimization process
and predicts task-specific adaptation risk via posterior inference. The resulting risk learner amortizes the
costly evaluation of task adaptation performance and provably approximates task difficulty rankings. MPTS
seamlessly integrates into zero-shot, few-shot, and supervised finetuning settings. Empirically, we conduct
extensive experiments in pattern recognition using foundation models and sequential decision-making. Our
results demonstrate that MPTS significantly enhances adaptation robustness for tail or out-of-distribution
(OOD) tasks and improves learning efficiency compared to state-of-the-art (SOTA) methods. The code is
available at the project site https://github.com/thu-rllab/MPTS.

1 Introduction

Generalization across diverse scenarios remains a central challenge in artificial general intelligence. The rise of generative Al
offers a promising solution, driving the development of foundation models ‘. Unlike traditional task-specific models, which
might fail in new tasks, foundation models enable fast deployment across diverse scenarios without learning from scratch. Their
rapid problem-solving stems from widely adopted adaptation learning paradigms, including pretraining, meta-learning, and
supervised finetuning (SFT).

These paradigms train machine learners over a task distribution, consolidating past experience into problem-solving priors to
handle unseen but related tasks in zero-shot or few-shot settings **. Each iteration samples a task batch, e.g., from a uniform
distribution, and then executes the learning-to-adapt step (see Fig. 1/2b). Large language models (LLMs), for instance, treat
episodic corpus datasets as tasks and perform in-context learning for adaptation”’. Similarly, in obtaining generalist robotic
policies, decision-making environments, such as Markov decision processes (MDPs), are randomized for robots to perform
policy optimization. These task distributions are typically determined by identifiers; e.g., in Fig. 2a, varying physics parameters
configure different MDPs as tasks for domain randomization (DR)" and meta reinforcement learning (Meta-RL) ’.

Research Motivations: Distribution shifts™” are prevalent in real-world scenarios, making task adaptation robustness at
test time increasingly critical "' '. In this context, task sampling strategies play a pivotal role, yet uniform sampling often
causes catastrophic failures in risk-sensitive scenarios due to the undersampling of critical tasks. Two real-world applications
highlight this case: (i) Tail tasks. In developing autonomous-driving systems, traffic accidents are rare in training datasets
but disproportionately important for testing robustness . (ii) OOD tasks. Robots trained in controlled environments struggle
in unstructured real-world settings, e.g., leading to errors in navigation and object manipulation. To improve robustness,
challenging task prioritized sampling “~ " has gained traction, where assessing task difficulty is central to robust optimization.

Preliminary Work. *Equal Contributions.
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a. Incoporating Model Predictive Task Sampling into Adaptation Learning Pipelines (Pretrain/Meta-train/Fine-tune)
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b. Typical Robust Task Adaptation Optimization Pipelines (Monte Carlo Methods for CVaR)
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Figure 1: Framework of MPTS in Adaptation Learning. a. The left is the standard optimization pipeline in Meta-Learning, DR, or SFT,
with the machine learner a foundation model or an RL policy. The right is MPTS using a predict-then-optimize strategy, which integrates
posterior inference, adaptation outcome simulation, and challenging task subset selection. [Snow: frozen models; Fire: updated models] b.
With CVaR,, for DR or Meta-RL as an example, each iteration resamples B MDPs for adaptive policies to interact and evaluate and then
select Top-B worst MDP episodes for optimization. Dashed blue parts are what MPTS amortizes. ¢. The risk learner utilizes the risk history
Hy; to train under a streaming VI framework. d. The risk learner simulates adaptation outcomes p(£|7, H1:¢; ;) for B candidate identifiers,

computes acquisition scores, and selects the Top-B identifiers for the (¢ + 1)-th iteration.



These methods ~~'° evaluate, rank, and prioritize difficult tasks for iterative optimization (see Fig. 1b). However, precisely
evaluating tasks—via losses, human annotations, or gradients—incurs high computational costs. For instance, in LLM
alignment, task evaluation through SFT requires extensive forward passes, while preference optimization consumes millions of
expert annotations . Similarly, in DR and Meta-RL, agents must interact with numerous MDPs to collect post-adaptation
episodes and compute returns. These challenges uncover the urgent need for more efficient learning strategies when enhancing
robust adaptation, particularly when deploying foundation models or when environment interactions are costly.

Motivated by the above pressing demands, we dive into robust active task sampling, a paradigm that has the potential to
eliminate unnecessary costs associated with task construction, intensive annotations, or computational overhead during the
evaluation of a machine learner’s adaptation to tasks. In scenarios involving zero-shot learning, few-shot learning, or SFT, we
aim to develop a task sampling strategy that requires fewer learning resources but retains more deployment benefits such as
adaptation robustness in pattern recognition with foundation models and risk-averse sequential decision-making.

Developed Approach: Note that our brain is energy-efficient and simulates the outcome of decision-making in unencountered
scenarios from accumulated experience, without actual trials. This capability arises from mechanisms like implicit information
gating and active task selection”"~~. Inspired by this, we propose a model-based optimization approach for adaptive learning,
dynamically adjusting task sampling strategies using predicted outcomes as feedback. This work explores the design of risk
predictive models, referred to as risk learners, for robust task sampling based on two key insights: (i) Adaptation risk is
probably predictable in episodic learning, providing a basis for task difficulty ranking and selection; (ii) Generative modeling of
adaptation risk captures risk landscapes with quantified uncertainty, aligning optimization with robustness principles.

To this end, we introduce Model Predictive Task Sampling (MPTS), a framework for risk-aware task selection. As shown
in Fig. 1a, MPTS leverages historical risk to train a lightweight risk learner, which forecasts adaptation risks across the task
space to guide the task sampler and optimize the adaptive machine learner. This way amortizes expensive tasks’ evaluation for
ranking their difficulty to select subset (see Fig. 1b). The risk learner in Fig. 1c adopts a variational autoencoder (VAE)
structure, generating adaptation risk estimates via posterior inference . Finally, the acquisition function in Fig. 1d integrates
worst-case performance and predictive uncertainty into the rule of subset selection.

MPTS also draws inspiration from active inference ~’, which operates through a loop of perception, action, and learning to
minimize uncertainty about the planning environment. Here, subset selection from the task batch can be viewed as online
planning to derive a robust machine learner. Technically, MPTS specifies or infers identifiers from the task distribution (see
examples in Fig. 2a) to establish mappings between identifiers and adaptation risk. It employs streaming variational inference
(VI) for risk learner training. Furthermore, by simulating adaptation outcomes in a larger identifier batch for subset selection,
MPTS balances exploration (uncertainty minimization) and exploitation (worst-case robustness) across the task space. In
primary, our proposed MPTS enjoys several benefits in practice:

1. Adaptation Robustness. The optimization pipeline of MPTS can advance the machine learner’s adaptation robustness
under severe task distribution shifts, such as tail or OOD task scenarios;

2. Learning Efficiency. Constructing the lightweight risk learner to amortize expensive evaluation, MPTS can diminish
computational overhead, avoid unnecessary annotations, and promote efficient exploration in the task space;

3. Framework Versatility. Learning from risk histories, MPTS serves as a plug-play module to rank the task difficulties
in optimization and allows seamlessly integration into robust zero-shot or few-shot learning and SFT.

This work evaluates MPTS across few-shot regression, image classification with foundation models, Meta-RL, robotic DR, and
prompt-tuning foundation models. Empirical results demonstrate MPTS’s outstanding adaptation robustness across diverse
scenarios. Compared to SOTA robust adaptation methods, MPTS significantly reduces computational overhead, memory usage,
and environment interactions while, in some cases, accelerating learning.

2 Adaptation and Robustness

Notations. We represent a task sample by 7 ~ p(7), with T denoting the task space. Each task 7 within the distribution is
specified by an identifier, a real-valued vector T, as illustrated in Fig. 2a. The task-specific risk function £: DY U D% x © » R
evaluates the adaptation performance of a machine learner 6 on 7. For example, in regression, the support dataset D2 =
{[z:,y:]} X, enables rapid adaptation to obtain the model pg (y|D?, x); while the query dataset DL = {[x;,y;]} 532, is used
for post-adaptation evaluation as risk £ = —+ >V, Inpg (y;| D, z;).

If |D?| = @, £ measures zero-shot adaptation; otherwise, it reflects few-shot adaptation risk. In SFT, each sample (z,y) € Dspr
A B
is treated as a task. The episodic task batch history is defined as H; = {Gt, (Tt,i, Do, Et»i)}z':r where B is the task batch size

. . . . B .
and 0; represents the machine learner’s parameter in ¢-th iteration. The tuple set {(Tw, ®Tm , Ztﬂ;)}i:l includes the sampled



a. Task Concept and Explicit or Implicit Task Identifiers
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Figure 2: Fundamental Concepts: Task Identifiers, Episodic Learning and Probabilistic Graphical Models. a. The task distribution is
uniform and defined over meaningful identifiers 7. For example, the amplitude and the phase [a, b] specifies a sinusoid curve to complete
with K-shot observed data points. Robots like Half-Cheetahs are trained to accomplish different locomotion tasks with varying masses and
velocities. Some multimodal pattern recognition tasks’ identifiers are implicit but can be described from a reference model, e.g., text encoders
in CLIP . b. The tail task generalization corresponds to CVaR,, i.e., the integral of tail task risk values in red. In OOD generalization, this
work prompt-tunes CLIP on ImageNet "~ to test on ImageNet-S *'. ¢. Here, the generative model includes grey units as observed variables
and white ones as unobservable. The solid directed lines describe the generative model . We use the dash-directed lines to indicate the
recognition model and approximate inference within autoencoding variational Bayes

task identifier batch {7 ;}7,, the support and query dataset {D, , := D5 U DY }?  and the evaluated adaptation risk

Tt,i

{¢;.:}2,. For simplicity, the risk history is expressed as H; = {[7¢.;,:.:]}2,, which depends on 6;.

Adaptation Risk Function. The learning setup optimizes the machine learner within p(7). Our analysis is interested in the
risk landscape in the task space as illustrated in Fig. 1d. Such a perspective emphasizes the interplay between the task identifier
T, the task-specific dataset D U D? and the adaptation risk function ¢ conditioned on . Regarding adaptation performance,
we mainly examine zero-shot learning, few-shot learning, and SFT scenarios.

Zero-Shot Adaptation. During training, we evaluate ¢ on the query dataset Df? conditioned on the machine learner 6, i.e.,
£(D?: 6). With robotic DR" as an example, £(D¥; @) denotes the negative return of trajectories collected under the policy 8
in MDP 7. This setup is without support information.

Few-Shot Adaptation. The form of ¢ is specific to meta-learning methods. For instance, MAML ~~ implements a bi-level
optimization framework. In this case, £ (Df;2 , Df ;0) is written as ¢ (Df.z; Orneta — Vgl (Df ;0)), where 0.1, denotes the meta
initialization, and the inside-bracket term corresponds to finetuning Oy, tailored to 7 with « the learning rate.

3 Results

This section reports primary findings in robust adaptation and analyzes the effect of MPTS. Prior to elaborating on the
experimental setups, we outline the predict-then-optimize workflow underpinning MPTS.

Optimization Outcome Prediction with Theoretical Guarantee & MPTS Guided Risk Minimization. First, we char-
acterize the optimization pipeline for a family of robust adaptation methods, i.e., the Monte Carlo strategy for CVaR,,
minimization
update evaluate ~ A 7  Top-B 5 update evaluate ~ ~ 7 Top-B
: -1 {[Fe-1,0, b1 8] oy —— Hior = {[mee1,is b1, }ioy —— 0 —— {[Fri i)}y —— -, (D




which picks up the tail tasks to optimize in each iteration. Existing works to prioritize challenging tasks over iterations

take the above steps yet suffer from: (i) learning efficiency issues, such as the need for extensive evaluation of the machine
learner across tasks for subset selection, and (ii) restricted batch sizes for evaluating or exploring the task space due to sample
or memory constraints. Notably, nearly all of these approaches fail to leverage the optimization outcomes H7.;.

Let us predict what to optimize from the cumulated risk episodes. MPTS differs from prior works and reuses H;.; to train
the risk learner. Coupling the identifier 7 and adaptation risk £(D?, D; ) forms a streaming database to online learn. In
Methods part, Theorem 1 provides a provable basis for ranking tasks from predicted outcomes, suggesting stable ranking
relation of task difficulties under perturbations in 0, e.g., a gradient update with a small learning rate. Thus, the candidate tasks

T2, at @, probabilistically preserve their relative difficulty rank at 8, ;. Moreover, learning stochastic adaptation risk provides
a probabilistic risk landscape over iterations.

MPTS surrogates CVaR optimization with efficiency and exploration benefits. Learning p({|T, Hy.+;6;) enables efficient
evaluation across infinite tasks with minimal computation, expanding the pseudo batch size B for subset selection and fostering
exploration. For clarity, we treat MPTS as a risk minimization framework under specific acquisition criteria. As shown in Fig. 1
and Fig. 2c, its core workflow involves training the risk learner p(¢|7, Hy.;; 6;), evaluating task-specific adaptation risk via
posterior inference, and screening task subsets using the upper confidence bound (UCB) principle ' for (¢ + 1)-th optimization.
These operations are formalized in Eq. (2), where the Monte Carlo estimate of the risk learner yields the mean m(¢) and
standard deviation o (¢) of task adaptation risk, while the acquisition function A(-) quantifies total subset risk.

Approximate Optimization Outcome after Adaptation : 11?%)’( LvL () :==1npy (Hi|H1q-1)  (2a)
€

Monte Carlo Estimates
-

Amortized Evaluation with Risk Learners :  py, (¢|7;, H1:4;6¢) {m(£;), J(&)}il (2b)

Active Subset Selection under the UCB Principle: T2, = arg max ATE0,4)  Q20)
TBCTE (TP |=B

Approximating optimization outcome relies on streaming VI, with the risk learner a lightweight model. Selecting a portion
of challenging tasks to optimize, MPTS can be viewed as a surrogate of CVaR | _, /B minimization while circumventing extra
computations, annotations, or environment interactions. This design not only enhances learning efficiency but also aligns with
the overarching goals of robust adaptation. Repeating the boxed steps of MPTS until convergence brings a robust adaptive
machine learner, and the implementation details are attached in Methods.

Adaptation Learning Benchmark. The experimental design considers the benchmark typicality and the practical chal-
lenges. Downstream tasks span across pattern recognition and sequential decision-making, with certain experiments involving
multimodal foundation models. These experiments mainly examine few-shot adaptation and include (1) K-shot sinusoid
regression”, (2) N-way K-shot image classification” with CLIP models and (3) Meta-RL . Additionally, MPTS validates
scenarios like (4) robotic DR for zero-shot adaptation and (5) SFT CLIP models towards image classification.

Backbones and Task Robust Baselines. This study primarily compares MPTS with risk minimization principles and
focuses on robustness improvement. While these methods—including MPTS—are agnostic to zero-shot, few-shot learning, or
finetuning techniques, we adopt SOTA backbones for experiments. For sinusoid regression and Meta-RL, we use MAML “". As
CLIP ' has strong zero-shot performance, we extend it with MaPLe " for N-way K-shot image classification. For robotic DR
in Ergo-Reacher and Lunar-Lander’”, we employ TD3 "' due to its stability. In SFT, we again use MaPLe for prompt-tuning in
image classification.

Baselines include Expected/Empirical Risk Minimization (ERM)”°, Distributionally Robust Risk Minimization
(DRM) ' " and Group Distributionally Robust Risk Minimization (GDRM) "' ~". Accordingly, adaptation robust-
ness is evaluated via CVaR,, across validation/testing tasks with o = {0.9,0.7,0.5}, including some OOD results. We also
compare computational cost, memory usage, and sample efficiency. For fairness, all baselines share the same task batch B in
optimization, excluding pruned easier tasks. ERM and GDRM use batch size B, while DRM samples B =28, filtering half for
stable optimization. See Supplementary Notes F/G for details.

3.1 Demonstration of the MPTS’s role in K-shot sinusoid regression

In K-shot sinusoid regression~, the function family { f(z) = a; sin(x - b;)|(a;,b;) € [0.1,5.0] x [0.0, 7]} is specified by the
identifier T = [a, b]. This serves as a toy case to illustrate MPTS and the role of the risk learner.
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Figure 3: K-shot Sinusoid Regression Results (7 Runs). a. Shown are curves of averaged MSEs on the validation task set during
meta-training for all methods . b. The meta-trained machine learners are tested on a fixed task set, reporting the average MSEs and CVaR
values. ¢. Displayed are meta-testing results with MPTS machine learners trained by various ~y1/ 7o ratios. d. Displayed are meta-testing
results with MPTS machine learners trained in various pseudo batch sizes, i.e., B = {1B,2B,4B,8B}. e. The PCC values are tracked during
meta-training. f. At a specific iteration, the statistical correlation between predicted and exact adaptation risk values of the task batch is
visualized with overall pg , = 0.669. g. The required relative run-time is computed for all methods during meta-training with ERM as the
anchor. h. At some meta-training time-step, we visualize the subset selection from the pseudo batch under the risk learner.

The risk learner allows for roughly scoring the task difficulty over iterations. In MPTS, for the s%reened sub-

set at (t + 1)-th iteration, we track the predicted risk values {fy,1; ~ E%(ztmt)[p,/,(ﬂnﬂ’i,let)]}izl and cor-
responding exact evaluations {EHLi}?:l from 6;.; to compute the Pearson correlation coefficient (PCC) Py =

Z?;l(zt+1,i_Meaﬂ[{Zt+l,.}])(Zt+1,i—Mean[{£t+l,.}])
\/Zﬁl(ftu,i—Meaﬂ[{l@n,.}])2\/Zle(ftu,i—Mean[{ftn,.}])2
ranking in a batch. The risk learner amortizes the exact evaluation £(D?, D¥;0;) V7 € T and 0; € © using risk histories,
indirectly reflecting adaptation difficulty. Only if the risk learner approximately ranks tasks, MPTS can trust amortized
evaluations for worst subset selection.

. For continuous risk values, PCC reasonably quantifies the effect of

As shown in Fig. 3e, p; , remains between 0.4-0.8 across iterations, validating the reliability of the risk learner in predicting
adaptation outcomes. However, PCC declines over time—a trend also observed across experiments—likely due to 8; model
convergence. This reduces task diversity, negatively affecting the risk learner’s training after local task space overoptimization.
Fig. 3f shows the statistical correlation between predicted and exact adaptation risk at a specific iteration. Scattered points
demonstrate strong overall alignment, despite varying value scales between iterations. Notably, difficult tasks with high MSEs
are well identified and clustered around or above the correlation slope along the x-axis.

MPTS accelerates the learning process and improves comprehensive adaptation performance under active sampling.
In Fig. 3a, MPTS converges faster, completing optimization in 15K iterations, compared to 20K for ERM and GDRM, due to
its uncertainty-guided worst-case acquisition. DRM processes 2B tasks to filter half per iteration, raising 0.7x computational
overhead over ERM (Fig. 3g). In contrast, MPTS incurs only 0.14x runtime increase, a marginal overhead. To illustrate active
task sampling, Fig. 3h visualizes predicted risk values over the task space. Selected tasks favor regions with high deviations,
clustering in high-risk areas.

In meta-testing, Fig. 3b shows MPTS and DRM achieve the lowest average and CVaR,, mean-square errors (MSEs), with their
advantage over GDRM and ERM increasing at higher confidence levels a. Prior work™ confirms DRM’s efficiency sacrifice
for robustness, relying on intensive task evaluation. Using MAML, gradient-based inner-loop adaptation further increases
overhead, whereas MPTS bypasses it via probabilistic prediction, reducing computational cost.



The appropriate hyper-parameter setup secures performance and efficiency. We first analyze the acquisition function
A(T®; ¢,1) by varying trade-off parameters {7o,7:} in Fig. 1d/Eq. (17). Meta-testing machine learners trained with
% ={1.0,3.0,6.0,9.0}, 7o = 0.0 and ; = 0.0 (Fig. 3c) shows that higher uncertainty weights lower average MSEs. However,
removing worst-case considerations (o = 0.0) weakens performance. We further examine the impact of pseudo batch size
B in Fig. 3d. Increasing B reduces average MSEs, but excessively large values (e.g., B =8xB) degrade performance. This
occurs because an enlarged identifier set under worst-case selection might over-optimize local task regions, hindering global
generalization. Thus, MPTS configuration follows two principles: (i) B should be moderate to encourage exploration while
preventing excessive local optimization. (ii) Since adaptation robustness is the priority, we consistently set vg € R* as the
default in all experiments.
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Figure 4: 5-way 1-shot Meta-testing Classification Results (3 Runs in Average). a-d. Shown are testing CVaRg.9, CVaRo.7, CVaRg 5
and average accuracies with meta-trained machine learners on different datasets. e. With experiments on ImageNet-A as an example, we
report the memory cost and clock time relative to ERM during meta-training for all methods.

3.2 Few-Shot adaptation benefits from MPTS in robustness and learning efficiency

Result analysis in N-way K-shot image classification. We perform 5-way 1-shot image classification using MaPLe,
with six meta-training datasets from ImageNet-CG ™, ImageNet-CI"", ImageNet-CS ™", ImageNet-A ", ImageNet-S~' and
ImageNet-R™. Fig. 4e compares computational time and memory usage across methods during meta-training. The overhead
from optimizing risk learners in MPTS is negligible, whereas DRM incurs 1.3x computational time and 1.6x memory usage
relative to ERM.

In meta-testing, MPTS achieves the highest average accuracy across all six datasets in Fig. 4a-d and Supplementary Notes
Table 4. Robustness evaluation illustrates comprehensive accuracy increases in CVaRg 5, CVaRg 7 and CVaRg g for both MPTS
and DRM. Performance trends remain consistent across datasets, with all robust methods outperforming ERM. Among them,



MPTS and DRM lead in all metrics, though DRM exchanges more computational resources for CVaR,, accuracies. Overall,
this benchmark result witnesses the comprehensive merits of prioritizing challenging tasks.

Result analysis in Meta-RL. We first analyze meta-training results in Fig. 5a-b. MPTS achieves the highest CVaRy g
validation returns on most benchmarks. DRM sacrifices average returns on HalfCheetahMassVel, HalfCheetahVel, and
Walker2dVel, whereas MPTS maintains average performance comparable to ERM on HalfCheetahMass Vel and Walker2dVel.
GDRM behaves intermediate performance, while DRM balances average and CVaR g returns, excelling on ReacherPos. Fig.
5c¢ witnesses the risk learner’s strong task difficulty discrimination capability, measured by p; ,. In Fig. 5d, DRM consumes
1.5x runtime on Walker2dVel due to extra environment interactions, while MPTS avoids this inefficiency.

Meta-testing results in Fig. Se-f highlight MPTS’s robustness, with return gains increasing at higher « values. In extreme
cases (CVaRg g), MPTS surpasses ERM by over 20% on all benchmarks. Average performance varies: Walker2dMassVel and
Walker2dVel show minor differences, while HalfCheetahMass Vel favors MPTS with slightly higher variance. HalfCheetah
marginally benefits GDRM and ERM, whereas ReacherPos favors MPTS and DRM with reduced variance. Overall, MPTS is
close to ERM in average performance while offering superior adaptation robustness and computational efficiency compared to
DRM. Methods often trade off worst-case and average performance in Meta-RL, as implied in work

3.3 MPTS retains multi-faced advantages beyond robustness in zero-shot continuous control

MPTS dominates the overall performance in DR training. In Fig. 6a Ergo-Reacher, distinguished from Meta-RL
conclusion, MPTS and DRM improve both average and CVaR,, performance. This likely stems from MPTS’s broader task

exploration via larger B. Meanwhile, p; , fluctuates near 0.4 throughout training. In Fig. 6b Lunar-Lander, MPTS maintains
the leading trend in average and CVaR,, returns. In contrast, DRM and GDRM not only underperform in average returns
but also achieve the lowest CVaRg ¢ values, failing in robust optimization. Simple worst-case selection or reweighting tends
to degrade performance when unsolvable tasks are frequently sampled. MPTS mitigates this by balancing worst-case and
uncertainty-guided selection, preventing over-optimization on a finite set of difficult MDPs. Here, p;7 , peaks above 0.6 before
stabilizing near 0.3, consistent with prior findings that task selection converges, reducing task difficulty discrimination. MPTS’s
runtime in Lunar-Lander is comparable to ERM and GDRM in Fig. 6e. In Lunar-Lander, the identifier 7 € R* represents the
main engine strength. Fig. 6f shows task sampling frequency, where MPTS favors lower-engine-strength MDPs while still
exploring all engine-strengths early in training.

MPTS facilitates policy adaptation in the worst-case and OOD MDPs. For DR-trained policies, Fig. 6¢c-d confirm
MPTS and DRM’s superior CVaR,, returns in Ergo-Reacher, while ERM exhibits a minor dip in average returns. In Lunar-
Lander, MPTS attains the highest CVaR,, returns, remaining stable even as « increases—outperforming ERM by over 20%.
Additionally, MPTS and ERM yield top average returns with minimal variance. For OOD generalization, we shift 7’s range
from training interval 7 € [4.0,20.0] to testing interval 7 € [1.0,4.0) U (20.0,23.0]. All methods struggle in hard OOD tasks
(Fig. 6g left), but MPTS dominates in difficult cases, demonstrating strong adaptation. DRM exhibits high variability and weak
generalization, even for easier tasks (Fig. 6g right).

3.4 MPTS also reserves the potential of robust SFT

In SFT, each labeled example in the dataset can be viewed as a task. We apply prompt tuning to adapt pretrained models
using SFT datasets. Following MaPLe, we execute prompt tuning on ImageNet " and conduct standard evaluation. To assess
post-SFT robustness, we test on four OOD datasets—ImageNet-A ™, ImageNet-S “', ImageNet-R ", and ImageNet-V "' for
capturing diverse domain shifts.

Fig. 7a-d shows MPTS consistently outperforms baselines in average and CVaRCVaRCVaR accuracies on ID and OOD
datasets. MPTS achieves 0.82-3.11% higher CVaR g, CVaR( 7 and CVaRy 5 scores over ERM (Supplementary Notes Table
5), with greater OOD advantages than on ImageNet. On 4/5 datasets, DRM ranks second to MPTS in CVaR,, but matches
ERM in average accuracy. GDRM’s performance varies with «, showing only marginal gains over ERM. Still, DRM sacrifices
efficiency for robustness in Fig. 7e. While MPTS shares DRM’s optimization goal, its risk predictive module and larger-batch
simulation enable better task exploration at minimal computational cost, yielding a more robust machine learner.

4 Discussion

Rapid adaptation to novel scenarios is a cornerstone of artificial general intelligence. However, challenges such as safety,
limited annotations, and computational constraints necessitate robust and efficient adaptation mechanisms. This study explores
learn-to-adapt optimization via generative modeling and introduces MPTS, a versatile framework for robust active task sampling.
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Figure 5: Meta-RL Results on Five Mujoco Environments (7 Runs). a. The cumulative returns with standard error of means (SEMs)
belonging to CVaRg g validation MDPs are displayed during meta-training. b. We compute the average cumulative returns with SEMs on
validation MDPs during meta-training. ¢. Tracked are the risk learner’s PCC values with SEMs over training iterations. d. The relative clock
time quantifies the computational complexity for all methods on Walker2dVel, where ERM’s runtime works as the anchor. e. We report
CVaR,, returns of meta-testing MDPs. f. The box-plot reports results averaged over meta-testing MDPs.



a. Validation Task Returns and Tracked PCC Values during DR-Training on Ergo-Reacher
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b. Vvalidation Task Returns and Tracked PCC Values during DR-Training on Lunar-Lander
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Figure 6: DR Results on Ergo-Reacher and Lunar-Lander (7 Runs). a. In Ergo-Reacher, the CVaRg.9, CVaRg. 7, CVaRg 5 and average
cumulative returns on validation MDPs are reported together with the risk learner’s PCC curve during DR training. b. In Lunar-Lander, the
cumulative returns on validation MDPs are illustrated together with the risk learner’s PCC curve during DR training. ¢. We test the DR-trained
policies on the fixed MDP set and report the CVaR,, cumulative returns. d. The returns averaged over DR-testing MDPs are illustrated. e.
The required runtime is computed for all methods on Lunar-Lander. f. In Lunar-Lander, shown are frequencies of sampled identifiers using
MPTS during DR training. g. In Lunar-Lander, we test the trained policies in both in-distribution (ID) domains and out-of-distribution (OOD)

domains to report each task’s average returns.

10



a. CVaRO0.9 Accuracies b. CVaR0.7 Accuracies
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Figure 7: Testing Classification Results after Prompt-Tuning on ImageNet (3 Runs in Average). a-d. Shown are testing CVaRg.g,
CVaRg .7, CVaRy.5 and average accuracies with the prompt-tuned machine learner on ID and OOD datasets. e. During prompt-tuning
ImageNet, we report the memory cost and clock time relative to ERM for all methods.

Experiments demonstrate the feasibility of predicting optimization outcomes for active task selection. Meanwhile, MPTS
enhances adaptation robustness across diverse scenarios in an efficient manner. These results highlight MPTS’s potential
to scale CVaR,, principles for foundation model development and large-scale decision-making, without additional learning
resources.

5 Methods

In alignment with the realistic necessities, this work focuses on robust adaptation while securing learning efficiency, such
as circumventing partial expensive evaluation. Such a purpose facilitates the birth of MPTS. As previously mentioned, the
framework is agnostic to adaptation learning methods; hence, we leave out zero-shot learning, few-shot learning, and SFT
details.

In Fig. la, several roles are involved in the optimization: (1) the adaptive machine learner, e.g., foundation models or
generalist policies, learns to adapt given some optimizers; (2) the risk learner as a critic evaluates and forecasts the task-specific
adaptation risk; (3) the task sampler as an actor works for screening the task subset for next iteration. These components
participate in episodic learning until convergence.

Technically, this work recasts task episodic learning to sequence generation and presents MPTS as the task sampling strategy to
balance exploration and exploitation. At first, we introduce the foundation of risk predictive models for ranking task difficulty.
To reconcile theory and practice, we introduce a tractable optimization approach to enable functional posterior inference towards
adaptation risk. Then, we devise the acquisition function informed by the captured risk landscapes. Finally, an understanding
concerning the optimization pipeline is attached to conclude the Methods part.
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5.1 Theoretical Feasibility of Constructing Risk Predictive Models

We begin by introducing Assumptions 1/2/3, which characterize the smoothness and boundedness conditions essential to the
optimization framework. Specifically, under a fixed machine learner 0, it is reasonable to expect that similar tasks, represented
by 7, will exhibit sufficiently close adaptation risk values. CVaR,, in Definition 1 is commonly used for measuring the expected
risk in the worst-case scenarios, i.e., 1 — a proportional tail cases, with « a specific confidence level.

Definition 1 (Conditional Value-at-Risk (CVaR) ") Given the machine learner parameter 6, we denote the task specific
random variable by {; := E(Dg, Dfi :0). Throughout the task space T, let the cumulative risk distribution and the quantile of
risk values respectively be F(£) and £* = ming{{|F(¢) > a}. Then the CVaR at a-robustness level can be estimated as:

CVaR,[((T;0)] = f (dF°(¢:0), 3)
where we define the normalized cumulative distribution of task risk values by:
0 <™

Fo(4;0) =1 ps 4

(4;0) {F(f,_eo)ta’ 1> 0o, “4)

And this induce the tail risk task distribution denoted by p,(7;0).

Assumption 1 (Lipschitz Continuity) We assume the adaptation risk function {(-; @) reserves the Lipschitz continuity w.r.t.
Oand T, i.e.,

(D2, D:0) - (D2, DE:0)| < 510 -] and (D, DE;6) ~ (DY, D%.:60)| < Bl - 7], 5)

T

where ¥{0,0'} € © and V{7, 7'} € T with Lipschitz constants /3, and [3.

Assumption 2 (Bounded Sample Gradient) We assume the norm of the adaptation risk function’s gradient VL(-;0;) is
bounded:
m?HVQKDQJDﬂBQH2<Gh ©)

where Gy is a positive constant.

Assumption 3 (Sub-Gaussian Stochastic Gradient) The stochastic gradient g := g + € for the machine learner’s adaptation
at t-th iteration is o-sub-Gaussian, which means:

i |

E [exp (ane)] < exp( 5 ) VneR and v e RY, @)

where E[g] = g, E[||g - g||3] < 0% and o € R*.

Under the aforementioned assumptions, we derive Theorem 1. Specifically, we define a random variable as the sign of the
adaptation risk difference and analyze its evolution following gradient updates across a population. Our theoretical analysis
demonstrates that, under a sufficiently small learning rate for the machine learner update, a significant proportion of these sign
variables remain largely unchanged in a probabilistic sense. This result establishes a rigorous foundation for evaluating relative
task difficulty on 8;,, based on posterior inference outcomes derived from 6; and further guides amortizing the sample average
Monte Carlo of CVaR,, optimization objective (see Fig. 1a-b).

Theorem 1 (Provably Approximately Invariant Task Difficulties) Given arbitrary K data points {(;, £ (Df_2 , Dfé 0 K
the adaptation gradient VoL (0;) as a o-sub-Gaussian random variable and 0,1 = 0; — NV L(0;), we denote the relative
difficulty via the difference A;j(0y41) = K(Dg , Df ; 0t+1)—€(®§j , ij 10141) and A;;(0,) = E(Dg , Dfﬁ Bt)—E(D% , ij :04)
between t-th and (t + 1)-th iterations, and the gradient difference as v;; := ng(@f?i , Dfi :0;) — V(;E(I)f?j , foj ;0;).

Under Assumption 1/2/3, the set of rank-preserving variable E;; := 1 [sign(A;;(0:+1)) = sign(Ai;(6:))] satisfies the proba-

bility inequality:
P((Eij) 21-&,
i<j
when n < S with Gy in Assumption 2, 0; := min,; |€(D%Di;0t) - Z(D%,ij;@tﬂ € R, the

2G, M+ /802G In( KGD )
stochastic gradient norm My := ||V oL (0:)]|2.
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5.2 Generative Modeling Risk Functions and Posterior Inference

Here, we design the sampling strategy through the lens of risk landscapes and pay more attention to datasets of learning
optimization outcome { H;}.;. To characterize the adaptation risk during batch optimization, we introduce the latent variable
z; to summarize episodic information and present a versatile deep generative model as:

T-1

T
p(Hoor, zor|00r) = p(20) [ | Py (Helze;6:) ] p(2ee1]20)- ®)
t=0 t=0

Within a Bayesian framework, we approximate the underlying function distribution with the latent variable, and the posterior
p(z¢|H;) summarizes the historical risk information and accounts for uncertainty in distributions. The following writes the
form of p(z:|H;) according to the Bayes rule
p(Hi|ze)p(ze|H1:e-1)
p(z|Hy) = ; ©)
[ p(Hi|z)p(2ze|Hiz-1)dz

where p(z¢|Hi.t-1) encodes the past evaluation results as the conditional prior. Moreover, p( Hy|z;) conveys the likelihood of
producing observations of the task batch risk values in the ¢-th iteration. Notably, the exact computation w.rt. the posterior is
intractable due to the complicated integral in the denominator.

Generative Process. As illustrated in Fig. 2c, risk values of the task batch ¢ are correlated with the machine learner’s
parameters 6. In specific, the factorization of the sequential optimization relevant variables arrives at:

B
pz/;(Ht|H1:t—1):/pw(Ht|Zt)p(Zt|H1:t—l)dzt:/[sz/;(‘gt,ih-t,iaZt;et)]p(zt|H1:t—1)dzt7 (10
i=1

where z; in the probabilistic graphical model constitutes the distribution over risk functions (For the sake of simplicity, we
skip over other variables less relevant to our learning purposes). Here, we assume the conditional independence between
task-specific risk values given z and the machine learner’s parameter 8 in Eq. (10). And the primary optimization objective is
to maxypew I py, (H;|Hy4-1) for the optimization outcome prediction.

Inference Process. The manner of episodic training, where the task batch and its evaluation arrive sequentially, inspires us
to predict adaptation risk values online to actively sample tasks in a batch. However, the exact inference w.r.t. p(z¢|Hy) is
infeasible as there is no structural information regarding posteriors. In each iteration, the risk function distribution relies on the
updated machine learner 8; hence, such non-stationarity in the risk function distributions prompts us to involve the streaming
VI~ to derive the approximate posterior.

To do so, we handle the streaming task batches and update the posterior in a recursive way:

p(z|Hy) o< p(Hylze) p(2e|Hy-1)
Updated Posterior Likelihood Functional Prior

where p(z¢|H;.:-1) represents the conditional prior using the last time updated posterior as the proxy. The role of the estimated
functional posterior is to provide uncertainty-aware prediction and serves the task sampling strategy design, which will be
detailed in Section 5.3.

As a result, we can formulate the evidence lower bound (ELBO) as a tractable optimization objective in Eq. (12) from
approximate inference.

B
" Igad}f@ SeLBo (¥, @) = IEqd,(z,,|Ht) Z lnpll)(gt,ih-t,iv Zt)] - Dk [Q¢(Zt|Ht) I P(Zt|H1:t71)] (12)
¥, 0e i=1

For implementation convenience, we adopt the parameterized Gaussian distribution with diagonal covariance matrices as
variational distributions similar to vanilla VAEs """ and neural processes (NPs) . In other words, these distribution parameters
are approximated with neural networks, e.g., gp(2¢|H:) = N(2z¢; o (Hy), X (Hy)), and the reparameterization trick — is used
for stochastic gradient estimate.

Definition 2 (Permutation Invariant Function) With an n-element permutation group 8,, the operator g € S,, maps the
order set to itself:

g:[1,2,....,n]~[91,92,- - 9n]- (13)
Then the function ® is called permutation invariant if for any set of data points 1, . .., T, the following condition holds:
O(golxr,...,zn]) =0([zg,,..., 24, ]) =2([®1,...,2,]) VgeS,. (14)
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As for the neural architecture, we employ the DeepSet encoding module’ to process the set dataset H;, which corresponds to
the permutation invariant function family in Definition 2. Also, in the context of streaming VI, g4 (z¢|H¢-1) mostly works as
the proxy for the conditional prior as default. Consequently, we can modify the exact ELBO in Eq. (12) and further translate
the practical optimization process with the Lagrange multiplier 3 into:

B

we%%;(@ Eqp (2| He) [; lnp,/,(ft,ih't,i,zt)] s.t. DKL[qd,(zt\Ht) I qd;(zt|Ht,1)] <eo (15a)
B

max _Gerpo (¥, @) = Ey, (2, m,) I:Zlnp'd)(gt,ih't,i; Zt)] - BDKL[C]¢(Zt|Ht) | q¢5(zt|Ht—1)]7 (15b)
PeW, pedP i1

where ¢ indicates no gradients computed through ¢ in the term, and {3 € R* e € R*} constrains the machine learner’s
parameter search in next iteration.

5.3 Task Sampling Strategy Design

In robust active task sampling, existing strategies evaluate task batches to rank their difficulties in adaptation and then prioritize
challenging subsets for optimization '™ """, Besides the expensive evaluation cost, these strategies are weak in the efficient
exploration of the task space.

As Theorem 1 has established the theoretical foundation of approximately rank task difficulty, this necessitates the development
of the risk learner from cumulated risk histories. With the model predictive results as amortized evaluation, specific rules can
be incorporated into the acquisition function for active sampling. Meanwhile, it is fascinating for the risk learner to evaluate
the machine learner’s adaptation to arbitrarily many tasks with minimal computational cost. Hence, we can easily enlarge the
pseudo batch size B for more selection candidates and exploit the epistemic uncertainty from the risk learner, encouraging
more exploration in the task space.

Evaluating Adaptation Performance through Stochastic Forward Passes. The risk learner and estimated functional
posteriors in Eq. (10)/(12) work as tools for the active selection of the task batch. Specifically, the predictive distribution can be
depicted as:

py (LT, H1it) = fp¢(€|7'azt)p(zt|H1:t)dzt = /p¢(g|7azt)Q¢(zt|Ht)dzt
1 X , (16)
~ % Lpellr 2, with 2" ~ g (2, Hy) V7 ~ p(7).
=1

The above predictive distribution p., (€7, Hy:;) benefits from the Bayesian modeling and provides a tractable way to roughly
assess difficulties of tasks throughout the whole task space.

Rank-Flitering the Next Task Batch to Episodically Train. After obtaining p, (¢|7, H1), we draw up a batch sampling
strategy on the basis of its quantified statistics. The criteria resembles the acquisition function in classical Bayesian optimization
(BO), which includes a collection of available evaluation principles, such as expected improvement’~, output information
theoretical index ™~ or UCB

However, it is also necessary to clarify that the search space is on the sequential task batch instead of machine learners’
parameters, which differs from the ultimate purpose in BO. Central to our approach is the principle of optimism in the face of
uncertainty **. We consider the difficult task’s prioritization for robustness and the epistemic uncertainty as pivotal elements in
developing acquisition functions. The grounds behind this idea are that (i) the subset with the worst performance deserves
extra attention in optimization for adaptation robustness, and (ii) task regions with high predictive uncertainty tend to be
underexplored in the last few iterations.

As a result, we present the acquisition function built on the UCB principle

Risk Mean Epistemic Uncertainty
5 B B — —
AT ¢.9) = Y a(r) = Y00 m(l) +n o(l;) , where T ~p(T) a7
i=1 i=1

with m(6:) = By, (z, 1) [Py (U7, 20) | and o (6) = VE 0 Tpg (Ui, 20) ],

where m(¢;) and o(¢;) are, respectively, the adaptation risk mean and standard deviations, which can be estimated from
multiple stochastic forward passes z; ~ p(z¢|H1::) and £ ~ py,(¢|7;, 2¢) using the risk generative model. And {vo,71} are
hyperparameters to balance considerations.
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Then, the Simulate-Rank-Filter operation in Eq. (2)c arrives at the task batch for (¢ + 1)-th iteration, i.e., Tﬁl =

arg max A(TB; ¢,1). This characterizes the step of the active subset selection from ‘Jﬁl, the randomly

TBcTBE |TB|=B
sampled identifier candidate set with |77 || = B. In an implementation, we still perform random sampling from p(7) and
forecast the task-wise acquisition score a(-) from the risk learner. Candidates in Top-B acquisition scores are screened to
formulate the task batch T2 ; for episodic optimization, as illustrated in Fig. 1d. These steps approximately solve Eq. (2)c and

obtain 737, in a heuristic way.

5.4 Sequentially Optimize the Adaptive Machine Learner

Given the screened 7.1, we execute optimization to update the machine learner’s parameters. The task-specific adaptation
risk in (¢ + 1)-th iteration is written as £;,1 ; (@) for the selected task 7;. The developed MPTS is agnostic to any-shot learning
methods, and the following includes the standard update rule for zero-shot, few-shot, and SFT scenarios.

Machine Learner Updates in Zero-Shot Adaptation: The zero-shot setup does not require the support dataset to identify
the task. Hence, taking the vanilla DR’ as an instantiation, we can obtain the update rule as:

)\ B
0:1=0,— = > Vol(DZ | :6,), (18)

Tt+1,3”
B i=1

where 6 denotes the zero-shot learning model parameter with A the learning rate.

Machine Learner Updates in Few-Shot Adaptation: Still, we take the typical optimization-based method MAML " as an
instantiation and provide the update rule as follows:

lre1.4(0) = £(DE ™% _ X\ 1 Vel(DS ) (19a)

t+1,i7 Tt+1,i
)\ 2 :
1,

3 Y Veli1,i(0), Vie{l,...,B} (19b)
=1

meta meta
t+1 — at -

where 8™ denotes the meta initialization, and A1,1 and Aq o are, respectively, learning rates in the inner and outer loops.

Machine Learner Updates in SFT: Here, we take finetuning pretrained models to downstream tasks”’” as an instantiation. In
this case, each data point [, y] can be viewed as a task with either its embedding 7 or x as the task identifier. Then the model
update rule can be:

by B
0:1=0, - 3 > Vol([@is1,i, Yee1,i); Or), (20)
i=1
where {[®+1,, yt+17i]}33:1 denote the sampled task batch for the (¢ + 1)-the iteration.

5.5 Overall Algorithm and Interpretation

Implementation Pipelines. Here, we write the general form of MPTS in Algorithm 1, where the past risk episodes are
reused to train risk learner and serve the active subset selection. We also provide some implementation examples by putting all
the ingredients and optimization recipes together in the zero-shot, few-shot, and SFT scenarios. See Supplementary Notes in
Algorithm 2-7 for details. Since the first iteration in Algorithm 2/4/6 does not involve active sampling, due to no latest history,
and the task batch follows the standard random sampling setup.
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Algorithm 1: Model Predictive Task Sampling

Input :Task distribution p(7); Task batch size B; Candidate batch size B; Latest updated {), ¢o}; Latest history Hy_1;
Iteration number K; Learning rate As.
Output : Selected identifier batch {7 ;} 7.
// Posterior Inference via Stochastic Gradient Variational Bayes
fori=1to K do
Perform gradient updates given Hy_q:

¢ < ¢+ A2V 9ELBO (Y, @) in Eq. (15b);

P < P + X\aVy GeLBo (¥, @) in Eq. (15b);
end
// Simulating Zero-shot, Few-shot, Adaptation and SFT Results

Randomly sample {ﬁ,i}?:l from p(7);

Run amortized evaluation on candidate tasks {d; := yom(¥¢;) + 'yla(&)}?:l in Eq. (17);
// Active Subset Selection from Predicted Results

Rank {4;}2, and screen Top-B values;
Return the screened identifier subset {7 ;}7;.

Connection with Sequential Decision-making and Control. Intuitively, MPTS resembles model predictive control (MPC)
when treating task sampling under some criteria as an optimal planning problem. In this case, the episodic learning process
specifies an underlying dynamical system for MPTS to predict with only one future time step in the simulation to assess
the influence of selecting the task batch, and the feedback as exact adaptation risk information further helps improve the
episodic risk prediction system. In addition, through the lens of sequential decision-making, we can interpret the optimization
pipeline of MPTS from the actor-critic framework in RL"°. In detail, the risk learner works as the critic that predicts adaptation
performance in the task 7 given a fixed machine learner. Accordingly, the actor plays the role of selecting the task batch from
the acquisition function and then executing the machine learner’s optimization. These two roles are entangled in the MPTS
pipeline to achieve robust yet efficient adaptation.
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Supplementary Notes for Model Predictive Task Sampling

Algorithm 2: MPTS for DR (Zero-Shot Scenarios)

Algorithm 3: Model Predictive Task Sampling

Input :Task distribution p(7); Task batch size B;
Learning rate \;.

Output : Adapted machine learner 6.

Set the initial iteration number ¢ = 1;

Randomly initialize machine learner 6;

Randomly initialize risk learner {1, ¢};

while not converged do

Execute Algorithm 3 to access the batch {7;;}2, and
induced {DC }7;

// Eval Adaptation Performance

Compute the task specific adaptation risk
{lri=0(DE ;0,)};

Return Hy = {[7¢, Et,i]}zl as the Input to
Algorithm 3;

// Update Machine Learner

Perform batch gradient updates:

01 <0, - % 221 Vol

Update the iteration number: ¢ < ¢ + 1;

end

Input :Task distribution p(7); Task batch size B;

Candidate batch size B; Latest updated {t, ¢};
Latest history H;_1; Iteration number K;
Learning rate .
Output : Task identifier batch {1, ;}2,.
// Functional Posterior Inference
for:=1to K do
Perform gradient updates given Hy_q:
@ < @+ X2V TeLBO(Y, @) in Eq. (15b);
Y < 1+ A2VyGrLeo (Y, @) in Eq. (15b);
end
// Simulating Adaptation Results
Randomly sample {'f't,i}il from p(7);
Run amortized evaluation on_candidate tasks
{0i = nom(:) + mia(4:)} 2, in Eq. (17);
// Active Subset Selection from Predicted
Results
Rank {4;}2, and screen Top-B values;
Return the screened task batch {7 ;}7 .

Algorithm 4: MPTS for Model Agnostic Meta Learning
(Few-Shot Scenarios)

Input :Task distribution p(7); Task batch size B;
Learning rates: {A1,1,A1,2}.
Output : Meta-trained initialization 6™,
Set the initial iteration number ¢ = 1;
Randomly initialize meta learner 6™,
Randomly initialize risk learner {1, ¢};
while not converged do
Execute Algorithm 5 to access the batch {7; ;} 2, and
{'Di U Dg,i}il;
// Inner Loop to Fast Adapt
fori:=1to K do
Compute the task-specific gradient:
Vol(D3 :0);
Perform gradient updates as fast adaptation:
0} < g — )\mveﬁ(ini;O);
end
// Outer Loop to Meta-train
Evaluate fast adaptation performance
[l = (D2 0D} s
Return H; = {[7¢, 6,571-]}21 as the Input to
Algorithm 5;
Perform meta initialization updates:

t ta _ A2 B .
0?‘1:3121 P 0?13 a _ 5 Zi:l ngt’i,

Update the iteration number: ¢ < ¢ + 1;

end

24

Algorithm 5: Model Predictive Task Sampling

Input :Task distribution p(7); Task batch size B;

Candidate batch size B; Latest updated {1, ¢};
Latest history H;_1; Iteration number K;
Learning rate \s.
Output : Task identifier batch {1, ,}2,.
// Functional Posterior Inference
fori=1to K do
Perform gradient updates given Hy_q:
¢ < @+ X2V TELBo (Y, @) in Eq. (15b);
P < P + A2V GeLBo (¥, @) in Eq. (15b);
end
// Simulating Adaptation Results
Randomly sample {#; ;} 2, from p(7);
Run amortized evaluation on_candidate tasks
{6; = vom(£;) +v10(£:)} 2, in Eq. (17);
// Active Subset Selection from Predicted
Results

Rank {51-}311 and screen Top-B values;
Return the screened task batch {7 ;} 7.




Algorithm 6: MPTS for Pretrained Model Finetuning

Algorithm 7: Model Predictive Task Sampling

Input :Task distribution p(x); Task batch size B;
Learning rate \;.

Output : Fine-tuned machine learner 6.

Set the initial iteration number ¢ = 1;

Randomly initialize machine learner 6;

Randomly initialize risk learner {1, ¢};

while not converged do

Execute Algorithm 7 to access the batch {7;;}2, and
{[-’Bt,h yt,i]};le;

// Eval Adaptation Performance

Compute the instance-specific adaptation risk
{lri = ([0, 9041;00) 105

Return H; = {[74,;,£::]}2, as the Input to
Algorithm 7;

// Update Machine Learner

Input :Offline processed T dataset; Task batch size B;

Candidate batch size B; Latest updated {1, ¢};
Latest history H;_1; Iteration number K;
Learning rate \s.
Output : Task identifier batch {1, ;}2,.
// Functional Posterior Inference
fori=1to K do
Perform gradient updates given H;_1:
@ < @+ X2V 9eLBO (Y, @) in Eq. (15b);
¥ < ¥+ A2Vy Griso (¥, @) in Eq. (15b);
end
// Simulating Adaptation Results

Randomly sample {ﬂﬂ-}?il from p(7);
Run amortized evaluation orrlAcandidate tasks
{0; = yom () + y10(€:)}2, in Eq. (17);

Perform batch gradient updates:

0i1 <0, - % Y21 Vel
Update the iteration number: ¢ < ¢ + 1;

Rank {4;}2, and screen Top-B values;
// Exact Evaluation or Active Annotations

Return the screened batch {[z; ;,y:.:]} 2.

end

A Quick Guideline to MPTS

Task episodic learning serves as a cornerstone in developing adaptive models by structuring diverse, context-rich learning
experiences. One of the pivotal insights underpinning this process is the neural scaling law, which establishes a relationship
between task volume, model complexity, and computational resources, offering a principled insight into training foundation
models at a certain budget. Recent viewpoints have also shed light on the importance of task quality , prompting
innovative data curation strategies to refine datasets for pretraining, meta-training, and post-training. Evidence suggests that
carefully curated data can significantly reduce task sampling complexity, decrease computational demands, and enhance
robustness against distributional shifts—sometimes achieving these goals simultaneously. Despite these advancements, a
practical operation such as Evaluate-Rank-Filter still faces challenges associated with costly evaluations from intensive task
queries, computational overhead, and massive annotations. Addressing these bottlenecks remains essential to fully realize the
potential of task episodic learning in robust efficient foundation model training.

Computational Complexity Analysis. The involvement of the risk learner inevitably brings extra computational overhead in
optimization. However, the risk learner used in this work is lightweight with the model complexity O (|| + |1]) << O(]6)).
We can roughly estimate these extra computations that arise from the predictive model as O((|@| + [4|)Tuprs ) throughout the
training phase. Moreover, the computational and task evaluation complexities of different methods are estimated in Table 1.
Compared with DRM, MPTS retains more computational and task efficiency when the filtering ratio & is high, and the machine
learner 6 is largely given similar convergence iteration steps.

Table 1: Computational Complexities using Different Methods. Here, we drop out the ranking or reweighting computational complexity as
the model complexity of the machine learner considered in this analysis is major, such as the multimodal foundation models. T refers to the
required iteration steps until the convergence for separate methods.

| | ERM | DRM | GDRM |  MPTS (Ours) |
‘ computation ‘ O(|0|TERM) ‘ O( 1Ea |9‘TDRM) ‘ O(|0|TGDRM) ‘ O((|¢| + |’l,b| + |0|)TMPTS) ‘
| O(BTerm) | O(:ETorm) | O(BTopru) | O(BTwprs) |

1-&

‘ task eval

Choice of Surrogate Models. Among MPTS’s core components, the risk learner works to predict the adaptation risk values
based on historical information and further serves the calculation of acquisition functions. Importantly, this work investigates
the feasibility and effectiveness of risk predictive strategies and does not impose rigid constraints on the form of the risk learner
p(¢|T, Hy:t) too much in modeling. The design of this risk learner p(¢|7, Hy.;) must meet several criteria: it is tractable in
optimization, can process historical risk information, and offers uncertainty in prediction.
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Figure 8: Risk Predictive Module in MPTS for Active Subset Selection. MPTS adopts a predict-then-optimize strategy and uses a predictive

module in green to obtain the preferred task subset. While the traditional method in blue exhausts B tasks in construction and evaluation to
filter preferred subset.

A series of candidate probabilistic models exist that probably apply to adaptation risk modeling. One alternative choice can be
the Gaussian process”’, which provides an analytical form of the predictive distribution. However, its implementation (i) is
less scalable in the case of relatively higher dimensional task identifiers, (ii) holds the cubic runtime complexity in obtaining
the predictive covariance matrix, (iii) is sensitive to kernel selection, coupled with limited expressiveness of the Gaussian
distribution in learned risk functions. Hence, for simplicity and computational efficiency, we adopt the basic VAE-like model
and execute a handful of gradient updates to train the risk learner. We leave more advanced risk learner modeling for future
exploration.

Bayesian Optimization for Black-box Functions. This work relates to active sampling and Bayesian optimization. The
purpose of BO"” is to sequentially find a global optimum of a black-box function f(x) expensive to evaluate in S, namely

T, = arg maXgescpa f(T).

In each iteration ¢t = 1, ..., T, the BO method actively queries x; to evaluate f(x;), yeilding an output ¢; = f(x¢) + € with a
white noise € ~ N(0,0?). Due to the high cost of function evaluation, the key to BO is constructing a surrogate model to guide
the data point to query. The resulting acquisition function” works as an active sampling objective to maximize and obtain
the candidate x; based on the previous sequence. BO requires limited function evaluations as observations and exploits the
correlations in queried data points. These properties make it more theoretically data efficient than random or grid search in
seeking the optimal solution”’. This work differs from standard BO as task episodic learning is not the optimal parameter
search problem.

Specific Pseudo Algorithms in Considered Scenarios. The main paper provides the workflow of MPTS in Algorithm 1.
For separate scenarios, we attach detailed pseudo algorithms as follows. These illustrated Algorithms are in the context of
supervised learning. Regarding RL scenarios, such as meta RL and DR, there is a slight modification for MPTS. As simply
picking up worst-case MDPs restricts the task subspace in optimization ', we adopt the mixture of the identifier subset from
the random sampler and the identifier subset from the MPTS sampler. For example, in meta RL, with the pseudo batch size

B =1.5B, there 1.5B identifier candidates from the random sampler. We retain 0.5B random ones and execute standard MPTS
amortized evaluation and acquisition rule to obtain another 0.5B ones from the rest random B identifiers, formulating the
mixed B task batch for RL training. Such an operation makes RL over the MDP distribution stable in optimization. See the
open-source code for more RL details.
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B Research Background

B.1 Adaptation Learning for Cross-Task Generalization

Learning from zero-shot or few-shot examples has been identified as a crucial adaptation capability of the machine learner
nowadays’>"". In SFT, this work treats the individual example as each task to meet MPTS setup. As SFT techniques have been
widely discussed in the field ", we skip this part in the background introduction.

Zero-Shot Adaptation. This assesses the machine learner’s generalization capability when directly deploying in unseen
scenarios without the help of a support dataset. Such a cross-task generalization is commonly studied in computer vision ', and
the core of the relevant methods is effective semantic representation either from embedding-based methods ' =~ or generative-
based methods '*>'”. In the era of the foundation models, the pretraining mechanism between multimodality also sometimes
empowers the machine learner, such as CLIP ', with zero-shot capability. When it comes to sequential decision-making, a
commonly seen method is DR "”””, which places a distribution over environments for the agent to interact.

Few-Shot Adaptation. This examines the machine learner’s capability of resolving unseen tasks from some annotated
examples as hints. Meta-learning, as the typical learning paradigm, has gained popularity over the past decade. It achieves
few-shot adaptation by leveraging past experience and distilling knowledge to unseen but similar scenarios in a few-shot
way '". In brief, we categorize commonly seen methods into context-based, optimization-based, geometric-based, and others.
(1) Formulated in an encoder-decoder structure, the context-based method resembles variational autoencoders and encodes
the few-shot information into latent variables or embeddings. Typical ones are neural process families ' '="", which aim
to constitute exchangeable deep stochastic processes with neural networks. (ii) The optimization-based methods, with their
versatile nature and ability to enable cross-task skill transfer, have piqued the interest and engagement of researchers in the field.
For example, MAML """~ reduces meta-learning to a bi-level optimization in the parameter space, and its extensions have
been widely investigated in the field. (iii) The deep metric-based methods **" attempt to embed tasks into the latent space
and are more suitable for few-shot image classification tasks. Besides, there are other families, such as hyper-networks *>*",
recurrent meta-learning ', etc.

B.2 Dataset Curation and Task-Level Robustness

Task Curation in Robust Adaptation Learning Pipelines. Recent works ' demonstrate the effectiveness of challenging
task prioritization over uniform sampling in improving cross-task generalization and adaptation robustness, particularly when
the learning dataset is sufficiently large. Many methods '~ "~ adopt an Evaluate-Rank-Filter step for iterative model updates,

introducing a batch filtering ratio & = 1 — % € [0,1) to quantify the fraction of discarded tasks in a sample batch. This

prioritization of "difficult" tasks aligns with minimizing CVaR,, ", a robustness metric for tail-case performance. Alternatively,
other methods™ '~ focus on constructing uncertainty sets and reweighting tasks within the batch to achieve robust adaptation.
Additionally, coreset methods” ~ aim to select a small subset of tasks that effectively represent the utility of the full dataset,
often through gradient approximation in optimization. These approaches address a subproblem of data efficiency, with the
acquisition strategy in MPTS serving as an episodic coreset selection mechanism tailored for robustness.

Task Distributional Robustness. The CVaR,, or expected shortfall " is a statistical measure to assess the proportional
worst-case performance of some models at certain levels. This is widely adopted in risk-averse applications. As implied in
Definition 1, CVaR,, describes the expected risk under the normalized (1 — «) proportional tail risk task distribution, and this
work specifies the distribution in the task space. Meanwhile, the normalized tail task distribution p,,(7; @) can be viewed as a
shifted result from the initial task distribution p(7); hence, such a measure provides robustness quantification in the presence of
task distribution shifts

Another indicator to evaluate the machine learner’s robustness is the performance in OOD tasks. This refers to the case when
the training and the testing task distributions are different. Particularly, in DR and prompt-tuning scenarios, we also use the
OOD tasks that never appear in the training task distribution to test the trained policy, and this setup corresponds to domain
generalization, a type of substantial distribution shift”.

B.3 Risk Minimization Principles as Baselines

The risk minimization principles are entangled with task sampling and robust optimization.
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Expected/Empirical Risk Minimization (ERM). With the fixed p(7), the principle follows the statistical learning theory
and minimizes the expectation of adaptation risk over the task space. As a result, we can have:

i Q pS.
I&lnEP(T)[é(DT ,DT,H):I. 21)
It draws batches with a random task sampler to optimize iteratively.

Distributionally Robust Risk Minimization (DRM) "' *">""",  We retain the notation of task robust work '*, which terms
the tail task risk minimization as DRM. It aims to improve the robustness of adaptation to the tail tasks over iteration. No
explicit form exists as the tail task distribution is 8-dependent. The optimization objective is derived as the CVaR,, (0)

: o Q ¢mS.
min CVaR, (6) = ]Epa(T;g)[z(DT , DS, a)], 22)

where we write po(7;0) to express the (1 — «) proportional worst case for easier formulation. In other words,
Epa(ﬂe)[ﬁ(@f?, DI, 0)] also relates to the task distribution with constraints. Also note that when « approaches 1, the
problem degenerates to the worst-case risk minimization.

This work retains the setup in work * and picks up the Top-B in optimization, which corresponds to sample average Monte
Carlo of CVaR,,. This implies that the actual task batch to evaluate is %. And for fair comparison with MPTS and light
computations, we retain the Monte Carlo estimator for the risk quantile in implementation. To ensure stable training, in

all benchmarks, we keep the actual task batch B = 2B to evaluate and discard the easiest half before the machine learner’s
optimization.

Group Distributionally Robust Risk Minimization (GDRM)"'. This can be interpreted as a min-max optimization problem.
Such a principle” effectively improves robustness in distribution shifts and has shown positive effects on training foundation
models """, It constructs a collection of uncertainty sets over tasks and results in the optimization objective as follows:

minsupE,, ) [((DF, D7:6)] (23)

6O 4
where § are groups of uncertainty sets, and py(7) indicates the probability measure over the task group. The operation inside
Eq. (23) prioritizes the worst group to optimize in a soft way.

GDRM increases the machine learner’s robustness by assigning more probability mass to worst cases in a reweighted manner.
That means in each iteration with the best selected p;(7), the optimization problem is reduced to

. Q mS. _ py(T) Q ¢S.
gll(}’)lEpg(T)l:g(gT 79770)] - ]Ep(‘l') |: p(T) E(QT 79770) ? (24)
where we use w(7) = ppg((:)) to denote the weight.

Given a fixed number of tasks, GDRM will heuristically or dynamically group them into clusters and then perform a reweighting
mechanism according to the evaluated risk. In task episodic learning, there is no task grouping operation as the task batch
exp(nt(DZ, D7 :0))
Y, exp(nl(DY DS :0))’
7 is the temperature parameter and {Tb}bﬁ;l is the identifier of the task batch. The implementation detail can be found in

https://github.com/kohpangwei/group_DRO.

is reset after each iteration. And the default computation of task-specific weights is w(7;) = where

As revealed in works °°°, the heuristic operation as the Evaluate-Rank-Filter or reweighting mechanism in GDRM is
widely adopted for approximate optimization. For example, in task robust meta-learning scenarios, the prerequisite step in
DR-MAML " is to execute gradient updates in the inner loop for all candidate tasks and then screen the tail task subset to
meta-optimize according to the evaluation results.

C Task Construction and Identifiers

Here we refer to the variables that sufficiently configure a task as the task identifier 7. In other literature work, these task
identifiers can be viewed as the task representations in a lower dimensional space. To clarify these concepts, we provide more
explanations in specific scenarios.
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C.1 Tasks with Explicit Identifiers

K-shot Sinusoid Regression. In this setup~’, meta learners aim at quickly adapting the model to an unseen function
f(x) = asin(z — b) with the help of K data points randomly sampled from the function. This case treats the amplitude and
phase variables (a, b) as the task identifier to configure the task. And the task distribution is induced by the uniform distribution
over the task identifier.

Meta Reinforcement Learning. Here, we take the ReacherPos task as an example. The goal of the robot arm is to reach an
unobserved target location [z, 2 ]. The end-effector position of the robot arm is initialized randomly, and the step-wise reward
corresponds to the feedback to the agent after each move based on its distance to the target location. As the task distribution is
specified by a uniform distribution over the target location, T = [x1, 22] can be viewed as the task identifier. Similarly, we vary
physics parameters in simulators to generate diverse MDPs. This constitutes different meta RL benchmarks.

Domain Randomization. DR is a promising paradigm to achieve zero-shot adaptation in unseen scenarios, which is widely
adopted in robotics *’ and computer vision ™. The basic idea is to train the machine learner in a distribution over environments
and then directly apply the learned model to new ones.

Table 2: Benchmarks with Explicit Task Identifiers. Here, we list the detail information about the task identifier to induce the task
distribution.

\ Benchmarks \ Identifier Meaning \ Identifier Range \
\ K-shot sinusoid regression \ amplitude and phase (a, b) \ [0.1,5.0] x [0, 7] \
Meta-RL: HalfCheetahMass Vel mass and velocity (m, v) [0.75,1.25] x [0,2.0]
Meta-RL: HalfCheetah Vel velocity v [0,2.0]
Meta-RL: ReacherPos goal location (x1,z2) [-0.2,0.2] x [-0.2,0.2]
Meta-RL: Walker2dMass Vel mass and velocity (m, v) [0.75,1.25] x [0,2.0]
Meta-RL: Walker2d Vel velocity v [0,2.0]
DR: LunarLander main engine strength s [4,20]
DR: ErgoReacher joint damping d and max torque ¢ (x4 joints) [0.1,2.0] x [2,20]

As noted in the main paper, we suppose that the task identifier contains semantics that reflects the difficulty of tasks to resolve
and the adaptation risk function is smooth with respect to the identifier. In total, we summarize these bechmarks with explicit
task identifiers in Table 2.

C.2 Tasks with Implicit Identifiers

As previously mentioned, we assume the existence of a statistical correlation between task identifiers and adaptation risk
values given a specific adaptive machine learner. This implies that the task identifier preserves precise semantics about the task
information. These provide the basis for establishing the risk learner from the coupled dataset {[7;,£;]}2,.

Nevertheless, in several scenarios, it is intractable to access the explicit task identifier. For example, in few-shot image
classification, the task information is just the coupled support and query dataset D, = D u DL, Similarly, in SFT for LLMs,
the task can be in the form of the QA pair D.. = ‘D?. There is no explicit representation method, such as 7, for these tasks,
which brings difficulty in building up the risk learner. Retaining the prior notation, the episodic task batch can be written as

~ B . . . . .
H,; = {Ot, (‘rm, Dﬂyi,étyi)}iﬂ, where 7 of our interest is unobservable. Some experiments in this work, such as few-shot
image classification and SFT, encounter such circumstance.

Task Representation through Identifier Inference. To scale our approach under these circumstances, we propose an
alternative candidate schema as the complementary. The probabilistic relationship between variables is depicted in Fig. 2.
We consider obtaining the implicit identifier through inference from the task dataset. To do so, we include additional module
fe with € € = to embed D? and D? and further induce a vector T = f¢(D?, D?) as the approximate task identifier. These
operations imply seeking the appropriate inference module directly influences the risk learner’s performance.

Fortunately, there exist pretrained models that enable the task representation to be generalizable to downstream tasks. For
example, in the N-way K-shot image classification, the task is in the form of support image-label pairs and the query images
and the goal is to assign labels to the query images from the support dataset. With the help of CLIP models ', for a fixed task in
the form of D, we can access a N vectors {z;}1v, by inputing the set of text-form classes {€; } ¥, extracted from the support

dataset D2, i.e., CLIP({C;}¥,) = [CLIPiex((C1), . ..,CLIPx(Cx )] := 7. As a result, we can obtain H; = {[7;, 0]} 24
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conditioned on 6; for feasible task risk functional prosterior inference. This helps our approach to circumvent the unavailability
of exact task identifiers. And it is plausible for the risk predictive model to optimize in learning p(¢|7, Hy.;). It is worth noting
that this case still prefers lightweight models for identifier inference, and the text encoder of CLIP well satisfies this requirement
and can be used in the N-way K-shot image classification. Details on specific task identifier inference modules can be found
in Section E and F.

D Auto-Encoding Adaptation Risk through Streaming VI

Note that the basis of MPTS is to establish the bridge between the task identifier and the adaptation risk value over the course
of the machine learner’s optimization. In other words, we are seeking a lightweight stochastic risk function in Definition 3 to
approximate the posterior p(¢|7, Hy.) in the task space.

Definition 3 (Stochastic Risk Function) Let X denote the index set’s Cartesian product with the task identifier’s dimension
7 € N For any k € N and finite index sequence T1, . .., T, € X, we write some probability measure over R* as V(... 7). BY

introducing the probability space (0, Fg,P) and Y0 € ©, we can induce a stochastic function Fg : T x Q. — RF, so that
l/(.,.l’m).,.k)(c’l X X Ck) = ﬂ)(g:g(Tl) € Cl, . ,S:Q(Tk) € Ck) VTi € X and Cl eR.

This section details steps in auto-encoding historical task risk information, parameterizing variational distributions, deriving the
approximate optimization objective, and estimating the stochastic gradients of parameters.

D.1 Neural Modules to Parameterize Distributions

Here, we detail the neural modules to parameterize the distributions of interest. For the approximate posterior g (z:|H;) and
conditional prior p(z¢|H1:¢-1), the inputs of the module are a set of task risk pairs. The neural module requires the permutation
invariance w.r.t. the order of the data points in the set H; or Hy.;—; in Definition 2. Hence, we adopt the DeepSet style neural
network " to process the collected H; or Hy.t—1.

For example, we denote the neural network parameters by ¢ = {¢1, @21, P2 2} together with a mean pooling operator &, we
can have:

7 = hey (T lei) Yie {1,..., B}, T=02 7, e =he,, (F)and g = he, , (), (25)

where the output corresponds to g¢(2¢|H:) = N(pe, Xg) (see Fig. 9 for details).

Regarding the task risk functional posterior inference module, this work has a close connection with the NP family
Both handle the set data points in probabilistic inference.

D.2 Formulation of ELBO & Stochastic Gradient Estimates

conditional prior
a5(zt-1|Hi-1)

e
' '
1 :
I
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Figure 9: The Encoder-Decoder Neural Network to Paramterize the Risk Learner.

Unlike previous risk minimization principles in task episodic learning, ours include an additional risk predictive module, which
guides the task batch sampling. Importantly, we use the latent variable to summarize the historical information information and
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quantify uncertainty in predicting task-specific adaptation risk. The following details the steps.

Lo (1)) = peg (Hy| Hyor) =In | f P (Ell20)p(z4l Hroo )z (262)
_ p(2z¢|Hi:-1)
<[ [ szl " 2R (=) 2] (26b)
2 Eq¢(zt|Ht)[1npw(Ht\Zt)] - DKL[%(Zt\Ht) [ p(zt|Hl:t—1)] = SeLgo (¥, @) (26¢)

Then, we can rewrite the ELBO with the help of reparameterization trick " in Eq. (27).

Seipo (1, @) = Eq¢(zt|Ht)|:lnp'¢(Ht|zt):| - DKL[q¢(zt|Ht) [ p(zt|H1:t—1):| (27a)
= Ey(o| Inpy(Hilgo (e, H)) | - Dici[ap (=il Ho) || (il Hrio)| (27b)
= Inpy (Hilgg (e, Hy)) - Dici[ag (2 Ho) | p(zi[Hiv1)], with €~ N(0, L) 27¢)

Moreover, we estimate the stochastic gradients w.xt. all model parameters based on the reparameterized latent variable
distribution.

1 o " S
Vo eBo (¥, @) ~ Vo Inpy (Hilgs (€, Hy)) - §V¢(Tl‘(2_12¢) + (1 - pe) X (fo - pg) - In(det 2¢)) (28a)
with qp(zi|Hi) = N(ig £) and p(zi|Hi1) = N(1, ) (28b)
Vo GeLBo (¥, @) ~ Vo Inpy (Hilgg (€, Hy)) (28¢)

As illustrated in Eq. (28), one stochastic forward pass is required for gradient estimates in the training process. For flexible
implementation, we adopt a 3-VAE strategy to turn Eq. (27) into

B
pmax SeLBo (¥, @) = Eq, (2, |H,) [Z In pay (e |74 4, Zt)] -BDkyL [Q¢(Zt|Ht) [ CIJ>(Zt|Ht—1)] (29)
¥, pe i=1

D.3 Theoretical Guarantee for Task Difficulties’ Scoring with Posterior Inference

Assumption 1 (Lipschitz Continuity) We assume the adaptation risk function {(-; @) reserves the Lipschitz continuity w.r.t. 0
and T, i.e.,

£(D2, D5;0) (D2, DS;0)| < 510~ 0| and |((D2,DS;0) - (D2, D;0)| < follr -7, (3O)
where V{0,0"} € ® and Y{T, 7'} € T with Lipschitz constants 31 and Ss.

Assumption 2 (Bounded Sample Gradient) We assume the norm of the adaptation risk function’s gradient V{(-;0;) is
bounded:
sup|[Vel(DY,D7;0,)||2 < G, 31
TeT

where G is a positive constant.

Assumption 3 (Sub-Gaussian Stochastic Gradient) The stochastic gradient g := g + € for the machine learner’s adaptation
at t-th iteration is o-sub-Gaussian, which means:

o’ ||l

5 ) VneRandwv e R, (32)

E [exp (m;Te)] <exp (

where E[g] = g, E[||lg - gll3] < 02 and o € R*.

Given the Assumption 3 and the Chernoff bound ", we can have the concentration inequality as:

t2
P(l|lg-gll2>t) <2exp(-=—=) VteR. (33)
202
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Theorem 1 (Provably Approximately Invariant Task Difficulties) Given arbitrary K data points {(7;,¢ (Df?i , Dfi 101K
the adaptation gradient VoL (0;) as a o-sub-Gaussian random variable and 0,1 = 0, — 1"V L(0;), we denote the relative
difficulty via the difference A;;(611) = E('Df?i , Dfi; 0t+1)—Z(ng , ij ;0¢01) and N (0;) = E(Dg , @fi; Ot)—E(D?j , ij :60;)
between t-th and (t + 1)-th iterations, and the gradient difference as v;; := V(D% , D5 : 0,) - Vgé(‘DTQ], , ij ;0;).

Under Assumption 1/2/3, the set of rank-preserving variable E;; := 1 [sign(A;;(04+1)) = sign(Ai;(6:))] satisfies the proba-

bility inequality:
P( Eij) 21-¢,
i<j
when n < S with Gy in Assumption 2, §; := min;; |£(Dg->®i§9t) - E(D%,D%;BM € R*, the

2G M+ /802G In( G2 )
stochastic gradient norm My := ||VoL(6;)]|o.

The purpose of this part is to uncover the mechanism of the risk learner in amortized evaluation of adaptation risk values
and scoring the difficulty of tasks. The function of the risk learner relies on Assumptions 1/2/3 and the posterior inference
p(£|7, Hy.t; 0;) from the historical risk information Hy.;. The foundation of predicting the outcome of optimization in a rough
granularity lies in the Theorem 1, and we detail the proof of such a theorem as below.

@D. Any-Shot Adaptation After One-step Gradient Descent.

Here, we consider a set of data points for the risk learner {(7;, (D%, D% ;6,)}, under an arbitrary fixed machine learner 6,,

where tasks in the set {7;}X are randomly sampled from p(7). Without loss of generality, we can assume that the adaptation
risk values satisfy a rank ordering:

(DL, D3 :0,) > ¢(DL, D5 ;0,) > > (DL, D3 ;86,). (34)

10 Py a3 Py
The gradient descent as fast adaptation is denoted by:

0141 =60, —1VeL(0:). (35)
After the above operator, we can obtain another set of data points for the updated risk learner { (7, £( Dg , Dfi 1001) K.
@. Changes of Adaptation Risk Values and Pairwise Ranks.

Based on the Assumption 1, we can perform local approximation over ¢ (Df?i, ”Dfi ; @) with the help of first-order Talor expansion
w.r.t. the 0;:

DL, D2 0,41) = (DL, D3 ;0,) —Vel(DL, DY 0,)7L(0,) + O(*|| VoL (6,)]3) (36a)
DL, D2 10u41) » (DL, D2 :0,) — Vol (DL, D2:0,)7£(0;) Vie{l,2,...,K}. (36b)
One straightforward way to assess the task difficulty is to compare arbitrary paired tasks {7;,7;}’s adaptation risk values
{¢(DE, DS 6,),¢ (DS?J , ij ;0:)} with i < j. Then, we can estimate the relative difficulty via the difference as:
T
Aij(Or41) ~ A (0:) — 1 (Veﬁ(ﬂfi, @i;at) - Voé(ng ) ij ; ot)) Vel (6:), (37)

where we denote the relative difficulty via the difference as A;;(6;11) = (D2, D2 ;0,,1) - E(@Qj , @fj :0.41) and A;;(0;) =
(DL, D3 6,) - Z(ng , ij ; 0;) between t-th and (¢ + 1)-th iterations. As A;;(6;) is positive, one feasible condition for
Aij(at-ﬂ) eR* is:

T
Aij(0101) » Aij(8:) =1 (Vol(DD, D21 6,) - Vol (D2, D7 :6,)) VoLl(6:) (38a)
A, (0
> Ay (0;) - 2nG M > 0, i(01) with M, = ||V L(0)||2- (38b)
2GtMt

The above implies that when the learning rate 7 in gradient step is smaller enough, the relative difficulty between the task ¢ and
j can be preserved after the machine learner’s update with the Assumption 2.

(®. Probabilistic Inequality with a Nearly Invariant Ranking Guarantee.

In practice, the stochastic gradient descent is performed, which means the gradient is a random variable V¢ £ (0;) = g; + € with
Ele] = 0,E[||e||3] < 02 and g; = E[V£(6;)]. Meanwhile, we denote the gradient difference by v;; := Vo/(D%, D3 ; 0;) -
Vgﬁ(@f?j , ij ;6;), which leads to:

l[visl2 5231:{?||V6£(D{Qa®f§9)”2 <2Gy, (39)
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according to the Assumption 2. Another variable is introduced as the minimum separation between arbitrary paired adaptation
risk values:

8 = min [((DP, D7 6,) - (D2, D7 ;6,)| e R*. (40)
%] v v J J
Still, to make sure the invariant rank, one necessary condition can be:
Aij(8:) —1vf59: 2 0 (41)
And the above inequality reasonably holds when 77'“3;' g+ < 0t Here, we define the random event E;; :=
1 [sign(A;;(0r11)) = sign(A;;(6;))] from the task pair together with Ef; := 1 [sign(A;;(0:41)) # sign(A;;(0;))]. With the

help of o-sub-Gaussain property in Assumption 3, we can bound the case of the rank flipping as (note some critical conditions
that vg; g+ € R and nv; 9t < d¢ as the learning rate 7 can be typically smaller enough):

(515 - an‘gt)Q ((515 - 2T]GtMt)2
P(ES) = P(nvlvel(0,) > 6;) < 2t LTy S Al bl i 7 42
( ZJ) (T]’UU VB ( t) - t) - eXp( 27']20'2H’UU||% < eXp 87720'2G% ( a)
K(K-1) (6: - 2nG ¢ M;y)?
P(JES) <) P(ES) < - 42b
(ZL<JJ ’Lj) - Z; ( lj) - 2 exp( 8772U2G% ( )
c K(K - 1) (6t - QT]GtMt)Q
]P’(g Ei;)=1- P(g Ef)>1- — exp (_877202Gf >1-¢&. (42¢)

¢

The condition for the above inequality holds is 1 <
2GtMt+\/80'2Gf In(£52)

. With the above steps (D-@3) and corresponding

conditions, we complete the proof.

E Prompt-based Few-shot Image Classification

We adopt the standard few-shot image classification setting = "~, where tasks are constructed using the N-way K-shot paradigm
for both meta-training and meta-testing. Each task comprises support and query sets. The support set contains K examples for
each of the N classes, while the query set includes 15 examples per class. During meta-training, labels for both support and
query data are accessible to the adaptive machine learner. During meta-testing, the query dataset’s labels are to be predicted
given the labeled support dataset. The class categories of task datasets in the meta-training and meta-testing do not overlap. In
experiments, we specifically consider a 5-way 1-shot image classificationconfiguration. During meta-training, we set the
task batch for ERM and DRM as B = 4 (For implementation simplicity, the data loader samples 8 tasks and then randomly
keeps half without ranking to optimize). The task batch for DRM is B = 8 before the filtering operation; DRM filters half to
optimization. Similarly, that for MPTS is B = 8 and only 4 tasks are screened to optimize.

To enable few-shot learning by prompt-tuning, we integrate the multimodal prompt learning methods MaPLe ™ and prototypical
network (ProtoNet) °’. MaPLe operates on the CLIP model ', capturing multimodal prompts to refine both visual and textual
feature representations with frozen CLIP’s parameters. These refined textual features serve as classifiers for predicting refined
image features. In parallel, ProtoNet is utilized to derive class-specific visual embeddings from the support set, which assist in
distinguishing query samples.

To utilize both MaPLe and ProtoNet, we construct classifiers based on both textual features and visual embeddings. Predictions
for query samples are generated by combining the classifiers through a weighted sum. This combination strategy is employed
during meta-training to optimize the multimodal prompts. Meanwhile, the CLIP model’s parameters remain frozen throughout
optimization. During meta-testing, these trained prompts are adopted to create textual and visual classifiers and process
query image features. Final predictions for each query sample are made using the same weighted combination approach as in
meta-training.

In mathematics, we can characterize the mentioned pipeline as:

Textual Classifier from the Textual Features: & = fo, (Ix, u), (43)
1
Prototypical Classifier from the Support Image: ¢ = m Z fo, (zi,u), (44)
Kl (2;,y:)eSk

Classification Likelihood from the Query Dataset:
exp(-d(fo, (x,u), cr)) exp(-d(fo,(x, u),tr)) 45)
1 + )\2 )
Y exp(=d(fe,(z,u), cr)) i exp(=d(fe,(z,u),ty))

po(y =klz,u) =\
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where 0; and 6; denote the textual and visual encoders of the CLIP model, respectively. I and u respectively denote the
textual descriptions of category k and the multimodal prompts. (;,y;) € Sk denotes the images and labels of category k in the
support dataset @f . Once the textual classifier £ and support visual classifier ¢ are obtained, we predict the query sample x by
the classifiers with hyperparameters A; = 0.25 and As = 1.0.

F Backbone Methods & Experimental Details in Any-Shot Learning

F1 MAML

In sinusoid regression and Meta-RL, MAML is used as the backbone algorithm. As previously discussed, MAML is widely
applied in solving few-shot learning tasks. In mathematics, its optimization objective can be characterized as:

minE, () [((DF;0 - AVal(D7:6))], (46)

where the term inside the bracket specifies the adaptation risk £(D%, D?: 8), and @ — AVe/(D?; ) denotes the gradient update
with the learning rate \ as fast adaptation to the task 7. After meta-training, we can access the meta initialization 6 that
generalizes across the task space.

When it comes to reinforcement learning scenarios, D.. corresponds to episodic returns collected from MDPs with either the
meta policy or the fast adapted policy. To ensure enough coverage of task space, we adopt a mixture strategy of MPTS and
random sampling as an empirical regularizer in all RL scenarios, which is similar to work

F2 DR

Robotic DR refers to the setup that trains the agent in a collection of environments to obtain a generalizable policy. The diversity
of environments tends to increase the robustness of policies in deployment. Such a setup does not require few-shot episodes in
unseen but similar environments. In mathematics, we can express the optimization objective as:

H
maxJ(0) = ExE, () [Z 'ytrt:| 47)
0c® =0

where p(7) defines the distribution over MDPs, and {r; }/, is the episodic stepwise reward after interacting with a specific
MDP with H as the horizon. Once finishing the optimization of Eq. (47), we can access the policy mg as the zero-shot
decision-maker in new environments. In this case, the adaptation risk can be in the form ¢(D%, D¥;0) = - Zfio Yiry.

Remember that MDP distribution p(7) is mostly induced by physical parameters, e.g., mass, gravity, friction, etc., or the reward
functions. In each training iteration, the machine learner resamples a batch of MDPs and gets the shared policy to interact with
them to collect episodes. Consequently, the query dataset contains the episodes collected with no support dataset. Overall,
policy optimization follows the standard TD3 algorithm ' due to its sample efficiency and stability.

F.3 Multi-Modal Prompt Learning

Multi-modal prompt learning is based on the backbone of the prompt tuning method MaPLe ", which we use on both few-shot
and SFT for image classifications.

Few-shot classification. The few-shot prompt learning refers to the common few-shot classification setting~°~. We integrate
the MaPLe backbone with the ProtoNet " to fully utilize the support sets in few-shot learning. As illustrated in Section E, we
generate the model prediction using both the textual classifiers from the CLIP textual encoder and the visual classifiers from the
support set. By freezing the CLIP model parameters, only the prompts are optimized during meta-training. In mathematics, the
optimization objective can be formulated as:

II'llZLiX Ep(T)EmNDQ [lngg (y‘wv ’U,)] y (48)
where u denotes the learnable multi-modal prompts. 6 = (6;, ;) contains the parameters of the CLIP textual and visual

encoders, which are frozen during training. The prediction of each query image x from task 7 is calculated by Eq. (45).
Loglikelihood maximization is implemented by minimizing the classification cross-entropy loss.
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SFT for image classification. The prompt learning setting refers to the 16-shot classification task proposed in work
Based on the MaPLe backbone ", we again freeze the CLIP model parameters and tune multi-modal prompts. The prompts are
optimized on a selected ImageNet subset, with 16 samples from each category.

Note that in the SFT setting, we do not have pre-defined N-way K-shot tasks, either the splits of support and query sets in
each task. Therefore, we replace the “tasks” in the meta-learning setting with training samples. Model predictive task sampling
is then achieved through data sampling. In mathematics, the objective can be formulated as:

mgXIEmND [logpe(ylz,u)], (49)

where v and € denote the prompts and frozen CLIP parameters as in the few-shot prompt learning setting, respec-

tively. « are training samples from the entire training set D. The prediction of each image pg(y|x,w) is calculated by
exp(-d(fe; (z,u),tr))

i exp(=d(fe, (z,u),t)r))

with the textual classifiers ¢, obtained similarly to Eq. (43).

G Experimental Setups & Implementation Details

Practical Learning Efficiency and Robustness. Widely recognized in reinforcement learning is the high sample complexity
in policy evaluation, which demands massive interactions with environments, while policy optimization over the MDP
distribution makes this even more severe. In N-way K-shot image classification, we can create K-shot classification task

from an arbitrary combination of NV classes; then the task space complexity O(C ]\A}) grows with the number of categories M in

image datasets. Meanwhile, challenges arise when gradient updates of foundation models consume substantial computational
power and memory with a large batch size. Similar circumstance also occurs in robust finetuning foundation models.

Table 3: A Summary of the Considered Benchmarks. Here, we list the primary expensive part in task episodic learning for each scenario
together with backbone methods. Also note that N-way K-shot image classification and SFT requires implicit task identifiers while others
can directly access explicit task identifiers as the lower dimensional task representation.

\ Benchmarks \ Adaptation \ Backbone \ Expensive Part \
K-shot sinusoid regression few-shot MAML computations
N-way K-shot image classification few-shot MaPLe computation/memory
Meta-RL few-shot MAML interactions
\ Robotic DR \ zero-shot \ TD3 \ interactions \
\ SFT \ many-shot \ MaPLe \ computation/memory \

Neural architecture of the risk learner. As mentioned in the main paper, the risk learner is in an encoder-decoder
structure. For generality sake, we keep the neural architecture same for all benchmarks, including regression, classification and
reinforcement learning. The encoder includes an embedding network with 4 hidden layers of size 128 (for Image Classification
and Prompt-Tuning) or 10 (for Sinusoid Regression, Meta-RL, and Robotic DR) with the Rectified Linear Unit (ReLU)
nonlinear activation units to encode {[7; ;, ¢, ;]} batch for mean pooling and then maps to [p, 3] with an output layer. The
decoder is a network with 3 hidden layers with nonlinear activation units to map [z, 7] to £ € R. For further details, please refer
to our code.

Visualized Results during Training Phases. Note that the active selection and the random sampler with different batches
affect the reflection of the machine learner’s performance. Hence, learning curves in sinusoid regression (Fig. 3.a), Meta-RL
(Fig. 5.a-b), and DR (Fig. 6.a-b) are actually evaluated in a uniformly sampled validation task dataset for fair comparison.
Details on these validation task dataset are attached in the opensourced code.

G.1 Sinusoid Regression

Task setup. For sinusoid regression, we retain the setup in MAML ~*, where the few-shot machine learner tries to complete a
wave function with the support dataset. In specific, sampling the amplitude a and the phase b configures the wave function, and
10 data points are uniformly sampled from the interval [-5.0, 5.0] coupled with y = asin(z — b) to obtain the support dataset.
This formulates the 10 — shot sinusoid regression task.

Meta training process and neural architectures. The machine learner is a neural network with 2 hidden layers of size
40 with two nonlinear activation units. The task batch for ERM and GDRM is 16, and that for DRM is 32 as default. The
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temperature parameter in GDRM is n = 0.001. The learning rates for the inner loop and the outer loop are 0.001. The following
is about extra optimization details or setups in MPTS. The task identifier’s dimension is 2 with the latent variable is z € R*. The
batch size of the identifier in training is 32, the Lagrange multiplier is set as 1, and we use the Adam optimizer with the learning
rate 3e — 4 to update the risk learner for 20000 step. In sinusoid regression and Meta-RL, we use the standard repository in
MAML

G.2 N-way K-shot Image Classification

Task Setup. This is a commonly seen benchmark in few-shot learning. It learns a model that can classify images from
N distinct classes with support of K labeled examples for each class. The support dataset as reference is in the form
D = {{[@ik,yir =]}, }Y,. And the query dataset corresponds to the image information for the model to classify. Hence,

for a large image dataset with M classes, the complexity of the task space is O(C J\A}) Here, we include ImageNet-CG ™,
ImageNet-CI™", ImageNet-CS ™, ImageNet-A ", ImageNet-S -’ and ImageNet-R ™ as the dataset in evaluation.

Meta training process and neural architectures. Explicit 7 are unavailable to specify the task; however, it can be
approximately resolved by describing the identifier through a small reference model. Specifically, we leverage CLIP’s text
encoder to obtain 7 ~ [CLIPyx(C1), . . . , CLIPwx (C ) | with the tokenizations of K class texts Cq.x from @f . The machine
learner utilizes a prompt learning backbone following MaPLe, with the frozen CLIP model. The task batch for ERM and
GDRM is 4, and that for DRM is 8 as default. The temperature parameter in GDRM is 0.001. The learning rate for the
outer loop is 0.01. The learning rate for the inner loop follows that in MaPLe . The following is about extra optimization
details or setups in MPTS. The task identifier is generated by the frozen CLIP text encoder using the input class names, with a
dimensionality of 512. The batch size of the identifier in training is 8, the Lagrange multiplier is set as 3, and we use the Adam
optimizer with the learning rate 0.01 to update the risk learner.

G.3 Meta-RL

Task Setup. We construct MDP distributions based on Mujoco physics engines . These include HalfCheetahVel, HalfChee-
tahMass Vel, Walker2dVel, Walker2dMassVel, and ReacherPos. The HalfCheetah Vel and Walker2d Vel tasks involve training
the cheetah or walker robot to achieve a target velocity. These tasks define the reward function as the negative absolute
difference between the robot’s current velocity and the target velocity, supplemented by a control penalty and an alive bonus to
facilitate the learning process. The goals and rewards of HalfCheetahMassVel and Walker2dMassVel are the same as those of
the corresponding velocity-related tasks, with the additional identifier of varying mass for the cheetah or walker robot. The
ReacherPos task tries to move a two-jointed robot arm’s end effector close to a target position, and its reward function is defined
as the negative L-1 distance between the robot arm’s position and the target position, supplemented by a control cost to ensure
robustness.

Meta training process and neural architectures. The machine learner is a neural network with 2 hidden layers of size 64
with the Rectified Linear Unit (ReLU) nonlinear activation units. The task batch for ERM and GDRM is 20, and that for DRM
is 40 as default. The temperature parameter in GDRM is 0.001. The learning rates for the inner loop and the outer loop are
0.1. The following is about extra optimization details or setups in MPTS. The task identifier is encoded into the latent variable
z € R*. The batch size of the identifier in training is 30, the Lagrange multiplier is set as 5 = 0.0001, and we use the Adam
optimizer with the learning rate 0.005 to update the risk learner.

G.4 Robotic DR

Task Setup. We conduct experiments on LunarLander-v2 and ErgoReacher-v0 environments . LunarLander is a 2 degrees
of freedom (DoF) environment in which the agent has to land a spacecraft on a designated landing pad without crashing,
implemented using Box2D "'. The reward function of LunarLander awards positive rewards for successful landings, negative
rewards for crashes, and additional penalties for fuel consumption and deviation from the landing pad, encouraging efficient
and controlled landings. ErgoReacher is a 4 DoF arm environment from " in which the arm has to touch a goal with its end
effector, implemented in the Bullet Physics Engine . The reward function of ErgoReacher includes the negative distance
between the end effector’s position and the target, along with other control costs to promote efficient and safe movements.
In LunarLander, we randomize the engine strength, while in ErgoReacher, we randomize the joint damping and maximum
torque for each of the 4 joints, resulting in a total of 8 parameters. The detailed ranges of the randomized parameters for each
environment are provided in Table 2.

DR training process and neural architectures. The machine learner is a neural network with 2 hidden layers of size 10 with
the Rectified Linear Unit (ReLU) nonlinear activation units. The task batch for ERM, and GDRM is 10, and that for DRM is 20
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as default. The temperature parameter in GDRM is 0.01. The learning rates for actor and critic are 3e-4. The following is about
extra optimization details or setups in MPTS. The task identifier is encoded into the latent variable z. The batch size of the
identifier in training is 25 for LunarLander and 250 for ErgoReacher. The Lagrange multiplier is set as 5 = 1.0, and we use the
Adam optimizer with the learning rate 0.005 to update the risk learner.

G.5 Prompt-Tuning Multimodal Foundation Models

Task Setup of Prompt-tuning. We refer the reader to MaPLe’s implementation in https://github. com/muzairkhattak/
multimodal-prompt-learning. For all baselines, we retain the MaPLe’s task construction in prompt-tuning.

Prompt-tuning process and neural architectures. The machine learner follows the prompt learning method MaPLe
based on the frozen CLIP model (ViT/B-16). The task batch for ERM and GDRM is 4, and that for DRM is 8 as default. The
temperature parameter in GDRM is 0.001. The learning rate for the outer loop is 0.005. The learning rate for the inner loop
follows that in MaPLe . The following is about extra optimization details or setups in MPTS. As for the neural architecture of
the risk learner, the encoder is a neural network with 5 hidden layers with 4 ReLU nonlinear activation units, and the decoder is
a neural network with 4 hidden layers with 3 nonlinear activation units. The task identifier’s dimension is 512 with the latent
embedding from CLIP encoders. The batch size of the identifier in training is 8, the Lagrange multiplier is set as /3, and we use
the Adam optimizer with the learning rate 0.005 to update the risk learner for 8000 steps. During prompt-tuning, we set the
task batch for ERM and DRM as B = 4 (For implementation simplicity, the data loader samples 8 tasks and then randomly
keeps half without ranking to optimize). The task batch for DRM is B = 8 before the filtering operation; DRM filters half to
optimization. Similarly, that for MPTS is B = 8 and only 4 tasks are screened to optimize.

Table 4: Testing Classification Results after 5-way 1-shot Meta-Training on Various Datasets. We report testing CVaRg.9, CVaRg.7,
CVaRy 5 and average accuracies with the meta-trained machine learner on ID and OOD datasets. This table complements the radar part of
Fig. 4a-d. Best results are in bold, and MPTS’s performance gains over ERM are marked in blue.

\ Dataset \ Metrics | ERM | DRM | GDRM | MPTS (Ours)

ImageNet-CG CVaRg g 77.02 77.76 77.61 78.04 +1.02
CVaRy 7 82.00 82.47 82.62 82.87 +0.87

CVaRg 5 84.77 85.03 85.16 85.45 +0.68

Average 89.04 89.46 89.51 89.87 +0.83

ImageNet-CI CVaRg g 80.24 80.47 80.15 80.97 +0.73
CVaRy 7 84.77 85.17 84.78 85.66 +0.98

CVaRg 5 87.03 87.52 87.09 87.78 +0.75

Average 91.12 91.46 91.15 91.60 +0.48

ImageNet-CS CVaRg g 76.63 77.71 76.18 78.4 +1.77
CVaRy 7 81.58 82.53 81.40 83.27 +1.69

CVaRg 5 84.40 85.08 84.23 85.83 +1.43

Average 89.24 89.87 89.13 90.26 +1.02

ImageNet-A CVaRg g 76.69 77.39 77.40 77.95 +1.26
CVaRg 7 81.90 82.57 82.50 83.41 +1.51

CVaRg 5 84.58 85.43 85.33 86.30 +1.72

Average 89.25 90.26 90.21 91.06 +1.81

ImageNet-S CVaRg g 82.63 83.67 83.11 84.82 +2.21
CVaRg 7 87.26 88.38 87.26 89.27 +2.01

CVaRg 5 89.56 90.02 90.08 91.54 +1.98

Average 93.53 94.27 94.12 94.78 +1.25

ImageNet-R CVaRg g 88.31 88.84 87.71 89.79 +1.48
CVaRg 7 91.46 92.03 91.18 93.16 +1.7

CVaRg 5 93.36 93.80 93.21 94.65 +1.29

Average 96.05 96.33 95.98 96.86 +0.81

H Computational Tools & Platforms & Data Availability

In this research project, we use the Pytorch as the package to implement all methods to run all deep learning epxeriments.
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Table 5: Testing Classification Results after Prompt-Tuning on ImageNet. We report testing CVaRg.9, CVaRg. 7, CVaRg 5 and average
accuracies with the prompt-tuned machine learner on ID and OOD datasets. Evaluation on OOD datasets corresponds to the domain
generalization setting. This table complements the radar part of Fig. 7a-d. Best results are in bold, and MPTS’s performance gains over ERM
are marked in blue.

\ Dataset | Metrics | ERM | DRM | GDRM | MPTS (Ours)

ImageNet " (ID) CVaRg g 31.68 32.46 31.38 325 +0.82
CVaRg 7 42.87 44.07 42.97 44.22 +1.35

CVaRg 5 51.45 52.59 51.71 52.72 +1.27

Average 70.8 70.8 71.0 71.20 +0.4

ImageNet-A™ (OOD) CVaRg g 15.33 15.46 15.6 18.44 +3.11
CVaRg 7 22.8 23.02 23.13 24.06 +1.22

CVaRg 5 30.08 29.54 30.26 31.25 +1.17

Average 49.8 48.4 49.5 51.10 +1.3

ImageNet-R™ (OOD) CVaRg g 26 28.06 259 28.19 +2.19
CVaRg 7 43.58 45.23 43.91 45.49 +1.91

CVaRg 5 56.67 58.21 57.38 58.77 +2.1

Average 76.9 77.4 77.3 77.63 +0.73

ImageNet-S -’ (OOD) CVaRg g 12.24 13.16 12.22 13.63 +1.39
CVaRg 7 20.02 21.08 2043 21.46 +1.44

CVaRg 5 26.69 27.44 274 27.97 +1.28

Average 48.9 48.8 48.9 49.63 +0.73

ImageNet-V*' (OOD) CVaRg g 24.6 25.5 24.2 25.90 +1.3
CVaRg 7 34.7 35.73 35.07 35.80 +1.1

CVaRg 5 43.45 44.14 43.53 44.56 +1.11

Average 64.0 63.8 64.1 64.53 +0.53
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