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Abstract

Drugs illegally traded online are causing so-
cial problems around the world wide. One of
the ways to solve this problem is to automat-
ically delete sales posts quickly even if they
are uploaded. We propose new data on illegal
drug sales posts in Korean collected directly
from Twitter. There are about 100K collected
data, and labels were added directly to each
data. Supervised learning-based models gener-
ally show high performance, but label informa-
tion is essential. It is difficult to add labels to
all texts in situations where a large amount of
text occurs. In this work, we propose a topic
modeling-based classification model that can
perform higher with even a small number of la-
bels. As a result of the experiment, higher clas-
sification performance is shown when Topic
modeling is used as a small number of data.

1 Introduction

Social problems caused by illegal drugs are becom-
ing more serious. Recently, with the development
of the Internet, the number of people using social
media such as SNS is increasing(Demant et al.,
2019; Kaplan and Haenlein, 2010). Social Network
Service (a.k.a SNS) used by many people is used
as one of the means of trading illegal drugs(Storrod
and Densley, 2017). A recent survey estimates that
the market using SNS is the largest among ille-
gal online markets(Hall and Antonopoulos, 2016).
People can easily contact illegal drug dealers on
online and easily purchase illegal drugs. As such,
detecting illegal drug sales posts to eradicate ille-
gal drugs is very socially important. However, with
huge amounts of text generated every day, major
social media companies such as Twitter, Facebook,
and Instagram have to spend huge amounts of time
detecting illegal drug sales posts. Even if manpower
is put in, it is not enough to solve the problem be-
cause there is a limit to the manpower put in.
Recently, some studies to solve this problem
have attempted to solve the problem using a su-

pervised learning-based model(Park and Fung,
2017; Kulsrud, 2019; Gunawan et al., 2018; Geor-
gakopoulos et al., 2018; Anand and Eswari, 2019).
However, since the supervised learning-based
model requires a large number of labels, it is time-
consuming and inefficient. In addition, there is a
disadvantage of not being able to cope with new
types of sales posts and slang.

In this paper, we perform a task of detecting il-
legal drug sales posts posted in Korean on Twitter
using a topic modeling-based model. We directly
collected Korean tweets from 2016 to 2018, and as
a result, we were able to collect about 100K posts.
Our model consists of a total of two steps. The first
step is to classify a given document by Topic. Each
of the classified topics has a specific topic, but it
is not known whether the topic is related to illegal
drugs. Therefore, we assume that there is some data
with Label information, and then we train a clas-
sification model. The learned classification model
determines whether each topic classified in the first
step is related to illegal drug sales. We evaluated
the performance of the model based on the data
collected directly. As a result of the experiment, it
was confirmed that the classification accuracy was
higher than when only the existing classification
was used. To summarize, our contributions are as
follows:

* We propose 100K tweet data in Korean. Each
tweet is tagged as to whether it is an illegal
drug sales post. To the best of our knowledge,
This is first Data to built on drug sales posts
in Korean tweets.

* We propose a topic modeling-based classifi-
cation model. Existing studies have mainly
focused on supervised learning-based models,
but our model shows higher performance than
supervised learning with fewer labels by com-
bining the advantages of topic modeling and
classifiers.



2 Related Work

2.1 Text Classification

Although the topics to be discovered from the past
are different, there have been studies that attempt
to detect specific documents in several documents.
For example, Grooming Attack(Michalopoulos and
Mavridis, 2011; Gunawan et al., 2016), Toxicity
Detection(Carta et al., 2019; Dixon et al., 2018),
etc., have different topics, but they are all the same
in that they all have the purpose of finding specific
documents.

In order to classify a specific document in a docu-
ment, the Supervised-learning method was mainly
used. (Haralabopoulos et al., 2020) performed a
task of classifying Toxicity in several documents.
They constructed models with five different archi-
tectures using CNN(Kalchbrenner et al., 2014) and
LSTM(Wang et al., 2015), and classified them by
applying ensembles using these models. In addi-
tion, (Sulaiman and Siraj, 2019) performed text
classification using machine learning models SVM
and Naive Bayes based on the chat log. These stud-
ies applied Supervised-learning, and the advantage
of this method is that it shows high accuracy. How-
ever, the downside of this approach is that labels are
essential for each text, so labels are expensive. To
compensate for these shortcomings, there are also
attempts to classify text using the Semi-supervised
method. (Rout et al., 2017) performed text classi-
fication based on Co-training, EM, and PU algo-
rithm, which are semi-supervised learning mod-
els. Meanwhile, (Saraiva et al., 2021) created a
graph by setting up a weighted-Edge that connects
the sentiment and a specific token, and based on
this, regularization was conducted to designate a la-
bel for each sentiment. Afterwards, they classified
toxic comments using the Machine-learning model.
This approach has the advantage of not requiring
much labeled data, although it is relatively less
accurate than a supervised learning-based method.

2.2 Topic Modeling

The purpose of topic modeling is to automatically
discover a specific topic within a document. Topic
modeling can be applied to multiple tasks, espe-
cially text classification. For example, (Pavlinek
and Podgorelec, 2017) applied LDA-based topical
modeling to self-training. In addition, (Chen et al.,
2016) used a method of measuring the similarity
between the two input sentences using the results
of topic modeling. They classified documents by

clustering with a KNN(Altman, 1992) model us-
ing similarity results. However, since these existing
LDA-based methods give probability values to all
term, words that do not conform to the subject (e.g.
stop words) are also included in the calculation, po-
tentially making it impossible to properly find the
topic of the document. To solve this problem,(Lee
et al., 2015) tried to exclude words that did not fit
the subject by adding weight to the LDA. However,
this method is not fundamentally a way to exclude
words without information. (Angelov, 2020) pro-
posed a clustering-based topic modeling method,
away from the existing traditional topic modeling
method. In particular, this method attempted to find
a Topic Vector rather than giving statistical prob-
abilities to each sentence. The Topic vector they
suggested would be close to Term, which repre-
sents the topic of each sentence. In addition, this
method performed better than the existing LDA
and PLSA methods.

3 Drug Selling Post

3.1 Data Collection

We only collected about 100K drug sales posts on
Twitter. In general, drug dealers use slang to trade
with drug addicts, so drug sales posts cannot be
found with common keywords. Therefore, after ex-
amining the slang used in the drug black market,
we collected tweets with the following keywords.
We investigated slang related to methamphetamine,
which is popular in Korea, selected slang that is
frequently used, and there are a total of five types.
We collected tweets based on the selected words
and were able to collect about 100K tweets. Hash-
tags on Twitter are used as a means of quick access
to tweets related to one’s interests. Therefore, we
collected tweets using keywords to which hashtags
were added and keywords without hashtags.

3.2 Add label to data

Label information is essential to learn the (semi)
supervised learning model. We added label infor-
mation directly to the collected data. We added
labels while reading the text ourselves, and the
types of labels were marked as 0,1. Label =0 is a
text, not a drug sales post, and label = 1 is a drug
sales post. For the defect of label information, we
performed cross validation and proceeded for about
a month.



hashtag + keywords w/o hashtag + keywords
normal post Drug sales post | normal post Drug sales post
T T 2(MDMA) 137 - 27295 69
=%2(GHB) 11 8 1389 3269
o}o] A~(MDMA) 60 140 53163 216
AYAEH(MDMA) 405 12 18858 76
Z-tj] 71 (MDMA) - - 1340 -

Table 1: The table shows the number of tweets collected for each keyword. The meaning of each keyword is as

nxa

follows. "2 & 2](dori-dori)" : A type of methamphetamine called ecstasy, "= (mulpong)" : GHB’s slang, "
o}o] ~(ice)" : methamphetamine powder, "2 ~ % (crystal)" : high-quality methamphetamine, > 2t} 7] (stick):

methamphetamine administered through syringes.

3.3 Characteristics

In Korea, not only slang but also words that peo-
ple use on a daily basis are mainly used, and there
are not many types of slang, but there are many
cases where the words themselves are modified.
For example, words such as *©}©| A’ are intention-
ally used separately from consonants and vowels,
such as ’0}o ]2’ and’ o }o |- In addi-
tion, most illegal drugs traded are methylenedioxy-
methylphetamine(MDMA) types.

Table 1 shows the number of texts collected for
each keyword by label Among the collected data,
the proportion of normal text is overwhelmingly
high. There are a total of 106,648 normal texts, and
3,790 drug sales posts account for 3.56% of the
total data. Class imbalance problems that appear in
this data can interfere with model training.

4 Model Architecture

As can be seen in section 3.3, malicious tweets
account for a very small proportion of all tweets.
In addition, it is not easy to label all tweets in a
situation where tens of thousands of tweets occur
every day. We present a topic modeling-based clas-
sification model to solve this problem. Our model
consists of a total of two steps.

Step 1 is a classification model consisting of
a BERT+LSTM structure. We used pre-trained
transformer-based BERT embedding model. The
pre-trained model we used is the ’bert-base-
multilingual-based’ model released by Google.

In Step 2, topical modeling is performed using
the data other than the data used in Step 1. We
conducted topic modeling using the model used in
Top2Vec(Angelov, 2020). Top2Vec is clustering-
based topical modeling, where vectors are gen-
erated adjacent to each other by capturing the

meaning of each document. Vectors thus generated
are grouped with neighboring vectors using HDB-
SCAN algorithm(Campello et al., 2013), and as a
result, a topic number is assigned to each cluster.

In the results of Step 2, the person should directly
check and analyze what topic each post cluster has.
However, the larger the number of clusters created,
the more cost is consumed to check one by one.
Therefore, we use the classification model learned
in Step 1 to distinguish whether each cluster is a
drug sales post or not. We classified each cluster
in a simple way. We first performed a present for
all posts belonging to each cluster. If more than
half of the posts in each cluster were normal posts,
it was determined as normal clusters, whereas if
more than half were drug sales posts, it was deter-
mined as abnormal clusters. Using this result, each
cluster was assigned a single label and the model
was evaluated using the modified label.

5 Experiments

5.1 Datasets

We performed simple preprocessing on the data
to be used. We removed all the special characters,
emoticons, hyperlinks, and images included in each
text. In addition, tokenization was performed using
the Mecab python package, one of the morpheme
analyzer.

We divided the data to be used for classification
model and the data to be used for topical modeling
into 3:7 ratios while maintaining the label ratio. For
the classification model, we sampled 5000 of the
normal posts to solve the class imbalance problem.
In addition, we set the ratio of train:valid:test data
to 8:1:1 to confirm the performance of the classifi-
cation model. In the case of topic modeling, down
sampling was not applied and used as it is.



Precision Recall F1
BERT + LSTM 0.74 099 0.85
Our model 0.91 093 0.92

Table 2: Result of our model. Topic modeling. When
topic modeling is additionally used for BERT-LSTM
classification model, the F1 score is higher.

5.2 Experimental Results

We used AdamW as an optimizer when training the
classification model, and the learning rate set to le-
6. In addition, the Loss function uses Binary Cross
Entry loss, and Epoch is set to a total of 10. The
Top2Vec model used the code disclosed in github'.
We compared the results of topic modeling with
the results of not performing If topic modeling was
not performed, the label of 70% of data previously
divided was predicted. We used Precision, Recall,
and F1 score as evaluation indicators of the model.
Table 2 shows the performance of the model. If
Topic modeling is not used, the Precision score is
very low at 0.74. However, in the case of the model
we proposed, the Recall score has fallen a little, but
it can be seen that the preview score has improved
significantly. The results of this experiment can
be interpreted differently. In order to classify drug
sales posts with high accuracy, it is better to use
only the BERT+LSTM model with a higher Recall
score. The model we presented does not filter more
drug sales posts because the recall score is lower
than the comparison target.

6 Discussion

This section describes the limitations of our study.
We evaluated the model with the data collected di-
rectly. Due to the nature of illegal drug sales posts,
the nature of the data is different from general text
classification, such as the use of very many slang
words and variations in words. Therefore, further
research is needed for the model we present to be
applied to other domains. In addition, if there is no
text among some tweets and information related
to drug sales is written in the attached picture, this
model cannot be classified. To solve this problem,
the information on the picture must be textured
using OCR technology.

"https://github.com/MaartenGr/BERTopic

7 Conclusion

We collected about 100K drug sales posts posted on
Twitter. The collected data was directly labeled and
cross-validated. We presented a Topic modeling-
based classification model to enhance the perfor-
mance of the model using a small amount of la-
beled data, and confirmed that the classification
performance was higher than that of the existing
classification model.

A Ethics Statements

In this paper, we collected text generated from
about 100K tweets to build drug sales post data.
In the process of collection, we did not collect in-
dividual account IDs for anonymization of users.
In addition, it was closed to protect personal in-
formation that may be included in the tweet itself.
The collected data was used only for classification
of drug sales posts. This study can contribute to
blocking drug trade, a whole social issue.
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