Evaluating Image Review Ability of Vision Language Models

Anonymous ACL submission

Abstract

Large-scale Vision-Language Models (LVLMs)
can process both images and text, demonstrat-
ing advanced capabilities in multimodal tasks
like image captioning and visual question an-
swering (VQA). However, it remains unclear
whether they have an ability to understand and
evaluate images, particularly in capturing the
nuanced impressions and evaluations. To ad-
dress this, we propose an image review eval-
uation method using rank correlation analy-
sis. Our method asks a model to rank five re-
view texts for an image. We then compare the
model’s rankings with human rankings to mea-
sure correlation. This enables effective evalu-
ation of review texts that do not have a single
correct answer. We validate this approach with
a benchmark dataset of images from 15 cate-
gories, each with five review texts and anno-
tated rankings in English and Japanese, result-
ing in over 2,000 data instances. Our experi-
ments show that LVLMs excel at distinguishing
between high-quality and low-quality reviews.

1 Introduction

Large language models (LLMs) like LLaMA (Tou-
vron et al., 2023a), GPT-3 (Brown et al., 2020),
and Vicuna (Chiang et al., 2023) have achieved
remarkable success in NLP tasks. Recently, lever-
aging these developments, several large-scale vi-
sion language models (LVLMs) have been pro-
posed (Alayrac et al., 2022; Liu et al., 2023b,
2024a; Ye et al., 2023, 2024; Bai et al., 2023a),
exhibiting strong capabilities in visual information
processing. Researchers are now exploring vari-
ous tasks (Xu et al., 2023; Liu et al., 2023c; Bitton
et al., 2023; Li et al., 2023a; Bai et al., 2023b) to
broaden LVLM applications.

Despite these advancements, tasks like Visual
Question Answering (VQA) (Zhang et al., 2022;
Yue et al., 2024) and Image Captioning (Agrawal
etal., 2019; Lin et al., 2014) primarily focus on fac-
tual understanding based on images. As shown in
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Figure 1: Exploring How Vision-Language Models
Communicate Images: From What to How

Figure 1, these tasks emphasize the “What” aspect
by looking at the image and considering its descrip-
tion. However, these tasks do not take into account
the “How” aspect of understanding the impressions
and evaluations that people have when they view
an image. Especially in real-world applications,
models need the ability to integrate visual elements
with viewers’ impressions and reactions, and gen-
erate text based on how humans perceive the image.
This need has not been adequately addressed by
existing tasks, highlighting the necessity for a new
metric to measure how well models convey visual
information to people.

A typical example where LVLMs need to ex-
cel is in creative support for art exhibitions and
advertising. In art exhibitions, as shown in Fig-
ure 1, models must provide reviews considering
the composition, color usage, and overall impact
of the artworks. The review text can significantly
influence the viewer’s experience and understand-
ing of the art. Similarly, in advertising, models
must generate reviews that consider the visual ele-
ments of the advertisement and the responses from
viewers. These tasks require LVLMs to go beyond
factual recognition and understand how to convey
visual content in a way that influences and engages
people.
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Figure 2: An evaluation metric using rank correlation
analysis with an image and five review texts.

To address this challenge, we introduce a new
benchmark based on rank correlation analysis. This
method involves having both humans and LVLMs
rank five review texts generated by GPT-4V (Ope-
nAl et al., 2023) for a given image, then measuring
the correlation between these rankings. In this way,
we evaluate whether the model can go beyond mere
factual recognition to understand visual content
and accurately identify reviews that convey it ap-
propriately. This approach allows for the effective
evaluation of reviews, which do not have a single
correct answer, by measuring rank correlation. To
validate this approach, we constructed a benchmark
dataset from Wikipedia consisting of images across
15 categories. Each image is accompanied by five
review texts, which were manually annotated in
both English and Japanese, resulting in over 2,000
reviews. Our experiments reveal that LVLMs, par-
ticularly those with strong evaluative capabilities,
excel at distinguishing high-quality reviews from
substandard ones. The dataset and source code are
available at https://anonymized, with both
English and Japanese versions provided.

2 LVLMs

LVLMs (Li et al., 2023b; Liu et al., 2024b; Bai
et al., 2023a; Ye et al., 2024) integrate a Vision
Encoder (Radford et al., 2021b) to process visual
information with Large Language Models (LLMs)
(Touvron et al., 2023a; Chiang et al., 2023; Bai
et al., 2023a; Jiang et al., 2023). This integration
requires further training to effectively combine vi-
sion and language capabilities. As a result, these
LVLMs outperform conventional pre-trained mod-
els, even those with over ten times more parameters
However, CLIP (Radford et al., 2021a) is primarily
trained for image classification through contrastive

learning. Additionally, when integrating visual pro-
cessing capabilities with LLMs via CLIP, the train-
ing typically aims to align images with their short
descriptions, focusing on factual content. This ap-
proach emphasizes the alignment between images
and texts, but it is considered insufficient for gener-
ating reviews that understand and take into account
the impressions and sensations conveyed to view-
ers.

3 Image Review Evaluation

3.1 Evaluation Method

Ranking Review Texts We use perplexity as the
evaluation metric for ranking review texts gener-
ated by LVLM. Perplexity measures how confi-
dently a language model predicts a given text. To
compute perplexity, we provide the LVLM with a
prefix instruction described in Appendix A.2 indi-
cating that it is processing a review for an image,
along with the image and its corresponding review
text. We then rank the review texts in ascending or-
der of perplexity, with lower perplexity indicating
better review texts according to the model.

Measuring Rank Correlation For the five re-
view texts, we compare the rankings annotated by
humans with the rankings generated by the model.
As shown in Figure 2, we calculate the correlation
coefficients between the human and model outputs
using Spearman’s rank correlation coefficient, and
use the average of these coefficients to determine
the correlation between the LVLM and humans.
If the average correlation is high, it indicates that
the LVLM has a strong ability to distinguish high-
quality reviews, understanding and evaluating re-
view texts like humans.

3.2 Dataset Construction

The dataset construction process, illustrated in Fig-
ure 3, involves the following four steps:

STEP 1: Collecting images The images are col-
lected from the “Featured pictures” section of En-
glish Wikipedia !. This section is composed of
images, such as photographs, illustrations, and di-
agrams selected by user votes. The image data
found in this section is of very high quality and
covers a diverse range of genres including artwork,

'Wikipedia:Featured pictures https://en.
wikipedia.org/wiki/Wikipedia:Featured_
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Figure 3: Dataset Construction Process.

natural landscapes, historical events, and science.
We therefore select it as the image source.

STEP 2: Generating five review texts We use
GPT-4V (OpenAl et al., 2023) to generate five re-
view texts for each image. Due to the diverse image
genres, it was difficult to gather experts and time-
consuming to create texts using external references.
Therefore, we chose to use GPT-4V. Simply adjust-
ing GPT-4V’s temperature parameters often results
in similar quality texts, making ranking difficult.
To address this, we designed a prompt to generate
five distinct review texts with different levels of rea-
sonableness (see Appendix A.1 for details). Addi-
tionally, the generated texts sometimes include self-
contradictory expressions due to Reinforcement
Learning from Human Feedback (RLHF) (Ouyang
et al., 2022). We manually checked and removed
such phrases.

STEP 3: Ranking review texts manually The
five review texts of each image are manually ranked
by X (> 3) annotators. The English texts were
ranked by three native or near-native English speak-
ers, and the Japanese texts were ranked by three
native Japanese speakers. To avoid potential bi-
ases, the five review texts were randomized before
being shown to the annotators. Detailed instruc-
tions (Appendix B) were provided to ensure con-
sistency, focusing on reasonableness and objectiv-
ity. “Reasonable” was broken down into three core

elements: Truthfulness, Consistency, and Informa-
tiveness, with detailed explanations for each.

STEP 4: Filtering low-quality data During an-
notation, errors from misinterpretation, fatigue, or
inattention can affect data quality. To mitigate
these, we measure rank correlations among annota-
tors and filter by setting a threshold on the highest
rank correlation pair. We define this pair as “top-
correlated annotators.” Spearman’s rank correla-
tion coefficient is used, ranging from —1 (perfect
inverse order) to 1 (perfect equal order). We set the
correlation coefficient threshold to 0.6, retaining
only high-quality data with strong inter-annotator
agreement (see Appendix D.4).

4 Experiments

4.1 Setup

We evaluated seven types of LVLMs and twelve
models, along with six underlying LLMs based
on these LVLMs to compare their perplexity in
both English and Japanese. For details Appendix
C. Unlike Local models, both GPT-4 and GPT-
4V cannot measure the Perplexity of input tokens.
Therefore, we provided five review texts with the
same instructions as human annotations to generate
rankings (see Appendix A.3).



LVLM Size EN JP

mPLUG_OwI (Ye et al., 2023) 7B 0.310 0.065
mPLUG_Owl1 2 (Ye et al., 2024) 7B 0.365 0.369
InstructBLIP (Vicuna-7B) (Dai et al., 2023) 7B 0466 0.495
InstructBLIP (Vicuna-13B) 13B 0496 0.520
LLaVA-1.5 (Vicuna-7B) (Liu et al., 2023a) 7B 0.516 0.595
LLaVA-1.5 (Vicuna-13B) 13B 0.529 0.591
Llava-Next (Vicuna-7B) (Liu et al., 2024b) 7B 0.510 0.595
Llava-Next (Vicuna-13B) 13B  0.535 0.553
Llava-Next (Mistral-7B) 7B 0.543 0.450
Llava-Next (Yi-34B) 34B 0471 0.347
Qwen-VL-Chat (Bai et al., 2023a) 7B 0432 0487
GPT-4V (Reference) - 0399 0.506
Human (Reference) - 0.795 0.846

Table 1: Correlation comparison of LVLMs in English
and Japanese. The bold font indicates the best score.

4.2 Results

LVLMs Table 1 shows the evaluation results
for LVLMs. In English, Llava-Next’s Mistral-7B
showed the highest performance, with all models
achieving scores above 0.3, indicating a certain
correlation with human judgment. In Japanese,
all LVLMs based on Vicuna performed better in
Japanese than in English, with Llava-Next and
Llava-1.5’s Vicuna-7B showing the highest score
in Japanese. This suggests that despite being
trained only in English (§2), the models can handle
Japanese by inheriting LLMs’ multilingual under-
standing abilities (Briakou et al., 2023). Addition-
ally, comparing the performance of LVLMs in the
same framework, such as those from Llava-Next,
indicates that the underlying LLM is an important
factor for LVLMs. Local models couldn’t be eval-
uated with the same prompts as GPT-4V due to
output format control issues. However, compar-
ing with GPT-4V shows that ranking by perplexity
doesn’t degrade performance, validating our ap-
proach. Comparing the correlation with human an-
notations and the notable performance differences
between models in our evaluation and other tasks
(Liu et al., 2024c) suggests that LVLMs have room
for improvement in image review evaluation.

LVLMs vs. LLMs We examined whether the
models rank based solely on text quality. In En-
glish, LVLMs performed better than LLMs, indicat-
ing that image information slightly influences the
results. However, the significant correlation sug-
gests that text quality also plays an important role.
The performance gap between LLMs and LVLMs
in Japanese is larger than in English. For example,
Llava-Next (Mistral-7B) scored 0.450 in Japanese,
while Mistral-7B scored a low 0.194. This suggests
that when solving tasks in Japanese, LVLMs are

LLM Size EN JP

Llama 2 (Touvron et al., 2023b) 7B 0319 0413
Vicuna-7B (Chiang et al., 2023) 7B 0.362 0.422
Vicuna-13B 13B  0.358 0.365
Mistral-7B (Jiang et al., 2023) 7B 0.342 0.194
Yi-34B-Chat (Al et al., 2024) 34B  0.405 0.132
Qwen-Chat (Bai et al., 2023a) 7B 0386 0.386
GPT-4 (Reference) - 0384 0478

Table 2: Correlation comparison of LLMs in English
and Japanese. The notations are the same as Table 1.

Threshold - 0 0.2 0.4 0.6 0.8

Human Correlation (EN) | 0.539 0.588 0.677 0.766 0.795 0.927
GPT-4V Included (EN) 0344 0354 0390 0387 0399 0.464

Human Correlation (JP) 0.712  0.728 0.780 0.824 0.846 0.942
GPT-4V Included (JP) 0478 0485 0494 0511 0.506 0.543

Table 3: Correlation between Human and Human In-
cluding GPT-4 Evaluations.

more likely to rely on image information.

Comparison between GPT-4V and Humans
Table 3 shows the correlation between human an-
notations and the results when GPT-4V is included
in the human annotations. GPT-4V was evalu-
ated using the same prompt as human annotations,
allowing for a direct comparison with human re-
sults. When setting a threshold to narrow down the
dataset (see Appendix D.2), the agreement among
human annotators increases, but the evaluation of
GPT-4 shows only a slight increase in both English
and Japanese. Specifically, when the threshold is
0.8, the correlation is in the 0.5 range for both lan-
guages, which is lower than the agreement among
human annotators. These results indicate that while
GPT-4V generally understands the human perspec-
tive, it does not align in certain aspects. It also
shows that the ability to rank written reviews from
a human perspective is still not very high, confirm-
ing the effectiveness of our method.

5 Conclusion

In this study, we proposed a method to evaluate
LVLMs’ ability to assess review texts and created
a benchmark dataset. The results showed that most
models demonstrated consistent and high accuracy
across different languages. On the other hand, the
correlation with human annotations and the notable
performance differences between models in our
evaluation and other tasks (Liu et al., 2024c¢) sug-
gest that LVLMs have room for improvement in
image review evaluation.



6 Limitations

Languages. In this study, we focused only on
English and Japanese. It has not been compre-
hensively investigated whether the same applies to
other languages. However, we aim to verify the
multilingual capability of LVLMs. Since GPT-4 is
primarily trained on English data, there is a possi-
bility that it may generate biased outputs towards
English-centric contexts. Moreover, English and
Japanese are different languages in various aspects,
such as language families, word order, and scripts.
Therefore, we believe that using only English and
Japanese is sufficient for the first step in experi-
menting with a multilingual setting. One of our
research extension directions will be exploring the
potential applications to other languages, such as
Chinese, Spanish, or low-resource languages.

Number of the images. Our dataset consists of
a relatively small number of images. We provide
only the test data, so it will not be used for training.
Moreover, recent datasets for LLM and LVLM are
often evaluated using only a small number of test
sets (Suzgun et al., 2023; Hendrycks et al., 2021;
Yue et al., 2024). Furthermore, our dataset has
undergone fine-grained manual checks, ensuring
that it is clean. For these reasons, our dataset is
sufficiently sized for evaluating LVLM. However,
in the future, our dataset will be expanded to larger
sizes, such as those used for instruction-tuning.

Prompt for annotations. We generated five re-
view texts with GPT-4V using a single prompt.
This might raise doubts about the variance across
these lists of reviews. However, in dataset cre-
ation by LLMs, single-prompt attempts are made
for cost efficiency and other reasons (Putri et al.,
2024; Sakai et al., 2024). Additionally, the gen-
erated reviews are not the final output; they serve
as the basis for further human ranking annotations.
Therefore, GPT-4V was used to create seed reviews,
while the actual annotations were done manually.
Furthermore, despite variations in the quality of hu-
man annotations, the high correlation indicates that
diverse review texts with inherent trends were suc-
cessfully generated using a single prompt. There-
fore, we believe that such concerns are unfounded.
However, there is room for improvement in the
prompts used for review generation, so prompt en-
gineering will be left for future research.

7 Ethics Considerations

Licenses. We used Wikipedia materials in the
dataset curation process. Wikipedia is available
under fair use and the CC-BY-SA 4.0 license?. To
clarify the data source information, we include the
URL of the source images for each instance in our
dataset. Additionally, our dataset includes outputs
from GPT-4V under OpenAlI’s license terms>. Ope-
nAl assigns to us all rights, titles, and interests in
and to the output. As a result, we retain ownership
rights. There are no restrictions on distributing
the datasets, but using OpenAl’s model output to
develop models that compete with OpenAl is pro-
hibited. Furthermore, we paid all recruited annota-
tors above the minimum wage and obtained their
consent for the transfer of rights to the annotated
materials. Therefore, our dataset does not present
any licensing concerns.

Moderations and biases. In this study, our
dataset was created using images obtained from En-
glish Wikipedia. The editors of English Wikipedia
remove unnecessarily aggressive content*, and we
also excluded images involving political issues and
other sensitive topics from our dataset. However, as
acknowledged on its official pages”, the present En-
glish Wikipedia allows the inclusion of information
from sources that may be biased. Consequently, the
dataset we developed might also reflect the inherent
biases of the English Wikipedia.
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A Details of Prompts

A.1 Prompt for generating five review texts

We generated five review texts for a certain image
using the following prompt, which was designed to
create differences among the five review texts.

e Generation prompt ~

Please describe five different review texts
about the good point and room for improve-
ment of the image, following the constraints
below:

1. Each review texts should have different
content.

2. The length of each review text should be
almost the same.

3. Do not include bullet points within the
review texts.

4. The review texts should be described in
the following order: "Objective and rea-
sonable," "Subjective but reasonable,"
"Objective but unreasonable," "Subjec-
tive and unreasonable," and "Subjective
and containing an error."

5. Each review text should describe both the
good points and room for improvement
of the image.

6. If the image has no room for improve-
ment, explicitly state that within the re-
view text.

A.2 Prompt for measuring perplexity

We measured perplexity for each data using the
following prompt.

Perplexity LVLM’s prompt

Please describe a review text about the good
points and room for improvement of the im-
age.

A.3 Prompt for ranking review texts

We input the following prompt into GPT-4V for
response-based ranking. The content of this prompt
is based on the instruction for human annotators in
Appendix B.

-~ GPT-4V ranking prompt ~

Below are the images and their review texts.
Please rank the review text of each image from
1 to 5, in order of appropriateness. Please note
that the numbers from 1 to 5 are not scores but
rankings, and the smaller the number, the more
appropriate it is. There should be no ties, and
each rank from 1 to 5 should always appear
once.

Please judge the appropriateness by the fol-
lowing aspects in the following order. That is,
first, rank the texts by truthfulness. If there
are equally truthful texts, rank them by con-
sistency. Similarly, if they are equal also in
consistency, rank them by informativeness; if
they are equal also in it, rank them by objec-
tivity; if they are equal also in it, rank them by
fluency.

1. Truthfulness: Is it free of false informa-
tion?

2. Consistency: Does it correspond to the
image?

3. Informativeness: Does it describe de-
tailed information or features of the im-
age?

4. Objectivity: Is it an objective descrip-
tion?

5. Fluency: Is it grammatically correct?

If the text contains unfamiliar information,
you may use a dictionary or search engine.
However, please do not use a generative Al
such as ChatGPT or image search. Do not
include the reason for ranking Absolutely
respond in the following format.

text1:2nd place
text2:3rd place
text3:1st place
text4:5th place
text5:4th place




We input the following prompt into GPT-4 for B Details of Instruction

responsed-base ranking without using an image. . .
The annotators ranked the review texts according

4 GPT-4 ranking prompt 7\ to the following instructions.

Please rank the review text by quality. ~ Instruction ~
textl:review textl Below are the images and their review texts.
text2:review text2 Please rank the review text of each image from
text3:review text3 1 to 5, in order of appropriateness. Please note
textd:review text4 that the numbers from 1 to 5 are not scores
text5:review text5 but rankings, and the smaller the number, the

Do not include the reason for ranking. more appropriate it is. There should be no ties,

Absolutely respond in the following format. and each rank from 1 to 5 should always ap-

pear once. Please judge the appropriateness by
the following aspects in the following order.
That is, first, rank the texts by truthfulness. If
there are equally truthful texts, rank them by
text4:5th place f:onsist?ncy. Similarly, if the}/ are qual also
text5:4th place in consistency, rank tberp by 1nf0rmat1venf?ss;
\_ ) if they are equal also in it, rank them by objec-
tivity; if they are equal also in it, rank them by
fluency.

textl:2nd place
text2:3rd place
text3:1st place

1. Truthfulness: Is it free of false informa-
tion?

2. Consistency: Does it correspond to the
image?

3. Informativeness: Does it describe de-
tailed information or features of the im-
age?

4. Objectivity: Is it an objective descrip-
tion?

5. Fluency: Is it grammatically correct?

If the text contains unfamiliar information, you
may use a dictionary or search engine. How-
ever, please do not use a generative Al such as

ChatGPT or image search.
o 4

C Details of Experimental setting

C.1 Reproduction statements

In the experiments conducted in Section 4.2, we
utilized publicly available models for both LVLM
and LLM, including mPLUG-OwI (Ye et al., 2023),
mPLUG-OwI2 (Ye et al., 2024), InstructBLIP (Dai
et al., 2023), LLaval.5 (Liu et al., 2023a), LLava-
Next (Liu et al., 2024b), Qwen-VL-Chat (Bai et al.,
2023a), and GPT-4 API ver. 0.28.0 (OpenAl
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et al., 2023), using their default hyperparameters.
Additionally, our dataset and code are available
at https://[inominatenew]. For LLMs,
we used models such as Llama2 (Touvron et al.,
2023b), Vicuna (Chiang et al., 2023), Mistral (Jiang
et al., 2023), Yi-34B-Chat (Al et al., 2024), Qwen-
Chat (Bai et al., 2023a), and GPT-4. To ensure a fair
comparison of performance across multiple mod-
els, all experiments were conducted on an NVIDIA
RTX 6000 Ada GPU, using 16-bit quantization to
measure Perplexity. However, due to resource con-
straints, the LLaVA-NeXT (Yi-34B-Chat) model
was loaded and inferred using an NVIDIA A100
80GB PCle in 16-bit quantization. The same set-
tings were applied to each model for performance
comparison purposes.

C.2 LVLM details

Category Number of
Items
Animals 17
Artwork 17
Culture, entertainment, and 16
lifestyle
Currency 15
Diagrams, drawings, and maps 15
Engineering and technology 17
Natural phenomena 15
People 14
Places 17
Plants 16
Sciences 15
Space 15
Vehicles 5
Other lifeforms 3
Other 10

Model Base Model =~ HuggingFace Name/OpenAl API
mPLUG-Owl LLaMA MAGAer13/mplug-owl-llama-7b
mPLUG-OwI2 LLaMA2-7B  MAGAer13/mplug-owl2-1lama2-7b
InstructBLIP (Vicuna-7B) Vicuna-7B Salesforce/instructblip-vicuna-7b
InstructBLIP (Vicuna-13B) ~ Vicuna-13B  Salesforce/instructblip-vicuna-13b
LLaVA-1.5 Vicuna-7B liuhaotian/llava-v1.5-7b
LLaVA-1.5 Vicuna-13B  liuhaotian/llava-v1.5-13b
LLaVA-NeXT (Vicuna-7B)  Vicuna-7B liuhaotian/llava-v1.6-vicuna-7b
LLaVA-NeXT (Vicuna-13B) Vicuna-13B  liuhaotian/llava-v1.6-vicuna-13b
LLaVA-Next (Mistral) Mistral liuhaotian/llava-v1.6-mistral-7b
LLaVA-NeXT (Yi-34B) Yi-34B liuhaotian/llava-v1.6-34b
Qwen-VL-Chat Qwen Qwen/Qwen-VL-Chat
GPT-4-Vision gpt-4-1106-vision-preview

C.3 LLM details

Model HuggingFace Name

Llama2 meta-llama/Llama-2-7b
Vicuna-7B  Imsys/vicuna-7b-v1.5
Vicuna-13B  lmsys/vicuna-13b-v1.5

Mistral mistralai/Mistral-7B-Instruct-v0.2
Yi-34B 01-ai/Yi-34B

Qwen-Chat  Qwen/Qwen-7B-Chat

GPT-4 gpt-4-1106-preview

D Details of Dataset

D.1 Image genres

The genre breakdown for the 207 collected image
data is shown in Table 4.

D.2 Correlation between prompt rank and
human rank

The prompt given to GPT-4V (see Appendix A.1)
instructs it to generate the following five types of
review texts;

* "Objective and reasonable,"

11

Table 4: Categories and Number of Items.

 "Subjective but reasonable,"

* "Objective but unreasonable,"

* "Subjective and unreasonable,"

* "Subjective and containing an error".

This order of instructions is defined as prompt
rank. In ranking, human annotators emphasized
being reasonable and objective. Consequently, if
GPT-4V generates review texts precisely following
the prompt, we expect a match between the prompt
rank and human rank.

Here, we analyzed the correlation between
prompt rank and human rank, and investigated the
extent to which GPT-4V can generate review texts
following the prompt. Specifically, we measured
the correlation between the prompt rank and top-
correlated annotators rank as the threshold was
changed. Figure 4 shows the results.

Based on these results, the correlation between
prompt rank and human rank showed a strong corre-
lation close to 0.6 even without setting a threshold.
These findings suggest that there is some validity
in the assumption that the 5 review - "objective and
consistent," "subjective but consistent," "objective
but inconsistent," "subjective and inconsistent," and
"subjective and containing errors" - are higher qual-
ity in the order of generation in this study’s ranking
instruction, which emphasizes being reasonable
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Figure 4: Correlation between prompt and human ranks.
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Figure 5: Changes for remaining data count and aver-
age rank correlation when varying threshold. The bar
graphs represent the remaining data count and the line
graphs denote average rank correlation. Nan means no
threshold.

and objective. We also found that GPT-4V was
able to generate review texts following the prompt
to some extent.

D.3 Review texts example

Table 5, in English, and Table 6, in Japanese, each
displays two examples of five review texts gener-
ated by GPT-4V.

D.4 Dataset construction & Filtering

We collected 207 images from 15 different genres,
including Animals and Artwork (see Appendix D.1
for details). We generated five review texts for each
image in English and Japanese. The English data
were ranked by three native and near-native English
speakers, whereas the Japanese data were ranked
by three native Japanese speakers.

As present in Section 3.2, errors may occur
in annotations and there is a need for filtering.
Thus, to identify an optimal threshold for balanc-
ing data count and correlation, we varied thresholds
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over positive values and analyzed changes in data
count and average rank correlation between top-
correlated annotators (refer to Section 3.2). The
results are shown in Figure 5. Setting the threshold
to 0.8 resulted in a rapid decrease in the remaining
data count. Alternatively, setting the threshold to
0.6 not only maintained over 100 data count but
also showed an average correlation close to 0.8, a
very strong correlation. Based on these results, we
set the optimal threshold to 0.6. Furthermore, even
when no threshold (denoted as Nan in Figure 5)
was set, the average rank correlation was higher
than 0.5. The high correlation suggests that annota-
tions within our proposed data construction scheme
can be conducted without the need for specialized
training of the annotators.



Image

Five review texts

1. Objective and reasonable: The image captures the exquisite silhouette of a large satellite dish
against a vibrant sunset, creating a striking contrast that is visually appealing. The juxtaposition
of technology and nature is well executed, showing a blend of human innovation with the beauty
of a natural landscape. Room for improvement would include ensuring that the satellite dish is
completely in focus to enhance the sharpness of its structure, which is slightly soft around the
edges.

2. Subjective but reasonable: This photograph exudes a profound sense of tranquility with the
warm hues of the sky complementing the majestic presence of the satellite dish. The composition
evokes a sense of wonder and could inspire contemplation about the universe beyond. However,
personally, I feel that a wider angle could have included more of the surrounding landscape to
further contextualize the dish within its environment.

3. Objective but unreasonable: The technical quality of the image is commendable as it suc-
cessfully captures the moon in a crescent phase above the dish, which adds an element of scale.
Nevertheless, from a strictly compositional standpoint, the satellite appears disproportionately
large compared to the moon, which might mislead an uninformed viewer about the actual size
differences between the two objects.

4. Subjective and unreasonable: The choice to photograph the satellite dish at dusk is enchanting,
as it gives the whole scene a surreal, otherworldly vibe. On the downside, the moon looks
disproportionately small, which personally offends my sense of cosmic balance. The photographer
should have waited for a night when the moon was bigger or somehow made the satellite dish look
smaller to better suit my taste.

5. Subjective and containing an error: The image is enchanting with its blend of purples and
blues creating a serene backdrop for the impressive structure of the satellite dish. The way the
moon illuminates the scene adds a dreamy quality. However, the image would be more accurate if
it showed the dish actively receiving signals, denoted by an unrealistic visual representation like
visible beams of light coming down to the dish.

1. Objective and reasonable: The image effectively captures the formidable structure of a hur-
ricane, showcasing the spiraling clouds and the clear eye at the center, which is indicative of
a well-developed storm system. The resolution is high, allowing meteorologists to analyze the
storm’s features in detail. However, the image is limited in conveying the scale of devastation po-
tential; incorporating overlays indicating size relative to landmasses could enhance its informative
value.

2. Subjective but reasonable: From an aesthetic standpoint, the image is breathtaking, with the
swirling clouds creating a mesmerizing pattern that is both beautiful and terrifying. The contrast
between the storm and the surrounding environment is stark and evocative. On a more subjective
note, the image could benefit from a different angle that provides a unique perspective, perhaps
highlighting the juxtaposition of the hurricane’s might against the vulnerability of the affected
areas.

3. Objective but unreasonable: he satellite image is of impeccable quality, presenting the
hurricane with precision and clarity, which is crucial for tracking and prediction purposes. However,
one might argue that the image should capture more of the surrounding environment to provide a
comprehensive view of the storm’s reach. This critique, while objective, may be unreasonable
considering the limitations of satellite imaging technology and the focus required on the storm
itself.

4. Subjective and unreasonable: While the image captures the hurricane’s intensity, one might
find it lacks dramatic effect. The colors could be more vivid to convey the true ferocity of the storm.
This perspective, though subjective, is unreasonable because the purpose of satellite imagery is to
provide an accurate representation of reality, not to entertain or exaggerate features for dramatic
impact.

5. Subjective and containing an error: The photograph captures what appears to be a tranquil
scene, misrepresenting the chaos usually associated with hurricanes. It’s serene and misleadingly
calm, which could be improved by adding elements that suggest movement or distress.

Table 5: Examples of five review texts generated by GPT-4V in the English version.
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Image Five review texts

1. Objective and reasonable: Z O [Hj{ AR 2222 D R T O JREH O HEE % fEHIZIR A T
WET, BEEZERICUZEAREOZIT, BELARDANMEZEXZLTVWSE LS TY, £
2. BEOPPZEIZERINTVWE I LT, TO®EE2ZBFHALTVET, =7
LU, BEHEOEMIZEEZ R OMEZTETED, FABOBREICHLSDUESEZYTS
Zr T, TOEGFDOIEN D P AL E RICN T 2B E2EDDL I ENTEZTL &

Y

2. oSubjective but reasonable: Z D A EH O i % 75 & FAIXBEBUR & B D EA % [
WU ET, BOFOEPEEDOAWP L AiE) OREFELTTEY, 221013 —
HMOFNLRELINHDET, BUAMPREETH 7205618, BEORICIZE 54

LEEREZYT, HfWAOEBREZERR L TALZWEBRWETA, ZoHAS £/~ AHE
DEHEEELCIELHDTT,

3. Objective but unreasonable: Z O JHEDME I, HHDOHEZ W HDOHF THREZINT
B, MIHETL-EDRXET, LU, BEOTFTY 1 UKW THE0D &
SITEL ST, TOXS BEEMPRERICBEVTHHRARE UTHIEEL TWBE 2
ETT, £/, ZOREIBEHL TV IHH ARSI BN TENE LD XS
Iy IREBIZRSThE ULNERA,

4. Subjective and unreasonable: Z DE X, HrfFED I b A AL E <, AEHED
HERB I ZG EH LU TWET, BEOFAICITECHEY AR L, b 2EOMMEE
BZTWEIH, TNV ZOHFOBIED L SITEU T, REOHMIZE - &
iﬁﬁ%ﬂ@\@@K%#&ﬁﬁf\ﬁﬁ%ﬂ%@ﬁ%ﬁ#b%géﬁit#%bﬂ
A,

5. Subjective and containing an error: ~ QJEE (XIEF B L WT YA VT, £ 5 THEGE
OFPOMEL L TELL S BREBREEEDLH Y £5, HRITILD 2 FMHIEH
DI EBENZETVET, ZOFEEIE, RIZHmYT 52 L THRNAEFRHSZ LD
FOLIENTELPLUNEVTAD, AEOHELEZDE DAY TIZEER 2D, K
EORMITHNVEEEZX X,

1. Objective and reasonable: Hi{§(X 27 ) 772 7V — A1 OB FIZ, TFWRBIRORBIA
EREE UTOWET, BIAROFMAHIHIZF Y vy FINTEY, AELRHPHLTT,
tﬁb\E@®T%Kuﬂ%ﬁEﬁ%<\:nﬁ%%®vy7wé%ﬂbfv5i5
WCRZAET,

2. Subjective but reasonable: Z DI IZHARDEL L a=— o sz HKIRICHE R
TWET, FICBIRDOIIRE BRI TT, LaL, BROBEETIX, AOREEND
lfﬁﬂ(;b‘o THAZ=O, TNDHEGO ETBERELAPSHMERS LT WD LD IT&
D23

3. Objective but unreasonable:H{R Z X K ERBAPDH O, HRIZITHFEDEDV > TW
9, ZITMEED, BRIMOMY EHALTWES L IICRAET, £/, HED
T AP T2 R L TW2 0000 DIz W,

4. Subjective and unreasonable: FAlZ Z OBIAN E THLMMIZR X2 LK UET, 1
XELTHOERENOFKZESTT, LAL, BROBFEEL k- H@EHEET25M
LET, LT, HEDOGIIAIRREDA Y =V %> TWEDO0RE LNER A,
5. Subjective and containing an error: Z DERIIBH DY ¥V VT I/ L 5T
T, REBBARZY Yy v 7 NVOHLMBIZMELTED, HROFEIWNEOMED %
RLUTWEPE LNERFA, . Dy v IILVOHIEIZZARIZEZLL DERH B L
EHTTOT, E5DLHERALRAZEHIZTSZIENTESTL & I,

Table 6: Examples of five review texts generated by GPT-4V in the Japanese version.
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