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Abstract

The recent development of chain-of-thought (CoT) decoding has enabled large
language models (LLMs) to generate explicit logical reasoning paths for complex
problem-solving. However, research indicates that these paths are not always
deliberate and optimal. The tree-of-thought (ToT) method employs tree-searching
to extensively explore the reasoning space and find better reasoning paths that
CoT decoding might overlook. This deliberation, however, comes at the cost of
significantly increased inference complexity. In this work, we demonstrate that
fine-tuning LLMs leveraging the search tree constructed by ToT allows CoT to
achieve similar or better performance, thereby avoiding the substantial inference
burden. This is achieved through Chain of Preference Optimization (CPO), where
LLMs are fine-tuned to align each step of the CoT reasoning paths with those of
ToT using the inherent preference information in the tree-search process. Extensive
experimental results show that CPO significantly improves LLM performance
in solving a variety of complex problems, including question answering, fact
verification, and arithmetic reasoning, demonstrating its effectiveness. Our code is
available at https://github.com/sail-sg/CPO.

1 Introduction

Recent advances in large language models (LLMs) have shown that constructing reasoning chains
is critical to improving their problem-solving capabilities [!, 2, 3, 4, 5, 6, 7]. A representative
method is chain-of-thought (CoT) [1], which prompts LLMs to generate intermediate reasoning
steps, i.e., thoughts, thereby constructing explicit reasoning paths (as depicted in Figure 1(a)). While
straightforward and intuitive, recent research observes that CoT can often overlook optimal reasoning
paths and exhibit an unconscious style of answering due to its single-path focus [8, 9]. To foster a
more deliberate and conscious reasoning style, Yao et al. [8] propose tree-of-thought (ToT), which
generates multiple branching thoughts at each step of the reasoning process and conducts self-
evaluation for pruning and planning to search for reasoning paths (as shown in Figure 1(b)). However,
despite improving reasoning quality, ToT significantly increases computational complexity, which
limits its practical application. This raises the question: Can the strategic depth of ToT be integrated
into CoT to enhance its effectiveness while maintaining efficiency?

Existing research has initially provided a positive answer to the above question [10, 11, 12]. A natural
strategy is to treat the reasoning path discovered by ToT for each instance as a target for supervision,
and then fine-tune LLMs to improve their CoT reasoning abilities [1 |, 12]. Several methods have
been proposed to improve this approach, including using advanced tree-search techniques like Monte
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Figure 1: Comparison of CoT, ToT, and CPO methods, where each node illustrates a step in the
reasoning process, forming coherent language sequences aimed at solving a problem. The highlighted
path indicates the chosen reasoning trajectory. In the CoT method, the LLM generates only one new
node at each step, and all generated nodes are used to build the final reasoning path. For ToT, the
LLM produces k new nodes at each step, but only the top n-best nodes are kept, with the rest being
pruned. In CPO, nodes marked with a trophy represent preferred thoughts, while those marked with
numbers are nodes that can be utilized to create preference data. This method uses the search tree
structure from ToT to develop paired preference data, subsequently training LLMs to align with these
preferences through DPO.

Carlo tree-search (MCTS) and employing external reward models [12, 10] for pruning and planning
to gather better reasoning paths as supervision. The effectiveness of these approaches is therefore
largely dependent on the quality of the best-discovered reasoning path.

In this paper, we identify a limitation in these approaches: they overlook the non-optimal reasoning
thoughts generated during the tree-search process, which naturally provides additional preference
information. Specifically, ToT inherently generates multiple alternative thoughts at each reasoning
step, and pruning is performed according to their evaluated qualities. This tree-search process
constitutes a preference over all intermediate thought candidates—thoughts appearing in the best-
discovered reasoning path are preferred over those that do not. Moreover, this could shed even more
insights than the final best-discovered reasoning path, as non-optimal reasoning paths (and thus
preferences) exist at each step in the tree-search.

Inspired by recently developed reinforcement learning from human feedback (RLHF) techniques like
direct preference optimization (DPO) [13], we propose Chain-of-Preference Optimization (CPO) to
fully exploit the inherent preference information. Specifically, we construct paired preference thoughts
at each reasoning step according to the search tree of ToT and then train LLMs to align with these
preferences using the DPO algorithm (as illustrated in Figure 1(c)). The paired preference thoughts are
constructed based on the above intuition: at each reasoning step, we categorize thoughts as preferred
or dispreferred based on their inclusion in the final paths chosen by ToT. With such preference data,
CPO enables LLMs to generate the path preferred by ToT using CoT decoding at inference time.

We conduct extensive experiments to evaluate the effectiveness of CPO. Experiments on seven
datasets using LLaMA [14] and Mistral [15] as base models demonstrate that CPO is highly effective
in teaching LLMs the preferred thoughts of ToT at each reasoning step, leading to an average accuracy
improvement of up to 4.3% compared to the base models. Additionally, the experiments reveal that
CPO can achieve comparable or even superior performance to the ToT method, which on average
requires more than 50 times longer for inference.

2 Related Work

Reasoning with LLMs. LLMs have been shown to perform better when prompted to engage in
multi-step reasoning [1, 2, 3]. Many studies have focused on improving the generated reasoning paths



by post-editing [16] or accessing external knowledge [3, 17]. A distinct approach, more relevant
to our interests, transforms the linear reasoning structure into a non-linear format such as a tree
or graph [18, 19, 20, 8, 9, 21], which combines thought evaluation with search algorithms like
depth-first search (DFS) [22]. Different from our proposed CPO, these methods require searching
during inference, which significantly increases latency.

LLM self-improving. Reinforcement learning (RL) has increasingly been applied to LLMs by

treating them as RL agents for alignment with human feedback [23, 24, 25, 26]. Recent advances
demonstrate the potential of using LLMs for self-generating data to augment fine-tuning processes [27,
, 29, 30, 31, 32]. For instance, reinforced self-training methods [33, 34, 35, 36, 37] introduce

mechanisms to curate new high-quality examples and iteratively enrich the training dataset for
enhancing model performance. Nevertheless, these methods typically rely on either an external

reward model [35, 34] or labeled data [33]. In contrast, approaches like self-rewarding [29, 38]
utilize LLMs themselves to evaluate the generated content, aligning more closely with our method.
However, these strategies still require initial seed data [29, 38], necessitating human annotation. Our

work differs from previous methods as it does not rely on any ground-truth data, allowing LLMs
to self-learn from their own feedback. Additionally, our approach constructs feedback in a chain
fashion, focusing on reasoning steps, an aspect overlooked by prior works.

Monte Carlo tree-search for LLMs. Monte Carlo tree-search (MCTYS) is a robust algorithm for
navigating complex decision-making environments, commonly employed in strategic board games
such as AlphaGo [39, 40, 41, 42, 43]. MCTS methodically constructs a search tree, balancing
exploration and exploitation, simulates various outcomes, and updates utility estimates based on
these simulations. Recent studies have shown that MCTS can enhance the decoding process in
LLMs [11,44,45,21, 12]. However, the primary challenge with MCTS is the high latency during
inference, particularly in difficult reasoning tasks [46, 47]. While some approaches have attempted to
optimize LLMs by leveraging reasoning paths identified through MCTS [1 1, 12], these methods still
rely on labeled data and require separate policy and value models to explore and evaluate potential
moves at the tree’s leaves. In contrast, our CPO approach eliminates the need for human annotations
and simplifies the tuning of LLMs without the necessity for additional models.

3 Background

In this section, we formalize our notation and provide a brief overview of key prior knowledge for
our method. We denote language sequences by lowercase letters, e.g., z, y, 2, to represent a sequence
of tokens. The output distribution of an LLM parameterized by 6 is denoted by 7g.

3.1 Chain-of-Thought Prompting

Chain-of-thought (CoT) [1] is a method that prompts LL.Ms to generate a chain of reasoning steps
before the final answer, as shown in Figure 1. It introduces a series of intermediate thoughts, denoted
as z1,- - , Zn, that link an input x to an output y, where n is the total number of reasoning steps. For
instance, if  is a combination of demonstration examples and the input question and y is the final
answer, each intermediate thought z; forms a coherent language sequence representing a part of the
overall reasoning path toward the final answer. The demonstration examples consist of a set of CoT
demonstrations, which serve as exemplars in the prompting process. The intermediate reasoning
thoughts are sequentially sampled from the distribution z; ~ mg(-|z, 21, - - , z;—1) and the output is
then derived from y ~ my(-|x, 21, - , 2n)-

3.2 Tree-of-Thought Prompting

Tree-of-thought (ToT) [8] enables LLMs to explore multiple reasoning paths before answering a
given question, as illustrated in Figure 1. This approach models the LLM reasoning task as a search
over a tree, where each node represents a thought step in the reasoning path. ToT comprises two
main components, both implemented through prompting LLMs: 1) the thought generator and 2) the
state evaluator. The thought generator constructs several new thoughts for the next step based on the
current state. Subsequently, the state evaluator generates scores for each new thought and selects the
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Figure 2: The framework of our CPO method. The left part illustrates the process of generating,
evaluating, and pruning thoughts, while the right part demonstrates the collection of preference
thoughts. The shaded path represents the final selected reasoning path. Thoughts marked with a
trophy indicate preferred data, while sibling nodes without a trophy are marked as dispreferred.

n-best thoughts for further search. The final result is determined by the search algorithm (e.g., BFS
or DFS) applied over the selected thoughts until the reasoning process reaches a conclusion.

3.3 Direct Preference Optimization

Direct preference optimization (DPO) is a method for directly optimizing an LLM to align with
preference data [13], e.g., human feedback [ 13, 48, 49]. More specifically, RLHF traditionally frames
the application of human feedback to enhance the performance of an LLM within the context of
an RL problem. However, DPO reformulates the reward modeling and RL fine-tuning phases in
RLHF to a single optimization problem. The objective function of DPO aims to maximize the ratio
of probabilities for the preferred responses and optimize the LLM to imitate human preferences.

Given the generations (g1, J2) ~ 7(¢|z) conditioned on input x, these pairs are evaluated and ranked
according to specific criteria. Preference data is then constructed from these ranked pairs, denoted by
Jw = U]z, where ¢, and g; denote the preferred (winning) and dispreferred (losing) completions
between ¢; and gs, respectively. The DPO objective is formulated as follows:

nulals) _ g 200) 0

Lppo(7o; Teef) = — log o <ﬂ log ———+ — Blog -
7Tref(yw |x) 7"'ref(yl ‘73)
where o is the logistic function, the hyperparameter 3 regulates the penalty imposed for the deviations
from the base reference model 7.

4 Our Method: Chain of Preference Optimization

Unlike previous methods that train LLMs to learn the complete reasoning paths [10, 50, 11, 12], our
approach leverages the preferences over thoughts generated at each reasoning step, which are often
discarded in prior works. Our key insight is that non-optimal thoughts generated during the tree-search
process in ToT provide valuable preference information that can enhance LLM’s reasoning ability. A
major advantage of our method is that it utilizes this supervision only during training, thereby avoiding
high inference latency. Our approach consists of two components: synthesizing the chain of preference
thoughts (i.e., the preference thoughts in a chain fashion) and training with the CPO objective.

4.1 Synthesizing the Chain of Preference Thoughts

Our procedure for synthesizing and collecting preference thought pairs closely follows the inference
process of ToT [8]. An overview of our method is shown in Figure 2. Specifically, the detailed
process is divided into three parts: 1) thought generation, which generates multiple thoughts for each



reasoning step; 2) state evaluation, which evaluates each thought; and 3) search and collection, which
finalizes the preference thoughts.

Thought generation. Given a state s;_1 = [x, 21, - , 2;_1] representing a partial solution with
the input x and the sequence of thoughts [z1,- - , z;_1] so far, we sample k thoughts for the next
reasoning step:

zi(j) ~ mo(zi|si—1) = mo(zilx, 21, ,2zi-1), forj=1,--- k. 2)
Conditioned on the initial input x, which contains the demonstration examples and the question to

be answered, and the previous thoughts z1, 2o, - - - , 2;_1, the LLM generates multiple thoughts for

the next reasoning step. Specifically, it follows the format of demonstrations, starting with the prefix

“Step ¢,” and samples k thoughts {zl(J )}?:1. We control the model to pause at the end of zz(j ) by

setting the generation of the string “Step 7 + 1,” as the stop criteria.” As a result, we obtain k new
(4 _

states s; [@, 21, ,zi_l,zgj)] forj=1,---,k.

State evaluation. Given different states {s 1(»‘7) } ?:1’ we utilize the LLM to reason about the states and
evaluate their progress toward solving the problem, eliminating the need for an external reward model

or human annotations. To evaluate state sgj ) , the input to the LLM includes specific demonstration
examples for the evaluation process, the input question x, and all the thoughts in the state (i.e.,
[21, -, zio1, zgj )]). The LLM follows the format of demonstrations to generate a verbal justification
first, followed by a classification result from two classes: 1ikely and impossible. The classification

results are then used to assign a score, with 1ikely = 10 and impossible = 1.

The prompt template used in our evaluation consists of two parts: (1) the general guidelines, and (2)
task-specific demonstration examples. To minimize the effects of randomness and bias, we shuffle
the order of demonstration examples [51] and repeatedly sample the generated justification and

evaluation results. We then calculate the average score for the state sEJ ). The general guideline prompt

for the evaluation is as follows: Evaluate whether the thought helps in partially or
directly answering the original question (likely/impossible).

Search and collection. We use BFS with pruning as the search algorithm to select the reasoning
paths. After evaluation, we retain the n-best thoughts with the highest evaluation scores and proceed
to the next step of generation. When the LLM generates a thought containing “so the final
answer is:”, the search algorithm concludes and returns the selected paths.

As shown in the right part of Figure 2, after finalizing the reasoning paths, the thoughts within the
selected paths are marked as preferred (i.e., winning) thoughts. For each preferred thought at the ¢-th
step z;”, we construct corresponding dispreferred (i.e., losing) thoughts. First, we identify the parent
state s;” ;, which includes all the previous thoughts leading to z;°. Each child thought of s}° ; that is
not included in the selected path is chosen as a dispreferred thought z! compared to 2. This process
results in the preference pair (2%, z!) for the state s ;. We highlight that the constructed dataset
D includes preference data at every step of the reasoning chain. This per-step paired preference
supervision is usually overlooked in previous methods [11, 12].

4.2 Training with the CPO Objective

Once we have obtained the chain of preference thoughts D, we can proceed with optimization. For
the i-th step, given the previous reasoning thoughts s ;, the probabilities of generating z% and 2!
are denoted as (2|, 5%, ) and 7y (2|, s, ), respectively. To optimize the LLM on this pair of
preference thoughts, we can directly substitute it into Equation 1:

o (2|2, 57 1)

et (237|283 1)

— Blog 3
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The “stop criteria” is used to control when generation should stop, which is implemented via a function
input in Hugging Face’s Transformers Library.



Thus, the objective function for CPO can be formulated as follows:
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S Experiments

In this section, we empirically validate that CPO improves the reasoning ability of the base model,
and uncover several insightful findings.

5.1 Settings

Datasets and evaluation metrics. We focus our research on three types of reasoning tasks: Question
Answering (QA), Fact Verification, and Arithmetic Reasoning. For QA, we conduct experiments
on three widely used datasets: Bamboogle [17], WikiMultiHopQA [52], and HotpotQA [53]. For
fact verification, we use three datasets: Fever [54], Feverous [55], and Vitaminc [56]. For arithmetic
reasoning, we test on the SVAMP dataset [57]. Our choice of tasks was driven by the performance
of the models using the ToT method, which showed improvements in QA, fact verification, and
arithmetic reasoning. We use 4-shot prompting for each dataset, with CoT demonstrations manually
constructed by previous works [1, 17, 2]. Detailed experimental configurations can be found in
Appendix A. For evaluation metrics, we report the accuracy and the average latency of generating the
answer per instance. More metrics can be found in Appendix B.

Baselines. To validate the effectiveness of our proposed CPO, we consider the following baselines:
1) CoT [1], which prompts the LLM to generate a series of reasoning steps before producing the
final answer. In our experiments, we use CoT with greedy decoding to assess the model’s reasoning
capabilities without any tuning. 2) ToT [8], which requires the LLM to explore multiple reasoning
paths via tree search before generating the final answer. We use ToT to select reasoning paths and
construct datasets to improve LLM’s reasoning ability in the following TS-SFT baseline and our
CPO method. 3) TS-SFT [I1], which finds reasoning paths through tree search (i.e., ToT in our
implementation) and then uses these paths during the supervised fine-tuning (SFT) process (referred
to as SFT in Section 5.3 and 6).

Implementation Details Our experiments are based on widely used LLMs, specifically LLaMA2-
7B/13B [14] and Mistral-7B [15]. For efficient fine-tuning, we use Low-Rank Adaptation (LoRA)
adapters [58]. In all experiments, we set the regularization controller 3 to 0.1, generate 10 new
thoughts for each state, and retain the top 5 thoughts after pruning at each step of reasoning. The
temperature is set to 0.9 for SVAMP and 0.4 for the other datasets. The learning rates for DPO and
SFT are 5e-6 and le-5, respectively. We use a batch size (with accumulation) of 32 and optimize
the LLM with AdamW [59]. For LoRA, the rank is set to 8, and « is set to 16. All experiments are
conducted on NVIDIA A100 GPUs. The latency reported in Table 1 is based on a single NVIDIA
A100 40GB. Both training and inference are performed using the Accelerate [00] backend. We
train the LL.Ms for 4 epochs with early stopping based on the performance on a randomly sampled
validation set. To mitigate the influence of randomness, all experiments are repeated three times with
different random seeds, and the average results are reported.

5.2 Overall Results on Reasoning

Table 1 summarizes the performance across various reasoning tasks. We have the following findings:

CPO improves LLM’s reasoning ability. As shown in Table 1, CPO enhances the reasoning ability
of the base LLM, achieving an average improvement of 4.3% and a maximum improvement of 9.7%
across all tasks and LLMs compared to the CoT approach. This indicates that CPO effectively im-
proves the LLM’s reasoning capabilities. Notably, CPO achieves these improvements without requir-
ing additional human-annotated data, which is particularly beneficial in resource-constrained settings.

CPO has a lower latency than ToT but comparable performance. Although ToT consistently im-
proves performance over CoT, it incurs high latency due to the need to generate and evaluate multiple
thoughts at each reasoning step during inference. This process produces numerous tokens, resulting



Table 1: Experimental results for ToT, CoT, TS-SFT, and our proposed CPO across complex tasks
including question answering, fact verification, and arithmetic reasoning are presented. * means
significantly better than the best baseline (TS-SFT) with p < 0.01. Bold denotes the best method,
and the second best if the top method is ToT.

ToT [&] | CoT[I] TS-SFT [11] CPO (ours)

Acc. Latency Acc. Latency Acc. Latency Acc. Latency
(%)t (sfins.)d (%) (sfins)l  (%)T  (sfins)d ()T (sfins.))

LLaMA2-7B
. Bam.  33.6 11684 206 372 304 365  32.0° 382
Question o .
h . OWiki.  28.6  847.6 263 357 276 355 297F 357
NSWETNE  Hot. 23.0  1100.7 210 455 227 448  24.0° 411

FVR. 473  2087.1 45.8 33.8 47.5 340  53.2% 36.8
FVRS. 475 25395 44.3 40.6 46.0 40.4 49.0% 41.2
Vita. 50.7 26393 47.3 35.9 51.0 40.1 52.7* 40.1

Arithmetric  SVA. 427  1861.1 37.7 33.3 43.1 302 46.0* 32.1
Average Performance 39.1 = 1749.1 36.0 37.4 38.3 374  40.9* 37.9

LLaMA2-13B
Bam. 53.8 13183

Fact
Verification

48.0 50.5 50.8 49.6  52.0" 50.3

AQWS”?” DWiki. 363 10971 | 283 670 290 665  30.3* 604
NSWETINE — Hog. 320 12710 200 652 303 655 303 638
Fact FVR. 48.8 3139.8 48.2 45.4 48.8 44.0 49.2 439
Fact - BVRS. 513 34332 500 61.1 488 580  50.7* 682
Verification

46.3 48.3 49.7 51.5 54.0* 58.6
40.3 46.2 44.6 464  50.0* 48.1
41.4 54.8 43.1 545  45.2% 56.2

Vita. 52.5  2933.6
Arithmetric  SVA. 45.7 21153
Average Performance 45.8 2186.9
Mistral-7B

Question Bam. 46.4  4399.6 41.6 46.2 41.6 45.0 45.6* 47.0

Answerin 2Wiki.  28.4  2356.9 26.7 45.1 31.0 442  31.7 46.3

§ Hot. 30.0 4698.0 28.0 58.4 28.6 56.2 29.4 56.9

Fuact FVR. 614 32913 57.9 41.8 60.2 41.7 59.9 40.6

! . FVRS. 505 5537.8 480 510 497 495  54.0* 53.0
Verification

Vita. 52.2  4698.2 47.7 44.8 50.3 45.9 53.7* 46.6
Arithmetric  SVA. 66.0 46237 | 653 414  59.0 413  69.3% 449
Average Performance 47.8 42294 | 45.0 47.0 45.8 463  49.1F 47.9

in significant computational and memory overhead [61]. In contrast, CPO shifts this computational
burden to the training phase, maintaining the low latency of CoT (i.e., 57.5x faster than ToT on
average) during inference while providing comparable or superior performance. This demonstrates
that our CPO can deliver enhanced reasoning capabilities without compromising efficiency.

CPO surpasses TS-SFT on average. Despite both CPO and TS-SFT using ToT to generate training
data (where our implementation of ToT remains consistent), CPO exhibits an average improvement
of 2.7% and reaches a maximum increase of 10.3%. A key factor behind this performance is the
CPO’s ability to fully utilize ToT’s reasoning process. Specifically, CPO effectively leverages both
selected and unselected thoughts at each reasoning step, whereas TS-SFT only uses information from
the selected paths, offering CPO with a clear advantage. A detailed discussion of the effectiveness of
CPO is presented in Section 5.3.

5.3 Component-wise Evaluations
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Figure 3: Component-wise evaluations and analysis on the Bamboogle dataset using the LLaMA2-7B

as the base model.

Effect of selection methods of dispreferred
thoughts. We analyze the impact of different
methods for selecting dispreferred thoughts on
model performance. As shown in Figure 4, we
experiment with three strategies based on evalua-
tion scores for each thought: 1) CPO w/ Lowest:
Only the lowest-scoring thoughts in each reason-
ing step are dispreferred thoughts. 2) CPO w/
Lower: Thoughts with evaluation scores lower
than the selected paths are dispreferred thoughts.
3) CPO w/ All: All thoughts not in the selected
paths are considered dispreferred thoughts. We
ensured an equal number of training samples
for each strategy. Note that the evaluation score
at each intermediate reasoning step (apart from
the final one) determines whether to create the
next reasoning step but not which thoughts are
preferred. For example, as shown in the figure,
even though the score of 32 is higher than 23,
the thought with a score of 23 is preferred since
it is part of the selected path.

The results in Figure 3(a) show that the perfor-
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Figure 4: Different strategies for selecting dispre-
ferred thoughts and their impact on model perfor-
mance. At each reasoning step, three strategies
are used to select dispreferred thoughts based on
their reasoning scores: 1) CPO w/ Lowest: Selects
only the thought with the lowest score. 2) CPO w/
Lower: Selects all thoughts with scores lower than
the preferred thought. 3) CPO w/ All: Selects all
thoughts as dispreferred as long as they are not the
preferred thought.

mance differences among these strategies are minimal. This suggests that the distinction between
preferred and dispreferred thoughts is better determined in the selected reasoning path rather than
intermediate evaluation scores. To obtain a greater number of preferred thoughts for each instance to
create paired preference thoughts, we chose the CPO w/ All strategy.

Effect of numbers of training data.

To assess the impact of the number of training data used in

optimization, we conduct an ablation analysis by varying the number of instances (e.g., questions in
the QA task) used to generate paired preference thoughts, ranging from 0 to 200. As illustrated in



Table 2: Effect of different kinds of training data on the Bamboogle dataset using the LLaMA2-7B as
the base model.

Data Description SFT CPO
Single-Task  Training only on specific task (Bamboogle) data. 304 32.0
Uniform QA  Training on 3 datasets of the same type (QA) as the test task. 31.2  35.2
Mixed-Type Training on all 7 different types of data. 29.6 35.2

Figure 3(c), we observe that with an increase in the number of instances, the model’s performance
initially declines and then rises. Specifically, when trained with data generated from less than 80
instances, the model’s performance is even worse than without any training, likely due to overfit-
ting [62], which leads to performance degradation. However, as the number increases to 120, the
model’s performance consistently improves. Optimizing with paired thoughts from 120 instances, the
model’s performance surpasses that of the base model. When the number exceeds 120, the model’s
performance converges, indicating a balance of data for training.

Sensitivity of data mixture. We explore the performance of the CPO method across diverse data
settings to assess its adaptability and learning efficiency from various data types. As shown in Table 2,
we specifically examine three different data configurations: 1) single task data, 2) uniform QA data,
and 3) mixed-type data. Our findings indicate that CPO demonstrates performance improvements
of 3.2% in both settings 2 and 3, suggesting its robust ability to harness diverse data sources to
enhance learning outcomes. In contrast, the SFT method exhibits comparable performance across
these settings, indicating a different sensitivity to data diversity. It is worth noting that, to ensure
fairness, although we find that mixed data leads to better performance, the experiments in Table 1 are
conducted using individual datasets for training, consistent with the baselines.

6 Analysis

Do we need dispreferred information? We explore the impact of dispreferred thoughts on model
performance by gradually incorporating these thoughts into the training data. Initially, we introduce
dispreferred thoughts for their corresponding preferred counterparts and apply CPO to this segment
of the data. For preferred thoughts without dispreferred counterparts, we implement SFT on these
data. Consequently, the percentage of dispreferred thoughts incorporated can also be viewed as the
proportion of data processed using CPO. We adjust the inclusion percentage of dispreferred thoughts
from 0% to 100%. An inclusion of 0% indicates that we utilize SFT solely on the preferred thoughts,
i.e., the baseline TS-SFT. Conversely, an inclusion of 100% signifies our CPO, where the entire
dataset includes paired preferred and dispreferred thoughts.

Why is chain level optimization important?
As shown in Figure 3(d), we find that increasing
the percentage of dispreferred data inclusion
consistently improves model performance. This
suggests that dispreferred thoughts are beneficial
during the optimization process, highlighting
the importance of leveraging both preferred and
dispreferred thoughts for enhancing the model’s
reasoning capabilities.

9>0 9>0 V>0

© >0 >0 >0

‘ > FPO

Unlike our CPO, an alternative approach is to @3@@ >§@!@
construct preference data using complete reason- 5@)5@3@ >E@)!@
ing paths, i.e., using the selected full reasoning

paths as preferred and other paths as dispreferred

data, as shown in Figure 5. This method essen-  Ejgyre 5: Tllustrations of two different ways to con-
tially applies DPO at the full-path level, referred  girc( paired preference data: 1) CPO: Paired pref-
to here as Full-path Preference Optimization erence data are constructed at each thought step.

(FPO). However, FPO encounters a significant 3y FpQ: Paired preference data are constructed
issue where the gradients of the longest com- only at the full path level.

mon prefix (LCP) tokens in paired data cancel




out, which we call the LCP gradient cancellation issue. For example, for the preferred path ¢, =
[5,4+,4,=,9,and,9,+,2,=,11] and the dispreferred path §; = [5,+,4,=,9,and,9,+,2,=,15],
the gradient will only be computed for the last token where the two sequences diverge.

To mathematically illustrate how LCP gradient cancellation happens in FPO, consider ¢,, =
[P1:n, Wnt1] and §; = [P1:n, lns1], where p is the longest common prefix sequence between ¢,
and g;. The gradient of FPO is given by:

VQLFPO(WGQ ﬂ'ref) = C(G) Vg (log 7r9(gw|x) —log 7T9(yl|z))
=C(0) - Vy ( log mg(p1.n|x) |+ log mo(wWr1|z, p1:n) — | log mo(p1.p|x) | — log ﬂo(ln+1|x,p1;n)) ,

where C'(6) is a scalar function that does not affect the direction of the gradient and can be absorbed
into the learning rate.

We can clearly see that the gradient terms of the common prefix tokens (highlighted with boxes)
cancel each other out. This issue also exists in DPO training [63], but FPO suffers more frequently
and severely due to the longer LCP between paired data constructed by tree search. As an empirical
evidence, we observe the LCP length accounts for 28% of the total length in the Bamboogle dataset.
CPO, on the other hand, constructs preference data at every step in the reasoning chain, allowing
optimization of the LLM on all steps in the reasoning path. This means the common prefix can be
optimized at its own step, ensuring that the gradient still exists for the common prefix.

We also compare FPO to CPO empirically in Figure 3(b), which further substantiates this observation.
Switching to FPO led to a relative performance decrease of 4.6%, even worse than the baseline SFT
that does not utilize any information from dispreferred data. This underscores the importance of
per-step preference thoughts for CPO.

7 Conclusion

In this work, we introduce a novel method called Chain of Preference Optimization (CPO), which
leverages the supervision generated by the self-reasoning process (i.e., tree-of-thoughts) to enhance
the reasoning ability of LLMs. Experiments on three different LLMs across seven different datasets
demonstrate that CPO can consistently improve the performance of the base model by 4.3% on
average without sacrificing inference speed. Furthermore, our method also substantially outperforms
the strong baseline TS-SFT and even achieves comparable performance to the ToT method, which
requires approximately 57.5 times more inference time.

In future work, we plan to integrate CPO with other reasoning algorithms, such as Graph-of-
Thoughts [9] and AlphaZero-like tree search [ 1 1]. Furthermore, we intend to explore the potential of
using a weaker LLM to evaluate a stronger one within the CPO framework, facilitating weak-to-strong
alignment [64].
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Societal Impacts and Limitations

Since our CPO does not require any human annotation, it can be directly used. For example, to
protect the safety of large models, one can simply provide a constitution, and then fine-tune the
LLM to make it more compliant. This also introduces another issue: our method can be adjusted for
malicious applications. Our limitation is that we still need to generate data through ToT, which is
a time-consuming process. We aim to accelerate the complex reasoning processes during training
data generation by incorporating methods like non-autoregressive generation [05, 66, 67], speculative
decoding [68, 69], and KV cache prunning [70, 71, 72]. Additionally, we have only tested this on
text language models and have not tried it on vision-language models. Furthermore, the application
scope of our method remains restricted to a small set of downstream tasks. Expanding its application
to diverse tasks, such as text classification [73], news verification [74, 75], machine translation [76],
and software engineering [77], remains an area for future research. Moreover, ethical considerations
must be taken into account, as the potential for misuse could lead to unintended consequences.

A Detailed Experiment Configurations

To maintain a reasonable budget, especially given the high computational demand of ToT, we limit
each dataset to a maximum of 300 test samples through random sampling. For datasets that contain
less than 300 test samples, we instead use all available samples. For training, we randomly select
less than 300 instances from each dataset to construct the preference data pairs, without using the
ground-truth labels. This is because we observe that more number of training data does not lead to
performance improvement as shown in Section 5.3. In addition, in our experiments, approximately
200 samples (e.g., questions in the QA task) on average could generate about 6,531 preference
pairs, suggesting that our CPO requires only a small number of samples by design. Constructing
preference data is a time-intensive process. The choice of 300 samples represents a practical trade-off
between efficiency and effectiveness, allowing us to manage resources effectively while still achieving
noticeable improvements.

B Additional Experiments

CPO benefits from iterative learning. Inspired by the iterative improvements achieved in previous
research [28, 78], in this section, we explore whether CPO can be further improved by iterative
learning. Specifically, we try two distinct iterative training strategies: /. SFT+CPO: in iter=0, Start
with a base LLM that has not been fine-tuned at all; in ifer=1, SFT the base LLM on the reasoning
path selected by ToT (base model); in subsequent iterations (iteration >1), Continue to fine-tune
the model using the CPO method, based on the chain of preference thoughts constructed by the
model in the previous iterations. and 2. CPO only: in iter=0, same as iter=0 in SFT+CPO; in
subsequent iterations (iteration >0): Only use the CPO method for training in all iterations, similar
to the approach in SFT+CPO after the first iteration.

As shown in Table 3, We find that if use CoT for inference, as the number of iterations increases, the
performance of the model gradually improves. In the CPO only setting, the performance improves
by 4% after two iterations. However, an intriguing phenomenon is noted: if we use the ToT method
for inference on our fine-tuned models, the performance does not consistently rise and sometimes
even declines. For instance, in the SFT+CPO setting, after the first round of SFT, the performance
with ToT decreased by 2.7%. We hypothesize this may be related to a decrease in the diversity of
the model’s outputs after fine-tuning, which reduces the search space for ToT, making it challenging
to find better reasoning paths. When the performance of CoT and ToT becomes similar, further
fine-tuning of the LLM leads to convergence in the SFT+CPO setting and even a decline in the CPO
only setting.

Comparasion with ReST and self-rewarding baseline. The settings of ReST [33] and self-
rewarding [28] are different from ours, as discussed in Section 2. These methods rely on either
external reward models (ReST) or labeled data (self-rewarding), which makes them not directly
comparable to our approach. To ensure a fair comparison with our CPO method, we prompted the
LLM itself in the same way as our CPO to serve as the reward model for ReST and as the labeled data
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SFT+CPO CPO only

iter=0 iter=1 iter=2 iter=3 iter=0 iter=1 iter=2 iter=3
(Base) (SFT) (CPO) (CPO) (Base) (CPO) (CPO) (CPO)

CoT 29.6 304 304 31.2 29.6 32.0 33.6 31.2
ToT 33.6 304 31.2 - 33.6 344 33.6 -

Inference
Method

Table 3: Effects of iterative learning on the Bamboogle dataset using the LLaMA?2-7B as the base
model.

annotator for self-rewarding, respectively. As shown in Table 4, the results indicate that, on average,
our CPO method surpasses both ReST and self-rewarding under this fair comparison setting.

Model Bam. 2wiki Hotpotqa Fever Feverous Vitaminc Svamp Average

LLaMA2-7b

Rest 304 240 22.3 45.5 439 51.7 423 37.2
SelfR 31.2 25.3 21.0 48.8 44.7 51.3 43.0 37.5
CPO 320 297 24.0 53.2 49.0 52.7 46.0 40.9
LLaMA2-13b

Rest 48.0 28.3 28.7 46.8 48.0 50.2 44.3 42.0
SelfR 48.0 29.0 30.0 47.8 48.5 51.0 453 42.8
CPO 52.0 30.3 30.3 49.2 50.7 54.0 50.0 45.2
Mistral-7b

Rest 432  26.7 27.4 59.5 48.3 49.7 63.3 454
SelfR 44.0 28.0 28.1 58.2 48.0 50.0 65.0 45.9
CPO 45.6 31.7 29.4 59.9 54.0 53.7 69.3 49.1

Table 4: Performance comparison across different datasets.

More metrics on QA dataset. We include F1 scores for the three QA tasks in Table 5. The results
show that the F1 performance aligns well with the corresponding accuracy for each task.

Ablation studies across datasets and models. Figure 6, 7, and 8 provide ablations and analysis
across various models and datasets. The observed trends remain generally consistent across these
different settings.

Fever (7b) Bam. (13b) Fever. (13b)
55.0 SIX 532 55.0 . 510 55.0

492 ) /44
47.5
\J Base Model

40.0 40.0 45.0
0 40 80 120 160 200 0 40 80 120 160 200 0 40 80 120 160 200

47,5448

02 502
50.0 45 —
47:2 5.

Base Model

Base Model

Aceuracy (%)

Accuracy (%)

Accuracy (%)

Number of paired instances utilized Number of paired instances utilized Number of paired instances utilized

Figure 6: Effect of the number of instances in generating paired thoughts.

Ilustrative examples of the reasoning paths preferred by CPO. Table 6 presents examples
demonstrating that the paths favored by CPO align more closely with those selected by ToT than by
CoT, indicating a higher reasoning quality in CPO’s chosen paths.
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LLaMA2-7b LLaMA2-13b Mistral-7b

ToT CoT SFT CPO ToT CoT SFT CPO ToT CoT SFT CPO

Bam. 295 281 293 31.8 430 409 414 43.0 481 422 419 475
2wiki. 265 236 250 260 30.7 268 272 283 255 243 273 270
hot. 234 205 229 247 333 313 313 320 299 259 268 28.0

Aceuracy (%)

Y
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Table 5: F1 scores on QA datasets.
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Figure 7: Effect of dispreferred thoughts in optimization.
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(a) Effect of dispreferred thoughts selection. (b) Effect of per-step preference supervision.

Figure 8: Component-wise Evaluations and Analysis.

Question 1: When did the author of Annabel Lee enlist in the army?

CoT: Step 1, when did Edgar Allan Poe enlist in the army? Edgar Allan Poe enlisted
in the army on May 27, 1827. Step 2, when did Edgar Allan Poe die? Edgar Allan Poe
died on October 7, 1849. Step 3, so the final answer is: October 7, 1849.

ToT: step 1, when did edgar allan poe enlist in the army? edgar allan poe enlisted in
the army on august 16, 1827.step 2, what year did edgar allan poe enlist in the army?
edgar allan poe enlisted in the army in 1827.step 3, so the final answer is: 1827.
CPO: step 1, when did Edgar Allan Poe die? Edgar Allan Poe died on October 7, 1849.
Step 2, when did Edgar Allan Poe enlist in the army? Edgar Allan Poe enlisted in the
army on May 27, 1827. Step 3, so the final answer is: May 27, 1827.

Question 2: What is the nickname of the easternmost U.S. state?

CoT: Step 1, who is the scientist at MIT that won the Queen Elizabeth Prize for
Engineering in 2013? The scientist at MIT that won the Queen Elizabeth Prize for
Engineering in 2013 was Daniela Rus. Step 2, who is the father of Daniela Rus?
Daniela Rus’s father is Vladimir Rus. Step 3, so the final answer is: Vladimir Rus.
ToT: step 1, what is the name of the easternmost u.s. state? maine is the easternmost
u.s. state.step 2, what is the nickname of maine? maine’s nickname is ’the pine tree
state.

CPO: Step 1, what is the name of the easternmost U.S. state? The easternmost U.S.
state is Maine. Step 2, what is the nickname of Maine? The nickname of Maine is The
Pine Tree State. Step 3, so the final answer is: The Pine Tree State.

Table 6: Illustrative examples of the reasoning paths preferred by CPO. Similar paths

between ToT and CPO are in yellow.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction of the paper clearly outline the main contributions
and the scope of the research.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The paper adequately discusses the limitations of the work in Section 7.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Theorems, formulas, and Lemmas in the paper are numbered and properly
referenced.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper provides a clear and comprehensive explanation of the proposed
method. Key hyper-parameters critical for reproducing the results are meticulously detailed.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The code is provided in the supplemental material.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized

versions (if applicable).

Providing as much information as possible in supplemental material (appended to the

paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: The experiment setting and details is presented in Section 5.1 and A.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]
Justification: The results are accompanied by significant tests.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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8.

10.

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

e It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: The information on the computer resources can be found in Section 5.1 and A.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: The research conform the NeurIPS Code of Ethics.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: The paper adequately discusses the impacts of the work in Section 7.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The assets used in this paper are properly credited, and the license and terms
are respected.

Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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