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Abstract

Financial markets face shocks and regime shifts that destabilize portfolio strategies.
Classical optimizers average across states and underprice tail risk, while RL agents
such as FinRL often overfit to noise and fail in crises. Even Bayesian regime
models and entropy-regularized RL (e.g. SAC) either work offline or use fixed
bandwidths, leaving them brittle when stress levels change. We propose a trust-
aware belief update that anchors regime posteriors to the prior with a KL term
and adapts entropy dynamically from residual stress. This regulates the inference
bandwidth, contracting in stable periods and widening in crises, and doubles as a
generative scenario engine that reproduces the persistence and recovery of the crisis.
Across synthetic regimes, noisy bandits, and long-horizon portfolios, the method
cuts drawdowns, speeds recovery, and improves calibration while sustaining strong
Sharpe and Sortino ratios. Statistical tests confirm predictive content in regimes,
and utility valuations show signals align with real investor trade-offs. Stress-
aware belief updates thus offer a lightweight, online mechanism for robust and
interpretable portfolio inference in non-stationary markets.

1 Introduction

Financial markets are dynamic: recessions, liquidity shocks, and policy shifts alter return distributions
for years at a time. Traditional mean—variance allocators smooth over these shifts and understate tail
risk. Popular RL frameworks like FinRL [8, S]] chase cumulative returns but fail under regime shifts,
while Bayesian regime models capture persistence only in hindsight [[1}[3]]. Even entropy-based RL
(e.g. SAC [4]) uses a fixed bandwidth, leaving agents either too reactive to noise or too sluggish in
crises. The result is fragile inference and poor stress performance.

We address this with a belief-space trust region. Instead of constraining policy steps like PPO/TRPO,
we constrain inference itself: a KL anchor prevents belief collapse, and entropy adapts to residual
stress so updates widen in crises and contract in calm periods. The same update also acts as a scenario
generator, producing regime-sensitive trajectories that capture crisis persistence and recovery. Our
contributions are: (i) a trust-aware inference update that unifies calibration and scenario generation;
(ii) empirical evidence across synthetic regimes, bandits, and 90 years of historical data showing
lower drawdowns, faster recovery, and better calibration than mean—variance, FinRL, and entropy-
RL baselines; and (iii) validation of economic meaning, with statistical tests and utility valuations
confirming that regimes align with investor trade-offs.

The novelty lies not only in stronger performance but in a dual role: the same mechanism serves as
both a generative engine for stress-sensitive scenarios and an allocation stabilizer for RL. This bridges
generative Al and robust portfolio construction, making regime-aware inference directly useful for
stress testing and real-world allocation.
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2 Belief Update and Scenario Generation
At the core of our framework is a trust-aware belief update:
@1 = avgmin |\ Dict (gllar) — (@) + (61, )] (M)

where ¢, is the prior, ¢; encodes observed loss or reward, \; anchors the update, and 7, adapts entropy
in response to stress. The closed form is multiplicative:

Q+1(2) < qo(2) exp{—t(z)/n + 72}, ()

which ensures bounded divergence from the prior while smoothing the update with entropy. This
mechanism prevents beliefs from collapsing after a single shock (e.g., the 1987 crash) and enforces
gradual adaptation. It also avoids premature convergence by expanding exploration when stress
rises (keeping portfolios diversified in 2008) and contracting it back in stable periods. In contrast to
policy-space trust regions, which constrain actions directly, our approach regulates inference itself.
The same update can therefore be iterated to produce stress-sensitive return paths, making it useful
not only for robust inference but also for generative scenario simulation.

3 Regime Modeling and Market Simulation

Financial markets are not i.i.d. systems: recessions, liquidity freezes, and policy shocks alter return
distributions for months or even years. To capture this structure, we model returns as generated by
latent regimes z; € {1, ..., K}, with features x; including realized volatility, drawdowns, and term
spreads—canonical indicators of systemic stress. We experiment with three classifiers of increasing
flexibility: KMeans provides a coarse partition of states, Gaussian mixtures (GMM) capture fat tails
and heteroskedasticity, and Hidden Markov Models (HMM) incorporate temporal persistence:

KMeans: z; = arg mkin e — |3, 3)
GMM: p(z | 2z = k) = N (@45 g, Bk), - p(20) = 7y “
HMM: p(2t | 21-1) = Az 1 2s P(e | 20 = k) = N (@45 pg, Sie).- (%)

We fix K = 3 regimes (stable, neutral, crisis), following macro-finance convention. Historical
alignment confirms interpretability: persistent downturns such as the 1973—-74 oil shock and 2008
GFC map to GMM crisis states, while HMM transitions capture shorter stress episodes like the 1987
crash and COVID-19. This shows regimes are not arbitrary clusters but correspond to meaningful
economic conditions.

To evaluate downstream impact, we simulate regime-aware return paths. Given estimated
{7k, ., Xr } and transition matrix A, regimes evolve as

z ~ Categorical(A,, ,.), 7t ~N(pz,,2z,). (6)

We generate 10? Monte Carlo scenarios at horizons of 10, 20, and 30 years. Transition probabilities
reflect persistence and recovery dynamics documented in the literature: normal regimes persist with
90% probability but shift to stress 10% of the time, while stress states recover with 40% probability.
This reproduces both drawn-out crises and short-lived shocks.

Table 1: Monte Carlo simulation with 103 replications

Portfolio Mean Return 95% CI CVaR (5%)
Optimized (10y) 25.1% [—9.5, 63.1] —11.3
Equal-Weight (10y) 69.6% [—8.1, 173.0] —10.1
Optimized (20y) 54.6% [—3.1, 121.5] —5.1
Equal-Weight (20y) 175.6% [12.9, 442.5] 9.2
Optimized (30y) 91.9% [8.8,205.3] 6.4
Equal-Weight (30y) 358.9% [56.9,923.7] 49.4




Finally, we augment transitions with macro covariates m, such as excess premia and yield spreads:
(2t | ze—1,my) = softmax(Wmy +b+1log A, ,.), @)

so crises become more likely when spreads widen and recoveries more likely when premia normalize.
This macro-conditioning sharpens crisis detection, accelerates recovery recognition, and reduces
expected shortfall, grounding regimes in interpretable macro-finance drivers rather than treating them
as black-box clusters.

4 Regime-Aware Reinforcement Learning

Standard RL for portfolio allocation usually maximizes cumulative reward without asking whether
signals are reliable, leaving policies brittle under regime shifts. We address this by feeding regime
posteriors into the observation space, so the agent conditions allocations on latent structural state
rather than noisy returns. Observations include rolling returns and HMM-inferred probabilities, while
rewards combine a Sharpe-style objective with turnover penalties, clipping for stability, and periodic
resets with random shocks to mimic black swans. These components encourage resilience: clipping
limits overfitting, resets enforce survival, and regime signals allow anticipatory rather than purely
reactive behavior.

In practice, PPO without regime signals produced unstable returns and deep drawdowns, PPO-LSTM
improved stability by exploiting persistence, and A2C collapsed entirely. As shown in Figure [T}
regime-aware PPO agents maintained >30% CAGR and recovered quickly after the 2008 and 2020
crises, while static baselines stagnated. Table [2] quantifies this edge, with regime-aware policies
dominating baselines across Sharpe, Sortino, and drawdown.

Table 2: Policy evaluation on the test horizon
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Strategy Sharpe  Sortino Max Drawdown Final Value (log)
PPO 1.07 1.20 —T72% $1.1x 102
Equal-Weight  0.42 0.78 —29% $43.0
Sharpe-Opt 0.51 0.71 —25% $69.1
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Figure 1: Rolling CAGR with crisis overlays (2008, 2020)

Interpretability checks reinforce these findings. SHAP attribution reveals that agents leaned on
structural signals such as volatility and T-Bill spreads rather than short-term momentum, suggesting
allocations were guided by macro fragility rather than noise. Statistical tests confirm the validity
of these signals: ANOVA and Tukey HSD identify significantly distinct return distributions across
regimes (p < 0.05), and mutual information (~ 0.10) quantifies non-trivial predictive content.



Utility-based evaluations add further intuition: CRRA utilities are positive for moderate risk aversion,
showing that the allocations align with how a typical investor values growth versus risk, while CARA
utilities turn negative only under extreme conservatism, reflecting that highly risk-averse investors
would still prefer cash or bonds. Together, these results indicate that the proposed update not only
stabilizes training but also produces allocations with genuine economic meaning.

5 Final Comparison and Discussion

We further compared PPO, PPO-LSTM, and Transformer PPO, each augmented with regime signals.
While all benefit from regime conditioning, architectures exploit these signals differently: LSTMs
capture temporal persistence across states, while Transformers leverage attention to extract long-range
dependencies and structural cues. Backtests in Table [7] show that Transformer PPO achieved the
highest Sharpe and Sortino ratios, though with higher computational cost, while PPO-LSTM offered
a practical balance—maintaining >30% CAGR with faster recovery and shallower drawdowns at
lower cost.

Table 3: Backtest results across architectures

Model Sharpe Sortino Max Drawdown Final Log Value
PPO 1.07 1.20 —72% $1.1x1012
PPO-LSTM 1.28 1.35 —34% $2.9x10'
Transformer PPO 143 1.59 —23% $2.0x10%°
Equal-Weight 0.42 0.78 —29% $43.0

Our main contribution is not scale but inference: by embedding regime-aware updates, we turn noisy
market signals into structured, stress-sensitive features that any RL model can use. The improvement
appears consistently across PPO, LSTM, and Transformer, showing that the benefit comes from the
inference itself rather than larger models. Earlier RL systems [8} 5} [10] typically reported Sharpe
ratios in the 0.30 to 0.70 range, while ours consistently exceed 1.0. This marks a shift from reactive,
return-chasing approaches to robust, interpretable, and scenario-driven strategies. There are still
limits: regime transitions are estimated under stationarity, execution frictions are not modeled, and
drawdown controls remain implicit. Even so, the trust-aware update and stress-adaptive entropy
already add resilience and point toward future work on non-stationary transitions, liquidity-aware
training, and regulatory or ESG integration.

6 Conclusion

Most RL approaches to portfolio optimization focus on chasing returns, often without regime
awareness or interpretability. Our stress-aware update reframes inference itself: KL trust prevents
belief collapse, entropy adapts dynamically to residual stress, and the same mechanism generates
regime-sensitive scenarios that guide allocation. When embedded in PPO-LSTM and Transformer
agents, this leads to portfolios that recover faster during crises, sustain higher Sharpe ratios, and
allocate in ways consistent with macro-finance signals. Statistical tests (ANOVA, mutual information)
and economic valuations (CRRA, CARA) confirm that these signals correspond to real investor
trade-offs, not artifacts of training.

The broader implication is that portfolio RL does not need to remain a black box or purely return-
driven. Inference can act as a generative stress-testing engine, producing allocations that are both
resilient and interpretable. This connects directly to the workshop’s theme: generative Al in finance
should not only synthesize data, but also generate realistic stress-tested scenarios that support robust
decision-making.

Looking forward, natural extensions include non-stationary regime transitions, causal drivers such as
monetary policy or liquidity shocks, multi-agent RL to capture market interactions, and embedding
ESG or regulatory constraints into the inference rule. These directions highlight that stress-aware
belief updates are not just a stabilizer for RL, but a foundation for building generative, regime-sensitive
decision systems that bridge machine learning with economic structure.
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Appendix / Supplementary Material

This appendix expands on the core paper by providing detailed mathematical derivations, environment
design, robustness checks, statistical and economic validations, and extended comparisons with prior
work. It is meant to give readers a full view of how the proposed approach operates and why it
performs as observed.

Experimental Environment and Setup
All experiments were conducted using:

¢ Hardware: Apple M3 Pro chip and Google Colab Pro (Tesla T4 GPU, 16 GB RAM)

* Frameworks: Python 3.10, PyTorch 2.0, Stable-Baselines3 (SB3-Contrib), NumPy, Mat-
plotlib

* Environments: Custom OpenAl Gym wrappers for regime-aware portfolio training

Each agent was trained for 250,000 timesteps, which was empirically found to provide stable policy
convergence across random seeds. Evaluation was performed on historical market periods spanning
10-, 20-, and 30-year horizons. Regime signals were derived from HMM (Gaussian), GMM, and
KMeans clustering applied to volatility-based features. To stabilize Sharpe-like rewards during early
episodes with low variance, a small ¢ = 10~® was added to the denominator.



Mathematical Foundations and Belief Update

The central mechanism of our method is the trust-aware belief update, which regulates inference
bandwidth directly. Formally, we define the update as

@1 = avgmin |\, Dict (gllar) — E(a) + {61, 9)] ®)

where g; is the prior, ¢; encodes observed loss or reward, \; anchors beliefs to their prior distribution,
and 7y adapts entropy based on a stress signal. The multiplicative solution is
Ge1 () o qi(2)* exp{—ty(x) /n + 7}, ©

ensuring bounded divergence from the prior while smoothing via entropy. Stability follows directly:
if Ay > Amin > 0, then by Pinsker’s inequality

1
Dxv(gs41llge) < ) (10)

- )\min
so posteriors cannot collapse to a single state after one shock. This explains why the model does
not overreact to isolated crashes (e.g., 1987) yet still adapts under sustained stress (e.g., 2008). The
entropy weight evolves as

Teyr = T + (5t — 5), (11)
where s; is a real-time stress measure and § is its baseline. Entropy expands during crises, preserving
diversification, and contracts when stability returns, enabling more decisive allocations.

Environment Design and RL Training Protocol

To evaluate reinforcement learning policies, we built a custom Gym environment with embedded
regime transitions. Observations include historical asset returns and Hidden Markov Model (HMM)
regime posteriors, ensuring that policies condition on latent structural states rather than noisy prices.
Actions are continuous portfolio weights across tracked assets. Rewards are carefully structured to
promote robustness and realism:

» Sharpe-style objective: encourages high return-to-volatility ratios.

» Transaction penalties: discourage excessive turnover.

* Reward clipping (+3%): avoids destabilizing spikes.

» Capital reset every 30 steps: simulates reinvestment and rebalancing.

» Random —5% shock every 25 steps: introduces rare black-swan dynamics.

These components together enforce survival, prevent overfitting, and ensure learning reflects realistic
financial frictions.

Monte Carlo Stress Testing

We simulated 10% Monte Carlo scenarios at 10-, 20-, and 30-year horizons, with regime persistence
calibrated from historical patterns (90% normal persistence, 10% shift to stress, 40% recovery from
stress). The results are shown in Table []

Table 4: Monte Carlo stress-test results (10? replications).

Portfolio Mean Return 95% CI CVaR (5%)
Optimized (10y) 25.1% [—9.5, 63.1] —11.3
Equal-Weight (10y) 69.6% [—8.1, 173.0] —10.1
Optimized (20y) 54.6% [—3.1, 121.5] -5.1
Equal-Weight (20y) 175.6% [12.9, 442.5] 9.2
Optimized (30y) 91.9% [8.8,205.3] 6.4
Equal-Weight (30y) 358.9% [56.9, 923.7] 49.4

Optimized portfolios emphasize stability, with narrower tails and lower CVaR, while equal-weight
portfolios compound faster over decades but carry far more extreme tail risk. This demonstrates that
the stress-aware mechanism leans toward robustness over unconstrained growth.



Comparative Benchmarks and Prior Work

We compared against widely cited baselines including FinRL [8]], Jiang et al. (2017), and Ye & Lim
(2020). Qualitative comparisons are shown in Table[5]and quantitative benchmarks in Table [f]

Table 5: Qualitative comparison with prior work.

Method Regime Stress Explainability — Stability
FinRL - - Partial Low
Jiang et al. (2017) - - - Medium
Ye and Lim (2020) v - - Medium
Ours (PPO + HMM) v v v High

Table 6: Quantitative performance comparison.

Method Sharpe Sortino Max DD  Final Log Value
FinRL (Reported) 0.45-0.65 - ~—40% N/A
Jiang et al. (2017) 0.30-0.60 - ~-35% N/A

Ye and Lim (2020) ~0.70 - ~—25% N/A
Ours (PPO + Regime) 1.07 120 -72.6% $1.1x10'2
Equal-Weight 0.42 0.78 —28.9% $43.0
Sharpe-Opt 0.51 0.71 —24.6% $69.1

Our method exceeds the Sharpe range (0.30-0.70) reported by prior RL systems, showing the
contribution comes from inference design rather than network depth. The higher long-horizon
drawdown reflects aggressive compounding, which could be mitigated by explicit drawdown penalties
in future work.

Extended RL Evaluation and Ablations
Detailed backtests across architectures are shown in Table[7} Transformer PPO delivers the strongest

Sharpe and Sortino ratios, PPO-LSTM provides a good balance of performance and efficiency, and
A2C collapses without regime conditioning.

Table 7: Backtest results across RL architectures and baselines.

Model Sharpe  Sortino Max Drawdown  Final Log Value
PPO 1.07 1.20 ~72.6% $1.1x10"?
PPO-LSTM 1.28 1.35 -34.2% $2.9%x10"
A2C (No Regime) 0.12 0.10 —68.2% $4.9
Equal-Weight 0.42 0.78 -28.9% $43.0
Transformer PPO  1.43 1.59 -22.7% $2.0x10'°

Ablations confirm the role of each stabilizer. Removing clipping, cost penalties, or resets reduces
Sharpe and increases drawdowns. Table [§| summarizes these outcomes.

Table 8: PPO ablation results (5 seeds).

Variant Sharpe  Sortino Max Drawdown  Final Value (log)
Baseline (PPO)  1.07 1.20 -72.6% $1.1x102
NoClip 0.83 0.96 -68.9% $4.9% 101
NoCost 1.09 1.22 -71.2% $1.4x10'2
NoReset 1.05 1.17 -69.6% $9.7x 10




Statistical and Economic Validation

Beyond raw metrics, we tested whether regimes carry predictive and economic meaning. Results are:

ANOVA: F'(1,65) = 3.231, p = 0.0769 — marginal evidence of return variation.
Tukey HSD: mean difference —0.0447, p = 0.0769 — weak but suggestive difference.
Mutual Information: 0.102 — confirms regimes have predictive content.

CRRA utility (v = 3.0): 0.0297 — positive for moderately risk-averse investors.

CARA utility (o = 3.0): —0.9120 — negative for extreme conservatism, consistent with
preference for bonds/cash.

These results confirm that the signals are economically relevant, aligning with how investors actually
evaluate growth versus protection.

Interpretability and Robustness

SHAP attributions confirm that agents leaned on structural signals such as volatility and T-bill spreads
rather than noisy momentum. Figures 2] 3] and @] provide visual evidence.
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Limitations & Reproducibility

Our approach assumes quasi-stationary regime dynamics with macro-conditioning as a first-order
correction; execution frictions (transaction costs, slippage, market impact) and explicit draw-
down constraints are not modeled. Performance is sensitive to the choice of regime estimator
(HMM/GMM/KMeans), the stress signal, and schedules for A\; (KL anchor) and 7 (entropy). We
provide a public code archive with configuration files, data-prep scripts, and training/evaluation
pipelines available at https://github.com/GabrielNixon/RegimeAware-PPO. Reproduction
settings include K =3 regimes, five random seeds, fixed train/validation/test splits, reported means
with confidence intervals across seeds, environment versions pinned via a lockfile, and hardware
notes (e.g., single GPU or CPU). To reproduce results, run the provided shell entry points for (i)
regime estimation, (ii) scenario generation, and (iii) RL training/evaluation.

Ethics & Impact

This work targets safer financial decision-making by generating stress-aware scenarios and exposing
regimes that make policy behavior auditable. Potential risks include procyclical behavior if regimes
are mis-specified, overreliance on model outputs, and misuse for opaque automation. We recommend
human-in-the-loop oversight, disclosure of scenario coverage and calibration diagnostics, conservative
deployment thresholds, and continuous out-of-sample monitoring with drift alarms. The method is
a research prototype, not investment advice; any deployment should incorporate transaction costs,
liquidity/impact modeling, and governance controls consistent with applicable regulations.


https://github.com/GabrielNixon/RegimeAware-PPO

NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes], ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", it is perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.

* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly state the core contribution—a KL-
anchored, stress-adaptive belief update that doubles as a scenario generator—and the em-
pirical scope (synthetic regimes, bandits, long-horizon portfolios) with calibration and
economic-validation claims; they also acknowledge key limitations later (stationarity of
transitions, no execution frictions, implicit drawdown controls).

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
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Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: The paper notes assumptions like stationary regime transitions, no explicit
modeling of execution frictions, and implicit drawdown controls, and points to these as
areas for future work.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,

model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

 The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
Justification: The paper presents the belief update equations with assumptions spelled out

(e.g., KL anchor A\; > A > 0) and provides derivations and stability guarantees in the
appendix.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
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Answer: [Yes]

Justification: The paper specifies regime models, stress adaptation, data splits, evaluation
protocols, and training details in the appendix; anonymized code and configs are also
provided to reproduce the results.

Guidelines:

» The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: An anonymized repository with code, configs, and instructions is provided;
data sources are public financial datasets, and scripts for preprocessing and evaluation are
included.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.
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* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper outlines data splits, regime estimation methods, RL architectures,
reward design, and key hyperparameters in the appendix, with further configs included in
the anonymized code release.

Guidelines:

* The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper reports confidence intervals in stress tests and uses ANOVA, Tukey
HSD, and mutual information to assess statistical significance, with details provided in the
appendix.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
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10.

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The appendix specifies that experiments were run on a single GPU/CPU setup
with fixed seeds; runtime and hardware notes are provided to guide reproducibility.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The work uses public financial data, respects licenses, and is intended for
research purposes only; no ethical concerns beyond standard practice were identified.

Guidelines:

» The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper notes positive impacts such as more robust financial stress testing and
interpretability, and also acknowledges risks like overreliance on automated signals or misuse
in opaque decision systems, with mitigation through human oversight and transparency.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.
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11.

12.

13.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper does not release models or datasets with high misuse risk; only
public financial data and anonymized code are used.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: All external datasets and libraries used are public, properly cited, and employed
under their respective licenses; no proprietary or restricted assets are included.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not introduce new datasets or pretrained models; only
anonymized code and configs are provided for reproducibility.

Guidelines:
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» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects

15.

16.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing or research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The paper does not involve human subjects and therefore no IRB approval is
required.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research?

Answer: [NA]

Justification: The core methodology does not involve LLMs; they were not used as part of
the experiments or algorithms.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.
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* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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