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Abstract

3D Gaussian Splatting (3DGS) has demonstrated impressive novel view synthesis
performance. While conventional methods require per-scene optimization, more
recently several feed-forward methods have been proposed to generate pixel-aligned
Gaussian representations with a learnable network, which are generalizable to
different scenes. However, these methods simply combine pixel-aligned Gaussians
from multiple views as scene representations, thereby leading to artifacts and extra
memory cost without fully capturing the relations of Gaussians from different
images. In this paper, we propose Gaussian Graph Network (GGN) to generate
efficient and generalizable Gaussian representations. Specifically, we construct
Gaussian Graphs to model the relations of Gaussian groups from different views.
To support message passing at Gaussian level, we reformulate the basic graph
operations over Gaussian representations, enabling each Gaussian to benefit from
its connected Gaussian groups with Gaussian feature fusion. Furthermore, we
design a Gaussian pooling layer to aggregate various Gaussian groups for efficient
representations. We conduct experiments on the large-scale RealEstate 10K and
ACID datasets to demonstrate the efficiency and generalization of our method.
Compared to the state-of-the-art methods, our model uses fewer Gaussians and
achieves better image quality with higher rendering speed.

1 Introduction

Novel view synthesis is a fundamental problem in computer vision due to its widespread applications,
such as virtual reality, augmented reality, robotics and so on. Remarkable progress has been made
using neural implicit representations [30} 39, 40]], but these methods suffer from expensive time
consumption in training and rendering (26, [12} 1, 37, |60l [10} 15} 31]]. Recently, 3D Gaussian
Splatting (3DGS) [[19] has drawn increasing attention for explicit Gaussian representations and
real-time rendering performance. Benefiting from rasterization-based rendering, 3DGS avoids dense
points querying in scene space, so that it can maintain high efficiency and quality.

Since 3DGS relies on per-subject [19] or per-frame [28] parameter optimization, several generaliz-
able methods [63} 16} 4} 41]] are proposed to directly regress Gaussian parameters with feed-forward
networks. Typically, these methods [6} 4] generate pixel-aligned Gaussians with U-Net architectures,
epipolar transformers or cost volume representations for depth estimation and parameter predictions,
and directly combine Gaussian groups obtained from different views as scene representations. How-
ever, such combination of Gaussians leads to superfluous representations, where the overlapped
regions are covered by similar Gaussians predicted separately from multiple images. While a simple
solution is to delete redundant Gaussians, it ignores the connection among Gaussian groups. As
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Figure 1: Comparison of previous methods and ours. (a) We visualize the rendering results of various
methods and report the number of Gaussians in parentheses. (b) Previous pixel-wise methods can be
considered as a degraded case of Gaussian Graphs without edges. (c) We report PSNR as well as the
number of Gaussians for pixelSplat [4], MVSplat [6] and GNN under different input settings.

illustrated in Figure [Ta] pixelSplat [4] and MVSplat [6] suffer from artifacts with several times as
many Gaussians as ours, while the deletion of similar Gaussians hurts rendering quality.

To tackle the challenge, we propose Gaussian Graphs to model the relations of Gaussian groups from
multiple views. Based on this structure, we present Gaussian Graph Network (GGN), extending
conventional graph operations to Gaussian domain, so that Gaussians from different views are not
independent but can learn from their neighbor groups. Precisely, we reformulate the scalar weight of
an edge to a weight matrix to depict the interactions between two Gaussian groups, and introduce a
Gaussian pooling strategy to aggregate Gaussians. Under this definition, previous methods [4} [6]] can
be considered as a degraded case of Gaussian Graphs without edges. As shown in Figure [Ib} our
GGN allows message passing and aggregation across Gaussians for efficiency representations.

We conduct extensive experiments on both indoor and outdoor datasets, including RealEstate 10K [64]
and ACID [24]]. While the performance of previous methods declines as the number of input views
increases, our method can benefit from more input views. As shown in Figure our model
outperforms previous methods under different input settings with higher rendering quality and fewer
Gaussian representations. Our main contributions can be summarized as follows:

* We propose Gaussian Graphs to construct the relations of different Gaussian groups, where each
node is a set of pixel-aligned Gaussians from an input view.

* We introduce Gaussian Graph Network to process Gaussian Graphs by extending the graph
operations to Gaussian domain, bridging the interaction and aggregation across Gaussian groups.

» Experimental results illustrate that our method can generate efficient and generalizable Gaussian
representations. Our model requires fewer Gaussians and achieves better rendering quality.

2 Related Works

2.1 Neural Implicit Representations

Early researches focus on capturing dense views to reconstruct scenes, while neural implicit represen-
tations have significantly advanced neural processing for 3D data and multi-view images, leading
to high reconstruction and rendering quality [29}[35] 59, 40]. In particular, Neural Radiance Fields
(NeRF) [30] has garnered considerable attention with a fully connected neural network to represent



complex 3D scenes. Subsequently, following works have emerged to address NeRF’s limitations
and enhance its performance. Some studies aim to solve the long-standing problem of novel view
synthesis by improving the speed and efficiency of training and inference [15} 112} 31} 37} 26} 160, [10].
Other research focuses on modeling complex geometry and view-dependent effects to reconstruct
dynamic scenes [[7, 20, 36, 144} |51} 23], 48] 143) 211 147]]. Additionally, some studies [46 142} 56 [52]]
have worked on reconstructing large urban scenes to avoid blurred renderings without fine details,
which is a challenge for NeRF-based methods due to their limited model capacity. Furthermore, other
works [33} 1451150, 155]] apply NeRF to novel view synthesis with sparse input views by incorporating
additional training regularizations, such as depth, correspondence, and diffusion models.

2.2 3D Gaussian Splatting

More recently, 3D Gaussian Splatting (3DGS) [19] has drawn significant attention in the field of
computer graphics, especially in the realm of novel view synthesis. Different from the expensive
volume sampling strategy in NeRF, 3DGS utilizes a much more efficient rasterization-based splatting
approach to render novel views from a set of 3D Gaussian primitives. However, 3DGS may suffer
from artifacts, which occur during the splatting process. Thus, several works [57, 11} 17} 22] have
been proposed to enhance the quality and realness of rendered novel views. Since 3DGS requires
millions of parameters to represent a single scene, resulting in significant storage demands, some
researches [27,132,1131(9,118]] focus on reducing the memory usage to ensure real-time rendering while
maintaining the rendering quality. Other works [65}154] are proposed to reduce the amount of required
images to reconstruct scene. Besides, to extend the capability of 3D Gaussians from representing
static scenes to 4D scenarios, several works [49, 8] I58| 53] have been proposed to incorporate faithful
dynamics which are aligned with real-world physics.

2.3 Generalizable Novel View Synthesis

Optimization-based methods train a separate model for each individual scene and require dozens
of images to synthesis high-quality novel views. In contrast, feed-forward models learn powerful
priors from large-scale datasets, so that 3D reconstruction and view synthesis can be achieved via a
single feed-forward inference. A pioneering work, pixelNeRF [61]], proposes a feature-based method
to employ the encoded features to render novel views. MVSNeRF [5] combines plane-swept cost
volumes which is widely used in multi-view stereo with physically based volume rendering to further
improve the quality of neural radiance field reconstruction. Subsequently, many researches [2| 3} [14,
16,34, 38| 25]] have developed novel view synthesis methods with generalization and decomposition
abilities. Several generalizable 3D Gaussian Splatting methods have also been proposed to leverage
sparse view images to reconstruct novel scenes. While Splatter Image [41] and GPS-Gaussian [63]]
regress pixel-aligned Gaussian parameters to reconstruct single objects or humans instead of complex
scenes, pixelSplat [4] takes sparse views as input to predict Gaussian parameters by leveraging
epipolar geometry and depth estimation. MV Splat [6] constructs a cost volume structure to directly
predict depth from cross-view features, further improving the geometric quality.

However, these methods follow the paradigm of regressing pixel-aligned Gaussians and combine
Gaussians from different views directly, resulting in an excessive number of Gaussians when the
model processes multi-view inputs. In comparison, we construct Gaussian Graphs to model the
relations of Gaussian groups. Furthermore, we introduce Gaussian Graph Network with specifically
designed graph operations to ensure the interaction and aggregation across Gaussian groups. In this
manner, we can obtain efficient and generalizable Gaussian representations from multi-view images.

3 Method

The overall framework is illustrated in Figure[J] After predicting positions and features of Gaussian
groups from input views with extracted feature maps, we build a Gaussian Graph to model the relations.
Then, we process the graph with Gaussian Graph Network via our designed graph operations on
Gaussian domain for information exchange and aggregation across Gaussian groups. We leverage
the fused Gaussians features to predict other Gaussian parameters, including opacity «, covariance
matrix X and colors c.
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Figure 2: Overview of Gaussian Graph Network. Given multiple input images, we extract image
features and predict the means and features of pixel-aligned Gaussians. Then, we construct a Gaussian
Graph to model the relations between different Gaussian nodes. We introduce Gaussian Graph
Network to process our Gaussian Graph. The parameter predictor generates Gaussians parameters
from the output Gaussian features.

3.1 Building Gaussian Graphs

Given N input images Z = {I;} € RNXHXWX3 and their corresponding camera parameters
C = {¢;}, we follow the instructions of pixelSplat [4] and MV Splat [6] to extract image features:

F = Bimage(D), F={F} e RV*ExTxC, 6))
where @44 is a 2D backbone. We predict the means and features of pixel-aligned Gaussians:
Hi = ’(/}unproj ((I)depth(Fi)aCi) € RHWX?’; fl = (I)feat(Fi) S RHWXD; (2)

where ®geper, and @ feqs stand for neural networks to predict depth maps and Gaussian features, and
Yunproj 1s the unprojection operation.

We build a Gaussian Graph G with nodes V' = {v;} = {(u, fi) }1<i<n. To model the relations
between nodes, we define its adjacency matrix A = [a;;] v« N as:

{1, 1=7
aij = o
* wove'r'lap(via Uj)a 1 7é J
where Yoperiap(vi, v;) computes the overlap ratio between view ¢ and view j. To limit further
computational complexity, we prune the graph by preserving edges with top n weights and ignore

other possible edges. The degree matrix D = [d;;|nxn satisfies dj; = ; @ij. Thus, the scaled
adjacency can be formulated as:

3

A=D'A or A=D :AD 3. )
3.2 Gaussian Graph Network

Linear Layers. Assuming that a conventional graph has N nodes with features {g;} € RV*¢ and
the scaled adjacency matrix A = [dij] Nx N, the basic linear operation can be formulated as:

N
gi = Zdijng €eRP, (%)
=1

where W € RE*P is a learnable weight. Different from the vector nodes g; in conventional graphs,
each node of our Gaussian Graph contains a set of pixel-aligned Gaussians v; = {;, f; }. Therefore,
we extend the scalar weight agj, of an edge to a matrix Es7k = [efj_’ k] HW x HW » Which depicts the
detailed relations at Gaussian-level between v and vy. For the sake of simplicity, we define

1, wproj (/J/S,ia Cs) = wproj (Mk,ja Cs)

@ﬁk={ ©)
J 0, w;v'r'oj (:U’S,’i’ Cs) 7é wp'roj (Mk,ja Cs)



Algorithm 1 Gaussian Graph Network

Input: Multi-view images Z = {I;}, camera parameters C = {¢; }, the number of graph layers h
Output: Gaussian parameters (u, 2, o, ¢)

F  Pimage(Z,C)

’Uj ewunproj ((I)depth(Fi)7Ci)a fi — q)feat(Fi) 1= 172a"' aN

A+ D7tA

for k < 1toh do

fi%U(ZdijEj_}ifjW) i=1,2,--- N

end for

(/’L’ f) A Ui:1 ¢pooling(Gs>

R7 S> Q, C < ¢R(f)a wS(f)v wa(f)a 'll)c(f)

¥+ RSSTR'

where y5 ; is the center of the i-th Gaussian in Gaussian group v, and v,,,.,; is the projection function
which returns coordinates of the occupied pixel. In this manner, the linear operation on a Gaussian
Graph can be defined as:
N
fi=> ai; 7 fW € RP. (7)

j=1

Pooling layers. If we have a series of connected Gaussian Graphs {G”® }1<s<;, where G* C G, then
we operate the specific pooling operation on each G* and combine them together:

l
¢pooling(G) = U qbpooling(Gs)' (8)
s=1

If G*® only contains one node v, qbpoolmg(Gs) = v*®. Otherwise, we start with a random selected
node v = (uf, f7) € G®. Since G* is a connected graph, we can randomly pick up its neighbor CH
with corresponding camera parameters c¢;. We define a function Ysimiiarity:

s s j—1 __
s s mT?X Hp’]m - ui,n”? mr?x 6¥nn =1 9
wszmzlarzty (Uj7m7 vi) - 0, max egn_’:ll -0 ( )
n

where vjs-ym is the m-th Gaussian in node fuj-. We define the merge function ¥p,erge:
s s\ __ @7 djsimilarity ('U;my Uf) < )\ 10
wmerge (’Uj}m; Ui) - s . ( )

vs . otherwise
Jsm
Then, we merge two nodes together to get a new node
HW
S _ s s s

Unew = U wmerge (Uj,mvvi) U Ui (11)

m=1

In this manner, we aggregate a connected graph G step by step to one node. Specifically, previous
methods can be considered as a degraded Gaussian Graph without edges:

N N
(bpooling(G) = U ¢pooli’ng(Gs) = U v®. (12)
s=1 s=1

where @po01ing degenerates to simple combination of nodes.

Parameter prediction. After aggregating the Gaussian Graph (i, f) = Ypooling (G), we predict the
rotation matrix R, scale matrix S, opacity « and color c:

R=0¢r(f), S=0¢s(f), a=0¢alf), c=dc(f) (13)
where ¢r, ¢g, ¢, and ¢, are prediction heads. The covariance matrix can be formulated as:
Y =RSSTR'. (14)

Our Gaussian Graph Network is illustrated in Algorithm[I] where o stands for non-linear operations,
such as ReLU and GeLU.



4 Experiments

We validate our proposed Gaussian Graph Network for novel view synthesis. In Section .1] we
compare various methods on RealEstate 10K [64] and ACID [24] under different input settings. In
Section[4.2] we analyze the efficiency of our representations. In Section .3} we further validate the
generalization of our Gaussian representations under cross dataset evaluation. In Section [4.4] we
ablate our designed operations of Gaussian Graph Network.

Table 1: Quantitative comparison on RealEstate10K [64] benchmarks. We evaluate all models with 4,
8, 16 input views. T Models accept multi-view inputs, and only preserve Gaussians from two input
views for rendering.

Views Methods PSNRT  SSIMT  LPIPS|  Gaussians (K)  FPS]
pixelSplat 20.19 0.742 0.224 786 110
pixelSplat' 20.84 0.765 0.2217 393 175
4 views MVSplat 20.86 0.763 0.217 262 197
MVSplat' 21.48 0.768 0.213 131 218
Ours 24.76 0.784 0.172 102 227
pixelSplat 18.78 0.690 0.304 1572 64
pixelSplat' 20.79 0.754 0.243 393 175
8 views MVSplat 19.69 0.768 0.238 524 133
MVSplat! 21.39 0.766 0.215 131 218
Ours 25.15 0.793 0.168 126 208
pixelSplat 17.80 0.647 0.320 3175 37
pixelSplat' 20.75 0.754 0.245 393 175
16 views  MVSplat 19.18 0.753 0.250 1049 83
MVSplat' 21.34 0.765 0.215 131 218
Ours 26.18 0.825 0.154 150 190

Table 2: Quantitative comparison on ACID [24] benchmarks. We evaluate all models with 4, 8, 16
input views. T Models accept multi-view inputs, and only preserve Gaussians from two input views
for rendering.

Views Methods PSNR?T SSIMT LPIPS] Gaussians (K) FPS1

pixelSplat 20.15 0.704 0.278 786 110

pixelSplat’ 23.12 0.742 0.219 393 175

4 views MVSplat 20.30 0.739 0.246 262 197
MVSplat' 23.78 0.742 0.221 131 218

Ours 26.46 0.785 0.175 102 227

pixelSplat 18.84 0.692 0.304 1572 64

pixelSplat’ 23.07 0.738 0.232 393 175

8 views MVSplat 19.02 0.705 0.280 524 133
MVSplat’ 23.72 0.744 0.223 131 218

Ours 26.94 0.793 0.170 126 208

pixelSplat 17.32 0.665 0.313 3175 37

pixelSplat 23.04 0.694 0.279 393 175

16 views MVSplat 17.64 0.672 0.313 1049 83
MVSplat' 23.70 0.709 0.278 131 218
Ours 27.69 0.814 0.162 150 190

4.1 Multi-view Scene Reconstruction and Synthesis

Datasets. We conduct experiments on two large-scale datasets, including RealEstate 10K [[64]
and ACID [24]]. RealEstatelOK dataset comprises video frames of real estate scenes, which are
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Figure 3: Visualization results on RealEstate 10K [64] and ACID [24] benchmarks. We evaluate all
models with 4, 8, 16 views as input and subsequently test on three target novel views.

split into 67,477 scenes for training and 7,289 scenes for testing. ACID dataset consists of natural
landscape scenes, with 11,075 training scenes and 1,972 testing scenes. For two-view inputs, our
model is trained with two views as input, and subsequently tested on three target novel views for
each scene. For multi-view inputs, we construct challenging subsets for RealEstate 10K and ACID
across a broader range of each scenario to evaluate model performance. We select 4, 8 and 16 views
as reference views, and evaluate pixelSplat [4], MVSplat [6] and ours on the same target novel views.

Implementation details. Our model is trained with two input views for each scene on a single
A6000 GPU, utilizing the Adam optimizer. Following the instruction of previous methods [4} 6], all
experiments are conducted on 256 x 256 resolutions for fair comparison. The image backbone is
initialized by the feature extractor and cost volume representations in MV Splat [6]]. The number of



Table 3: Inference time comparison across different views. We train our model on 2 input views and
report the inference time for 4 views, 8 views, and 16 views, respectively.

2 views 4 views 8 views 16 views

pixelSplat 1254 137.3 298.8 846.5 2938.9

MV Splat [6] 12.0 60.6 126.4 363.2 1239.8

Ours 12.5 75.6 148.1 388.8 1267.5

—— Ours MvVSplat  —— pixelSplat

s w0l e B
ﬁ E 150 % 2
'z 2 = 100 £ 20

31
S 0 30 18'\\\\_
4 8 12 16 20 24 4 8 12 16 20 24 4 8 12 16 20 24
Input Views Input Views Input Views

Figure 4: Efficiency analysis. We report the number of Gaussians (M), rendering frames per second
(FPS) and reconstruction PSNR of pixelSplat [4]], MV Splat [6] and our GGN.

graph layer is set to 2. The training loss is a linear combination of MSE and LPIPS [[62] losses, with
loss weights of 1 and 0.05.

Results. As shown in Table [T] and Table 2] our Gaussian Graph benefits from increasing input
views, whereas both pixelSplat [4] and MV Splat [6] exhibit declines in performance. This distinction
highlights the superior efficiency of our approach, which achieves more effective 3D representation
with significantly fewer Gaussians compared to pixel-wise methodologies. For 4 view inputs, our
method outperforms MVSplat [6] by about 4dB on PSNR with more than 2x fewer Gaussians.
For more input views, the number of Gaussians in previous methods increases linearly, while our
GGN only requires a small increase. Considering that previous methods suffer from the redundancy
of Gaussians, we adopt these models with multi-view inputs and preserve Gaussians from two
input views for rendering. Under this circumstance, pixelSplat [4] and MV Splat [6] achieve better
performance than before, because the redundancy of Gaussians is alleviated to some degree. However,
the lack of interaction at Gaussian level limits the quality of previous methods. In contrast, our
Gaussian Graph can significantly enhance performance by leveraging additional information from
extra views. Visualization results in Figure[3]also indicate that pixelSplat [4] and MV Splat [6] tend to
suffer from artifacts due to duplicated and unnecessary Gaussians in local areas, which increasingly
affects image quality as more input views are added.

e R

RS L N

train: re10k
test: ACID

train: ACID
test: re10k

Ground Truth PixelSplat MVSplat Ours

Figure 5: Visualization of model performance for cross-dataset generalization on RealEstate 10K [[64]
and ACID [24] benchmarks.



Table 4: Cross-dataset performance and efficiency comparisons on RealEstate 10K [[64]] and ACID [24]
benchmarks. We assign eight views as reference and test on three target views for each scene.

Train Data  Test Data\ Method  PSNR?T SSIMT LPIPS| Gaussians (K) FPS

pixelSplat  18.65 0.715 0.276 1572 64

ACID rel0k MV Splat 19.17 0.731 0.270 524 133
Ours 24.75 0.759 0.252 126 208

pixelSplat ~ 19.75 0.724 0.264 1572 64

rel0k ACID MVSplat  20.58 0.735 0.239 524 133
Ours 25.21 0.762 0.234 126 208

Table 5: Ablation study results of GGN on RealEstate 10K [64] benchmarks. Each scene takes eight
reference views and renders three novel views.

Models PSNRT SSIM{T LPIPS] Gaussians (K)
Gaussian Graph Network 25.15 0.786 0.232 126
w/o Gaussian Graph linear layer 24.72 0.778 0.246 126
w/o Gaussian Graph pooling layer ~ 20.25 0.725 0.272 524
Vanilla 19.74 0.721 0.279 524

4.2 Efficiency Analysis.

In addition to delivering superior rendering quality, our Gaussian Graph network also enhances
efficiency in 3D representations. As illustrated in Figure ] when using 24 input images, our model
outperforms MVSplat by 8.6dB on PSNR with approximately one-tenth the number of 3D Gaussians
and more than three times faster rendering speed. Additionally, we compare the average inference
time of our model with pixel-wise methods in Table 3] Our GGN is able to efficiently remove
duplicated Gaussians and enhance Gaussian-level interactions, which allows it to achieve superior
reconstruction performance with comparable inference speed to MV Splat.

4.3 Cross Dataset Generalization.

To further demonstrate the generalization of Gaussian Graph Network, we conduct cross-dataset
experiments. Specifically, all models are trained on RealEstate 10K [[64]] or ACID [24] datasets, and
are tested on the other dataset without any fine-tuning. Our method constructs the Gaussian Graph
according to the relations of input views. As shown in Tabled}, our GGN consistently outperforms
pixelSplat [4] and MVSplat [6] on both benchmarks.

4.4 Ablations

To investigate the architecture design of our Gaussian Graph Network, we conduct ablation studies
on RealEstate10K [[64]] benchmark. We first introduce a vanilla model without Gaussian Graph
Network. Then, we simply adopt Gaussian Graph linear layer to model relations of Gaussian groups
from multiple views. Furthermore, we simply introduce Gaussian Graph pooling layer to aggregate
Gaussian groups to obtain efficient representations. Finally, we add the full Gaussian Graph Network
model to both remove duplicated Gaussians and enhance Gaussian-level interactions.

Gaussian Graph linear layer. The Gaussian Graph linear layer serves as a pivotal feature fusion
block, enabling Gaussian Graph nodes to learn from their neighbor nodes. The absence of linear
layers leads to a performance drop of 0.43 dB on PSNR.

Gaussian Graph pooling layer. The Gaussian Graph pooling layer is important to avoid duplicate
and unnecessary Gaussians, which is essential for preventing artifacts and floaters in reconstructions
and speeding up the view rendering process. As shown in Table [} the introduction of Gaussian
Graph pooling layer improves the rendering quality by 4.9dB on PSNR and reduces the number of
Gaussians to nearly one-fourth.



5 Conclusion and Discussion

In this paper, we propose Gaussian Graph to model the relations of Gaussians from multiple views.
To process this graph, we introduce Gaussian Graph Network by extending the conventional graph
operations to Gaussian representations. Our designed layers bridge the interaction and aggregation
between Gaussian groups to obtain efficient and generalizable Gaussian representations. Experiments
demonstrate that our method achieves better rendering quality with fewer Gaussians and higher FPS.

Limitations and future works. Although GGN produces compelling results and outperforms
prior works, it has limitations. Because we predict pixel-aligned Gaussians for each view, the
representations are sensitive to the resolution of input images. For high resolution inputs, e.g.
1024 x 1024, we generate over 1 million Gaussians for each view, which will significantly increase
the inference and rendering time. GGN does not address generative modeling of unseen parts of the
scene, where generative methods, such as diffusion models can be introduced to the framework for
extensive generalization. Furthermore, GGN focuses on the color field, which does not fully capture
the geometry structures of scenes. Thus, a few directions would be focused in future works.
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« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We report information on the computer resources in Section ff] and appendix.
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* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
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. Code Of Ethics
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NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
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¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
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* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
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Answer: [Yes]
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» The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
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(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
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* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
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Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: Our paper poses no such risks.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: Our paper does not use existing asserts.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: Our paper does not release new asserts.
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» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
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tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
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Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
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Answer: [NA]
Justification: Our paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
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