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Abstract001

Automatic soccer commentary generation aims002
to bridge the gap between raw visual content003
and professional, tactical commentary. How-004
ever, existing datasets often lack semantic rich-005
ness and detailed scene analysis. They also fail006
to capture the continuity between events, re-007
sulting in fragmented and contextually discon-008
nected commentaries. To address these issues,009
we propose two manually curated datasets: SN-010
Short and SN-Long. SN-Short focuses on en-011
hancing the semantic description of scene de-012
tails, while SN-Long captures event continu-013
ity to enable coherent, context-aware commen-014
tary. In this paper, we also introduce SCORE015
(Soccer Commentary Generation via Contex-016
tual Expansion and Information Retrieval), a017
novel framework designed to address both de-018
tailed scene understanding and global context019
awareness. SCORE employs a commentary ex-020
pansion pipeline that integrates visual features021
with sparse annotations to generate detailed022
scene descriptions, and it utilizes a retrieval-023
augmented generation model that incorporates024
contextual cues from previous events to pro-025
duce coherent commentary aligned with the vi-026
sual flow of the game. The experimental results027
show that SCORE significantly outperforms028
existing baselines in the proposed datasets.029

1 Introduction030

Recent advances in large language models (LLMs)031

and vision-language models (VLMs) have sparked032

growing interest in the automatic generation of033

soccer commentary. To support this research di-034

rection, the SoccerNet dataset (Giancola et al.,035

2018), has been proposed for soccer video analysis036

tasks such as action recognition (Silvio Giancola,037

2021), camera calibration (Anthony Cioppa, 2021),038

etc. Based on SoccerNet, the SoccerNet-Caption039

dataset (Mkhallati et al., 2023) was introduced for040

soccer video captioning. It contains match videos041

annotated with timestamped brief commentaries042

sourced from live text broadcast websites. More 043

recent corpora like GOAL (Qi et al., 2023) and 044

SoccerNet-Echoes (Gautam et al., 2024) extract 045

continuous commentator transcripts from match 046

audio, offering richer prose that spans entire games. 047

However, those audio-based transcripts suffer from 048

background noise, colloquial phrasing, making 049

them suboptimal for fine-grained captioning. A 050

follow-up study identified temporal misalignments 051

in SoccerNet-Caption and proposed a multimodal 052

alignment pipeline to produce MatchTime, accu- 053

rately timestamped annotations (Rao et al., 2024). 054

Despite their contributions, existing datasets re- 055

main insufficient for practical use in the generation 056

of high-quality soccer commentary. SoccerNet- 057

Caption and MatchTime provide only brief, iso- 058

lated annotations that lack contextual grounding 059

and do not reflect the complexity of in-game dy- 060

namics. GOAL and SoccerNet-Echoes, while 061

richer in linguistic content, suffer from noisy audio, 062

informal phrasing that undermine their reliability 063

for fine-grained video understanding. As a result, 064

none of these datasets adequately captures the se- 065

mantic richness, tactical nuance, or narrative coher- 066

ence that characterize expert human commentary. 067

Furthermore, these data sets fail to model tem- 068

poral continuity between events. By treating each 069

play or video clip separately, they produce frag- 070

mented descriptions that lack connective structure 071

and contextual awareness of the flow of the game. 072

This disconnect prevents models from learning how 073

events build upon one another over time—a crucial 074

element of natural, expert-level sports narration. 075

To address the above limitations, we introduce 076

two manually curated datasets: SN-Short and SN- 077

Long. SN-Short focuses on enhancing the semantic 078

detail of individual scenes, while SN-Long empha- 079

sizes event continuity to support coherent, context- 080

aware commentary generation, as illustrated in Fig- 081

ure 1. In addition, we propose SCORE (Soccer 082

Commentary Generation via Contextual Expansion 083
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SN-Caption:
Dwight Gayle (Crystal Palace) launches a cross from the corner, but David Ospina is alert to thwart the effort.

SN-Short:
Dwight Gayle (Crystal Palace) launches a cross from the corner, but David Ospina is alert to thwart the effort. The 
cross was aimed at the far post, but the keeper stood firm and cleared the danger.

SN-Long:

・・・・・・

SN-Caption:
Goal! Olivier Giroud (Arsenal) fires the rebound inside the right post after the ball breaks to him in the box. The 

score is 0:2.

SN-Short:
Goal! Olivier Giroud (Arsenal) fires the rebound inside the right post after the ball breaks to him in the box. The 

score is 0:2. The away fans erupt in joy, celebrating the crucial goal just before halftime.

SN-Long:
Goal! Olivier Giroud (Arsenal) fires the rebound inside the right post after the ball breaks to him in the box. The 

score is 0:2. The away fans erupt in joy, celebrating the crucial goal just before halftime. Both sides have been 

creating scoring opportunities, with the keepers making key saves at both ends. But it's the away team who made 

theirs count.

~45:03

~42:14

Figure 1: Examples of different dataset contents. Our manually constructed SN-Short dataset contains more detailed
and semantically dense commentaries, while SN-Long provides match trends and analytical content.

and Information Retrieval), a novel framework that084

addresses both fine-grained semantic understand-085

ing and global context modeling through the re-086

trieval of relevant past events. Our main contribu-087

tions are summarized as follows:088

• We propose a new task for generating semanti-089

cally rich and context-aware soccer commen-090

tary, and construct two high-quality datasets,091

SN-Short and SN-Long1, to support depth092

scene understanding and event continuity.093

• We introduce SCORE, a novel framework094

that consists of two components: MatchText,095

an automatic commentary expansion pipeline,096

and MatchAware, a retrieval-augmented gen-097

eration model that integrates visual features098

and retrieves historical context from a mem-099

ory bank to produce coherent, high-quality100

commentary.101

• We conducted extensive experiments showing102

that SCORE significantly outperforms exist-103

ing baselines on both proposed datasets across104

multiple evaluation metrics.105

2 Related Works106

Sports Commentary Generation. The goal of107

sports commentary generation is to produce natural108

language descriptions that summarize or explain109

1Both datasets will be publicly available.

sports content with precision and insight. Early 110

work relied on unimodal models using structured 111

or semi-structured data, often employing template- 112

based or rule-based methods to generate commen- 113

tary from statistics or play-by-play data (Taniguchi 114

et al., 2019; Kumano et al., 2019; Sadikov et al., 115

2006). These approaches focused more on describ- 116

ing numeric or tabular data than interpreting vi- 117

sual content. With advances in neural networks 118

and large language models (LLMs), more sophisti- 119

cated methods have emerged. For example, Chess 120

Commentary (Jhamtani et al., 2018) introduced a 121

dataset of chess games paired with expert commen- 122

tary and explored end-to-end neural models. LLM- 123

Commentator (Cook and Karakuş, 2024) fine-tuned 124

OpenLLaMA-7B (Geng and Liu, 2023) to gener- 125

ate commentary based on textual game logs. In 126

multimodal settings, early video-to-text systems 127

extracted visual cues and used modular pipelines 128

to fill predefined commentary templates (Kim and 129

Choi, 2020). SoccerNet-Caption (Mkhallati et al., 130

2023) marked a key advancement by introducing 131

over 37k textual commentaries paired with 471 soc- 132

cer match videos, using a frozen visual encoder 133

and an LSTM decoder (Hochreiter and Schmid- 134

huber, 1997). MatchTime (Rao et al., 2024) later 135

addressed temporal misalignment in these anno- 136

tations. More recent datasets such as GOAL (Qi 137

et al., 2023) and SoccerNet-Echoes (Gautam et al., 138

2024) contain transcripts from real match commen- 139

tators, offering rich context but posing challenges 140
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Dataset Games Manual Verification Event Anchored Historical Avg Len

SN-Caption 471 ✗ ✓ ✗ 23.18
MatchTime 422 ✗ ✓ ✗ 24.01
GOAL 20 ✓ ✗ ✓✗ –
SN-Echoes 471 ✗ ✗ ✓✗ –
SN-Short 47 ✓ ✓ ✗ 35.10
SN-Long 47 ✓ ✓ ✓ 57.81

Table 1: Statistics of different datasets for soccer commentary. Games indicates the number of games included in
each dataset. Manual Verification indicates whether the dataset has been manually verified. Anchored denotes
whether the captions are anchored to specific events in the match timeline. Historical (✓ = Yes, ✓✗= Partially,
✗ = No) indicates whether the dataset contains historical or contextual information. For GOAL and SN-Echoes,
such information is included when mentioned by commentators, while SN-Long is explicitly designed to provide
comprehensive historical and contextual narrations. Avg Len shows the average number of words per event. ‘–’
indicates that average length cannot be computed as the data is not event-anchored.

due to their colloquial style, fragmentation, and141

alignment issues.142

Sports Video Understanding. As the availabil-143

ity of broadcast sports content grows, understand-144

ing sports videos has become a critical area in com-145

puter vision (Thomas et al., 2017). Traditional146

tasks such as action recognition (Kay et al., 2017)147

and video classification (Caba Heilbron et al., 2015)148

were initially developed using datasets focused on149

everyday activities, limiting their applicability to150

domain-specific tasks like sports analysis (Wu et al.,151

2022). In response, sport-specific datasets and152

methods have emerged (Liu et al., 2020; Giles et al.,153

2020; Hendry et al., 2020; Li et al., 2021). For soc-154

cer, early datasets such as Soccer-ISSIA (D’Orazio155

et al., 2009) and Soccer Player (Lu et al., 2017)156

supported player tracking. Larger-scale datasets157

like SoccerNet (Giancola et al., 2018) and SSET158

(Feng et al., 2020) offer extensive annotations, with159

follow-ups like SoccerNet-v2 (Deliege et al., 2021)160

and SoccerDB (Jiang et al., 2020) expanding event161

categories. These resources have enabled research162

into tasks such as action spotting (Cioppa et al.,163

2020; Anthony Cioppa, 2021), player detection164

(Vandeghen et al., 2022), and video understanding165

(Held et al., 2023; Mkhallati et al., 2023).166

Memory Network. Memory networks aim167

to enhance model performance by enabling long-168

term storage and retrieval of contextual knowledge.169

Originally proposed for question answering (We-170

ston et al., 2014; Sukhbaatar et al., 2015), early171

memory models focused on architectural improve-172

ments, while later work introduced explicit mem-173

ory banks for long-range information retrieval (Ku-174

mar et al., 2016; Xiong et al., 2016). In dialogue175

generation, MGMR (Cai et al., 2022) integrated 176

both short- and long-term memory to improve 177

coherence in multi-turn conversations. Memory- 178

based mechanisms have also been successfully ap- 179

plied in computer vision and materials science 180

(Sang et al., 2022; Cao et al., 2022). 181

Existing soccer commentary models (Mkhallati 182

et al., 2023; Rao et al., 2024) typically generate iso- 183

lated textual descriptions based only on the current 184

video clip, lacking the ability to model causal or 185

temporal relationships between events. This limits 186

their capacity to offer deeper tactical insights, such 187

as the flow of the game or the causes behind key 188

moments. To address this, we propose a retrieval- 189

augmented generation model that stores and re- 190

trieves historical match information, enabling the 191

generation of insightful, context-aware soccer com- 192

mentary. 193

3 Benchmark Curation 194

We manually curate SN-Short and SN-Long 195

datasets to address issues mentioned before by 196

providing detailed, semantically rich, and context- 197

aware commentaries for 47 soccer matches. All 198

commentaries are carefully checked by experi- 199

enced soccer enthusiasts to ensure accuracy and 200

consistency. Table 1 summarizes key characteris- 201

tics of soccer commentary datasets in comparison 202

with existing datasets. 203

3.1 SN-Short 204

SoccerNet-Caption is an event-anchored dataset 205

that provides brief commentary paired with times- 206

tamped events throughout the match, while 207

SoccerNet-Echoes consists of rich, human- 208
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Figure 2: Distribution of sentence lengths in different
datasets. The statistics are computed based on the 47
matches shared across all four datasets. MatchTime
and SN-Caption share the same textual content, so their
distributions are identical.

transcribed commentary with detailed narrative209

content. These datasets are complementary in na-210

ture. We therefore construct SN-Short leveraging211

SoccerNet-Caption and SoccerNet-Echoes as the212

source of our dataset. Specifically, we anchor each213

event in SoccerNet-Caption and locate all corre-214

sponding transcripts in SoccerNet-Echoes within215

a 30-second time window around the event times-216

tamp. Given that the transcripts are fragmented217

and highly colloquial, we first manually remove218

irrelevant content. The remaining texts are then219

aligned and integrated using LLaMA3(Dubey et al.,220

2024). After manual review and revision, they are221

appended to the end of original caption text. Since222

SoccerNet-Caption contains a great number of vi-223

sually irrelevant events, such as attendance and224

ball possession statistics, which cannot be inferred225

from videos, we remove such events based on strict226

string matching.227

3.2 SN-Long228

Considering that the soccer commentary can con-229

sist of multiple events to describe the flow of230

the game, we construct SN-Long, a multi-event,231

context-aware dataset based on SN-Short. For232

each target event in SN-Short, we retrieve several233

semantically similar events that occurred earlier234

within the same half of the match. Using a few-235

shot prompting approach with LLaMA3, each re-236

trieved event is individually aggregated with the237

target event to generate a tactical commentary, pro-238

viding an in-depth analysis of the match. To ensure239

the quality and analytical depth of the outputs, we240

then carefully review and refine each generated241

commentary to ensure its tactical relevance and242

consistency.243

Match
Text

Match
Aware

SCORE

…

…

Sparse Commentary

Visual Feature

C
om

m
en

ta
ry

Figure 3: Overview of our proposed SCORE framework
for soccer commentary generation. SCORE consists of
two main parts: MatchText and MatchAware. Match-
Text performs commentary expansion, transforming
the sparse commentary into enriched, dense commen-
tary. Subsequently, MatchAware generates commen-
tary while retrieving relevant historical events, produc-
ing dense and context-aware outputs.

3.3 Data Statistics 244

After careful manual editing and checking, SN- 245

Short contains a total of 2777 video-text pairs, 246

covering key events such as crosses, shots, corner 247

kicks, free kicks, goals, fouls, etc., with most of the 248

visually irrelevant events removed. SN-Long is a 249

multi-event dataset consisting of 1765 events, each 250

associated with an average of 2.84 related events. 251

For every pair, we create a summarizing commen- 252

tary that captures tactical content and game trends, 253

resulting in more analytical and context-aware com- 254

mentaries. 255

Figure 2 shows the commentary length distribu- 256

tion across datasets. SN-Caption and MatchTime 257

are short (10 to 30 words), reflecting sparse, event- 258

focused descriptions. SN-Short is longer and 259

denser, while SN-Long further expands these com- 260

mentaries, mostly ranging from 50 to 70 words. 261

4 SCORE 262

In this section, we present our novel framework, 263

SCORE, as illustrated in Figure 3. SCORE con- 264

sists of two main components: MatchText, an auto- 265

matic commentary expansion pipeline described in 266

Section 4.1, and MatchAware, a generation model 267

with an integrated retrieval module, detailed in Sec- 268

tion 4.2. 269

4.1 MatchText 270

MatchText is a commentary expansion pipeline that 271

bridges the granularity mismatch between visual 272

content and sparse textual commentary in existing 273

datasets. 274

4.1.1 Problem Formulation 275

We consider a soccer match video extracted from 276

the SoccerNet-Caption, and denote it as D = 277
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Video Embeddings
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MLP
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Figure 4: MatchText, our proposed automatic commentary expansion pipeline. (a) Overview of our proposed
pipeline. We use a Q-Former to bridge visual features and the encoder-decoder model, allowing visual features and
sparse commentary to guide the generation of dense commentary. (b) Details of the Q-Former module.

{V, C}, where V = {V1,t1 , . . . , Vn,tn}, Vi,tj rep-278

resents the video clip i at timestamp j, and C =279

{C1,t1 , . . . , Cn,tn}, Ci,tj denotes the commen-280

taries aligned to the timestamps. Our goal is to281

extract additional semantic features from the vi-282

sual content that are not explicitly described in283

the commentary. We apply a Q-Former mod-284

ule(Li et al., 2023) to obtain learnable visual rep-285

resentations from V , i.e., F = {F1,t1 , . . . , Fn,tn},286

where Fi,tj denotes the visual feature aligned to287

the timestamp. The combined input is represented288

as I = {[F1,t1 ;C1,t1 ], . . . , [Fn,tn ;Cn,tn ]}. Output289

is an enriched version of the commentary, repre-290

sented as O = {C1,t1 + S1,t1 , . . . , Cn,tn + Sn,tn}.291

Here, Si,tj denotes the additional language repre-292

sentation learned from visual features via a set of293

learnable queries. In summary, the overall pipeline294

is formalized as:295

O = Φ(Q(V), C),296

where Q(V) represents the Q-Former outputs based297

on soccer match video V , C is the original sparse298

commentary, subsequently expanded by the com-299

mentary expansion pipeline Φ.300

4.1.2 Architecture301

As depicted in Figure 4, we develop our com-302

mentary expansion pipeline based on an encoder-303

decoder architecture. This pipeline enriches the304

original sparse commentary by integrating learn-305

able visual features.306

Commentary Expansion Pipeline. Given a 307

sequence of video clips, a pre-trained, frozen vi- 308

sual encoder first extracts low-level visual features. 309

These features are then passed into a trainable Q- 310

Former module equipped with learnable queries 311

to generate compact visual representations. The 312

resulting visual features are concatenated with the 313

original textual commentary and subsequently pro- 314

cessed by the encoder-decoder model. Our pro- 315

posed pipeline generates enriched outputs based 316

on the original commentaries and combined with 317

complementary information from visual features. 318

Visual Feature Extraction. Each query in the 319

Q-Former interacts with low-level visual features 320

through a multi-layer Transformer architecture that 321

leverages cross-attention mechanisms. The output 322

representations are then passed through an MLP 323

layer to match the dimensionality of the encoder 324

input. 325

By applying MatchText, we conduct extensive 326

experiments with different visual features to enrich 327

the sparse commentary. Specifically, we expand 328

the remaining part of SoccerNet-Caption, covering 329

424 soccer match videos and resulting in 27,207 330

dense video-text pairs. 331

4.2 MatchAware 332

MatchAware is designed to generate dense and 333

context-aware commentary by first offering an ini- 334

tial description of the current event and then retriev- 335

ing relevant historical events from a memory bank 336

to enrich the output. 337

5



Visual Encoder

QFormer …

…

Commentary Tokens

Positional Embeddings

Autoregressive 
Decoder

<s>   The  referee  blows

…

…The referee blows  his

(a) Commentary Expansion Pipeline
(b)Visual Feature Extraction

…

…

…

Video Embeddings

Self Attention

Cross Attention

Feed Forward

…

MLP

: Frozen

: TrainableL
e
a
rn

a
b

le
 Q

u
e
rie

s

…
Visual Prefix

Video

Commentary Tokens

…

LLM Decoder

…

Memory Bank

The referee bl…

CHANCE! Cri…

One of the def…

…

Retrieval

Generator

Commentary
(a) Generation Model (b) Generator

… …

Bidirectional
Encoder

Autoregressive 
Decoder

Both team have      </s>…

…<s> Both team have 

Figure 5: The overview of our proposed commentary generation model, MatchAware. (a) The initial generated
commentaries are stored in the memory bank for further usage. (b) The context-aware commentary generator is
based on an encoder-decoder model. By combining the retrieved event from the memory bank and the current
generated commentary, the generator produces analytical content.

4.2.1 Problem Formulation338

Given a video-text pair denoted as D =339

{V, C}, where V = {V1,t1 , . . . , Vn,tn} and C =340

{C1,t1 , . . . , Cn,tn} represent the video clips and341

commentaries, and their corresponding timestamps,342

separately. Our goal is to develop a video-language343

model augmented with a retrieval module. For344

each video clips Vi,tj , the model generates an345

initial commentary commentary Ĉi,tj , then re-346

trieve relevant event from memory bank B =347

{Ĉ1,t1 , . . . , Ĉj,tj} where j < i, thus obtain a348

commentary Ĉl,ti = R(Ĉi,ti , Ĉj,tj ), where R de-349

notes the Retrieval function, that summarizes both350

match trends and long-term game content. The351

final output is represented as O = [Ĉi,ti ; Ĉl,ti ] =352

[ϕ(Vi,ti);R(Ĉ1,t1 , . . . , Ĉj,tj )]353

4.2.2 Architecture354

As shown in Figure 5, our proposed architec-355

ture contains two main components. A video-356

language generation module that produces com-357

mentary based on the current video clip, retrieval-358

augmented generator that generates long-term his-359

torical context by leveraging previous events.360

We extract frame-wise visual features from the361

input video clips using a pre-trained frozen visual362

encoder. These visual features are then processed363

by Q-Former, where a set of learnable queries inter-364

act with the visual inputs through a Transformer to365

extract high-level semantic representations. For the366

commentary generation, we adopt an architecture367

similar to MatchVoice (Rao et al., 2024), where368

these representations are used to guide the initial369

soccer generation. 370

Meanwhile, the retrieval-augmented generator 371

maintains a memory bank that stores previously 372

generated commentaries and their corresponding 373

timestamps. Upon generating initial commentary 374

Ĉi, it searches semantically relevant past events in 375

the memory bank. In order to simulate the situa- 376

tion of real human commentary, we adopt a time- 377

sensitive similarity score. If the time difference be- 378

tween the current timestamp and the retrieved event 379

is within a certain threshold, i.e., ∆t ≤ T , the final 380

score is calculated as Score = sim(Ĉi, Ĉ). Oth- 381

erwise, the final score is penalized by a temporal 382

decay factor to reduce the influence of events that 383

are temporally distant, i.e., Score = sim(Ĉi, Ĉ) · 384

e
−α·

(
∆t−T

ρ

)
, where α stands for the decay rate, ρ 385

is the scaling factor that adjusts the sensitivity of 386

the decay. 387

5 Experiments 388

In this section, we present our experiments and 389

results. We first explain how we chose the visual 390

features used in our MatchText, as detailed in Sec- 391

tion 5.1. Based on the selected features, we then 392

conduct extensive experiments and ablation studies 393

for SCORE, which are reported in Section 5.2. 394

5.1 Experiment 1 395

The goal of this experiment is to compare different 396

visual features that contribute to better commentary 397

expansion in the MatchText pipeline, and to select 398

the one that yields the best performance for use in 399

subsequent experiments. 400
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Dataset Visual F B@1 B@4 M R-L C

SN-C - 48.66 45.45 57.37 68.95 1.16

SN-S

Baidu 59.94 51.80 62.32 64.79 3.75
ResNet(2) 59.71 50.76 62.27 63.51 3.71
ResNet(5) 59.68 51.44 62.17 64.02 3.74

CLIP 60.01 51.70 62.10 64.48 3.74

Table 2: Performance comparison of different visual
features on our commentary expansion pipeline. For
clarity, we also directly compare SoccerNet-Caption
with SN-Short on corresponding parts. Best scores are
in red, second best in blue.

Implementation Details. We adopt three off-401

the-shelf visual feature extractors: CLIP (Rad-402

ford et al., 2021), Baidu (Zhou et al., 2021), and403

ResNet (He et al., 2016). CLIP features are ex-404

tracted at 2 FPS, Baidu at 1 FPS, and ResNet at405

both 2 FPS and 5 FPS. We set the number of learn-406

able queries in the Q-Former architecture to 32 and407

use BART (Lewis et al., 2019) as the backbone408

generation model, which is fine-tuned on the train-409

ing set of SN-Short for 20 epochs using a learning410

rate of 5e-6. We also freeze its lower encoder and411

decoder layers during training. All experiments are412

conducted on a single NVIDIA RTX A100 GPU.413

We adopt SoccerNet-Caption as the textual input414

and evaluate the results on the test set of SN-Short.415

Results. As shown in Table 2, integrating vi-416

sual features improves BLEU (Papineni et al.,417

2002), METEOR (Banerjee and Lavie, 2005),418

and CIDEr (Vedantam et al., 2015) scores except419

ROUGE-L (Lin, 2004). In particular, the sig-420

nificant improvement in CIDEr suggests that the421

outputs contain more distinctive and semantically422

dense content. Based on the result, we adopt Baidu423

features to expand the sparse commentary dataset.424

5.2 Experiment 2425

In this experiment, we compare our SCORE with426

baselines to validate its effectiveness. We adopt427

SN-Short and SN-Long as benchmarks and conduct428

two separate evaluations accordingly.429

Implementation Details. In addition to the vi-430

sual features described in Section 5.1, we also in-431

clude C3D (Tran et al., 2015). We use LLaMA-3-432

8B as the LLM decoder and BART for the back-433

bone of the retrieval-augmented generator. The 32434

of learnable queries from Q-Former are projected435

to a 4096-dimensional space to match the hidden436

size of the LLM decoder layers. The initially gener-437

ated commentaries are stored in the memory bank438

for context-aware content generation. The com-439

mentary generation model is trained for 40 epochs 440

with a learning rate 1e-5. The retrieval-augmented 441

generator is trained on the training set of SN-Long 442

for 20 epochs with a learning rate 1e-5. The time- 443

sensitive similarity function is parameterized with 444

T = 600, α = 0.3, and ρ = 900. All experiments are 445

conducted on a single NVIDIA RTX A100 GPU. 446

Baseline. We adopt the MatchVoice (Rao et al., 447

2024) as our baseline architecture and train it sepa- 448

rately on the SoccerNet-Caption and training set of 449

SN-Short. 450

Results. We adpot BLEU, METEOR, ROUGE 451

and CIDEr score to evaluate the quality of gener- 452

ated commentaries. Specifically, we conduct ex- 453

periments with two settings: with and without the 454

retrieval-augmented generator. The results are eval- 455

uated on both SN-Short and SN-Long to present a 456

comprehensive view of the performance. Table 3 457

compares the results with different visual features 458

used. 459

We first conduct experiments using the SCORE 460

model without the retrieval-augmented genera- 461

tor, and compare it against MatchVoice trained 462

on SoccerNet-Caption and SN-Short. The re- 463

sults show that SCORE without Retrieval outper- 464

forms the baselines across all of the metrics. This 465

shows the effectiveness of MatchText in expanding 466

commentary. Next, we investigate the proposed 467

retrieval-augmented generator and conduct exten- 468

sive comparisons on the SN-Long dataset. The 469

results show that SCORE achieves the best perfor- 470

mance across all evaluation metrics and all types 471

of visual features. 472

Our extensive experiments demonstrate that 473

(i) MatchTime, our proposed automatic expan- 474

sion pipeline, produces more semantically dense 475

and informative commentaries compared to the 476

SoccerNet-Caption. (ii) The retrieval-augmented 477

generator significantly enhances performance 478

across all metrics, demonstrating its effectiveness 479

in generating context-aware commentary. (iii) The 480

proposed SN-Short and SN-Long are very chal- 481

lenging datasets, containing more analytical and 482

context-aware commentaries. This leads to a no- 483

table performance drop in models without retrieval 484

enhancement, which also reveals the lack of re- 485

search on event memory in the current soccer com- 486

mentary generation approaches. 487

5.3 Ablation studies 488

Retrieval-Augmented Generator. We conduct the 489

ablation study on our retrieval-augmented genera- 490

7



Method Visual Features BLEU-1 BLEU-4 METEOR ROUGE-1 ROUGE-L CIDEr

SN-Short

MatchVoice
(Trained on

Soccernet-Caption)

C3D 14.55 2.90 8.42 21.67 16.18 5.35
Baidu 15.78 3.68 9.07 23.90 18.20 7.36

ResNet(2) 16.67 2.49 9.08 22.12 16.03 6.55
ResNet(5) 15.49 3.34 8.95 22.12 16.82 8.09

CLIP 13.79 1.48 7.84 19.21 14.04 4.21

MatchVoice
(Fine-tuned on

SN-Short)

C3D 19.79 1.85 9.45 22.74 15.94 5.06
Baidu 21.11 2.44 10.18 24.77 17.50 7.26

ResNet(2) 19.82 2.53 9.89 23.50 16.82 6.44
ResNet(5) 20.20 2.32 9.89 23.50 16.87 5.99

CLIP 19.66 2.12 9.78 23.11 16.62 5.86

SCORE
without

Retrieval

C3D 19.63 3.12 10.23 24.09 17.79 9.71
Baidu 23.43 4.72 11.48 27.47 20.49 14.35

ResNet(2) 21.27 3.35 10.67 24.83 18.08 11.10
ResNet(5) 20.34 2.69 10.60 25.29 18.41 10.81

CLIP 18.49 2.27 9.77 22.88 16.97 9.00

SN-Long

MatchVoice
(Trained on

Soccernet-Caption)

C3D 9.10 1.75 18.86 17.24 10.46 0.38
Baidu 9.75 2.17 19.66 17.63 11.18 0.27

ResNet(2) 11.92 1.57 19.44 17.55 11.31 0.51
ResNet(5) 10.34 1.99 19.08 17.37 11.05 0.72

CLIP 8.79 1.00 16.51 14.89 9.33 0.75

MatchVoice
(Fine-tuned on

SN-Short)

C3D 16.67 1.54 19.52 17.50 12.38 1.10
Baidu 17.25 1.90 20.83 18.67 13.21 1.35

ResNet(2) 16.24 1.98 20.29 18.48 12.74 1.70
ResNet(5) 17.13 1.84 20.16 18.15 12.84 1.45

CLIP 17.76 1.93 20.00 18.43 12.70 1.66

SCORE

C3D 30.80 6.34 26.55 24.17 21.84 6.90
Baidu 35.38 8.45 29.44 27.01 24.66 11.87

ResNet(2) 33.07 6.06 27.78 25.18 23.19 8.87
ResNet(5) 31.95 5.95 27.46 25.02 22.62 7.85

CLIP 29.03 4.77 25.30 23.05 20.09 4.83

Table 3: Evaluation results of different visual features on SN-Short and SN-Long. Best scores are in red, second
best in blue.

Method Visual F B@1 B@4 M R-1 R-L C

SCORE
w/o

Retrieval

C3D 15.13 2.19 19.83 18.19 12.69 1.66
Baidu 19.12 3.67 23.01 21.19 15.23 1.94

ResNet(2) 17.55 2.41 21.53 19.63 13.97 1.76

SCORE
C3D 30.80 6.34 26.55 24.17 21.84 6.90

Baidu 35.38 8.45 29.44 27.01 24.66 11.87
ResNet(2) 33.07 6.06 27.78 25.18 23.19 8.87

Table 4: Ablation study of the retrieval module in our
SCORE framework on the SN-Long dataset.

tor. We compare the performance of the full model491

with a variant that removes the retrieval module492

across different visual features.493

As depicted in Table 4, compared to SCORE494

w/o Retrieval, SCORE shows significant improve-495

ments across all metrics with all visual features.496

This highlights the effectiveness of our proposed497

retrieval-augmented generator, which enables the498

model to produce more context-aware and semanti-499

cally rich commentary by leveraging relevant his-500

torical information.501

6 Conclusion 502

In this paper, we propose two manually curated 503

datasets, SN-Short and SN-Long. SN-Short fo- 504

cuses on detailed scene-level descriptions, while 505

SN-Long captures the continuity of events through- 506

out a match. To address the challenges in both 507

datasets, we introduce SCORE, which comprises 508

two key components: MatchText and MatchAware. 509

MatchText leverages visual features and sparse 510

commentaries to generate dense training commen- 511

taries. MatchAware then produces context-aware 512

outputs by incorporating historical event informa- 513

tion. Our experimental results demonstrate that 514

integrating visual features and historical events en- 515

hances the analytical depth of soccer commentaries. 516

Furthermore, our retrieval-augmented generator 517

in MatchAware achieves consistent improvements 518

across all evaluation metrics, highlighting the criti- 519

cal role of temporal and contextual information in 520

sports commentary generation. 521
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Limitations522

First, we observe that the model struggles to dis-523

tinguish between visually similar events in certain524

situations (e.g., free kicks and corner kicks, goals525

and saved shots) which is consistent with what is526

reported in previous studies. Fine-tuning on more527

specific training data may help solve this issue.528

Second, due to the absence of player tracking529

and identification module, the model could not cor-530

rectly identify the players and output their names.531

Third, due to computing resources and dataset532

limitations, our memory bank can only store textual533

information. As a result, the retrieval-augmented534

generator performs tactical analysis based solely535

on text, and its contextual range is limited to within536

a single half of the match. Ideally, the system537

should extract relevant information from video and538

perform cross-match retrieval, to achieve deeper539

and longer-term analysis. We hope that larger-scale540

soccer datasets will become available in the future,541

which could support further research in automatic542

commentary generation.543
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