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ABSTRACT

Multimodal learning can complete the picture of information extraction by un-
covering key dependencies between data sources. However, current systems fail
to fully leverage multiple modalities for optimal performance. This has been at-
tributed to modality competition, where modalities strive for training resources,
leaving some underoptimized. We show that current balancing methods struggle
to train multimodal models that surpass even simple baselines, such as ensembles.
This raises the question: how can we ensure that all modalities in multimodal
training are sufficiently trained, and that learning from new modalities consistently
improves performance? This paper proposes the Multimodal Competition Regu-
larizer (MCR), a new loss component inspired by mutual information (MI) de-
composition designed to prevent the adverse effects of competition in multimodal
training. Our key contributions are: 1) Introducing game-theoretic principles in
multimodal learning, where each modality acts as a player competing to maximize
its influence on the final outcome, enabling automatic balancing of the MI terms.
2) Refining lower and upper bounds for each MI term to enhance the extraction
of task-relevant unique and shared information across modalities. 3) Suggest-
ing latent space permutations for conditional MI estimation, significantly improv-
ing computational efficiency. MCR outperforms all previously suggested training
strategies and is the first to consistently improve multimodal learning beyond the
ensemble baseline, clearly demonstrating that combining modalities leads to sig-
nificant performance gains on both synthetic and large real-world datasets.

1 INTRODUCTION

Exploiting multimodal data has made significant progress, with advances in generalizable represen-
tations and larger datasets enabling solutions to previously unattainable tasks [27; 29; 37; 43; 42;
44; 50; 53; 62]. However, studies indicate that multimodal data is often utilized suboptimally, un-
derperforming compared to ensemble unimodal models or even the best single modality [55; 60].
The expectation that adding a modality should improve performance, assuming independent errors
and above-chance predictive power [17], is frequently contradicted in practice.

Huang et al. [20] attribute this issue to modality competition, where one modality quickly minimizes
training error, misdirecting and suppressing the learning of others. Factors like noise levels, rela-
tionship complexity with the target, feature dimensionality, and data quality can cause one modality
to fit faster than another. This imply that adding task-relevant information doesn’t guarantee better
performance, primarily due to complications during training. To address these issues, it’s crucial to
monitor each modality’s contribution during training and apply corrective measures.

Several balancing strategies have been proposed to tackle this issue [5; 6; 9; 10; 21; 26; 28; 40;
41; 54; 55; 57; 60]. A central aspect of these methods is estimating each modality’s contribution
to the output. Most assume distributional independence between modalities on predicting the tar-
get, measuring contribution via unimodal performance [60; 26; 40; 6; 54]. Some methods bypass
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Figure 1: (Left) Illustration of the conditional mutual information (CMI) terms, CMI1 : I(X1;Y |
X2) and CMI2 : I(X2;Y | X1), representing the unique contributions (U1 and U2) of each modal-
ity to the target. The shared task-relevant information (S) between the modalities is defined as
I(X1;X2)− I(X1;X2 | Y ). (Right) Accuracy as a function of the ratio between the unique infor-
mation (U1) from modality X1 and the shared information (S) between the modalities. Synthetic
data are generated as X1 = N1 + Y,X2 = N1 + Y where N1, N2 are independent noise for each
modality. We consider S the percentage of the datapoints that both modalities have information
about the label Y , U1 and U2 when only one has with the other modality equating to noise for those
datapoints. In the experiment we keep U2 constant while changing U1 and S. As U1 increases and S
decreases, accuracy deteriorates, reflecting intensified multimodal competition. Among the various
methods, including Singleloss, Multiloss, Ensemble, unimodally pretrained and finetuned encoders
(Uni-Pre Fine), OGM [40], AGM [28], and MLB [26]our regularization method MCR demonstrates
a slower decline in accuracy. For further detals prease refer to Section 4.1

this assumption by estimating influence based on prediction differences between original and per-
turbed inputs [28; 21; 10]. Perturbations can take various forms, such as zeroing values [28], adding
Gaussian noise [10], or using task-specific augmentations [21; 31]. These methods aim to amplify
a modality’s influence by increasing the impact of perturbations on the output. However, this also
makes the network more sensitive to these changes (e.g., noise), risks becoming overly reliant on
the perturbations, and struggles to scale when multiple perturbations are required. Additionally, in-
creasing the contribution of one modality can be achieved by overshadowing others, leading to an
imbalance that undermines overall performance and makes the objective counterproductive.

Given these challenges, how can we design an efficient regularization method that addresses multi-
modal competition, ensuring balanced and effective learning across all modalities?

In this paper, we introduce the MULTIMODAL COMPETITION REGULARIZER (MCR), a loss func-
tion designed to promote the exploration of task-relevant information across all available modalities.
By decomposing the joint mutual information (MI), we separately model shared and unique task-
relevant information within the modalities. To efficiently capture the unique information from each
modality, we employ a computationally inexpensive permutation-based approach. Our method max-
imizes the lower bounds of each MI term to encourage the network to learn both shared and unique
information, while minimizing upper bounds on terms to suppress task-irrelevant information. We
frame the problem in a game-theoretic setting, exploring strategies that involve both collaboration
and competition among modalities to address the conflicting objectives that arise when increasing
all modalities’ contributions simultaneously. This approach allows their contributions to adapt dy-
namically, achieving balance during training.

We extensively evaluate MCR on synthetic datasets and several established real-world multimodal
benchmarks, including action recognition on AVE [49] and UCF [45], emotion recognition on
CREMA-D [4], human sentiment on CMU-MOSI [61], human emotions on CMU-MOSEI [63] and
egocentric action recognition on Something-Something [15]. Our results demonstrate that MCR
is the first balancing method to significantly improve supervised multimodal training over the en-
semble baseline across a variety of datasets and models. Our key contributions are summarized as
follows:
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1. An analysis of multimodal competition, defining the error increase caused in multimodal train-
ing, while demonstrating in our results that most previous methods do no outperform simple
baselines, such as unimodal ensembles.

2. A novel multimodal training strategy, MCR, designed to regularize multimodal competition,
which includes:

• Defining lower and upper bounds of the MI terms, encouraging the exploration of information
across all modalities.

• Introducing a game-theoretic perspective where modalities form the players that compete for
training resources, assisting the regularization through balancing the corresponding MI terms.

• Suggesting latent-space perturbations as an efficient way to estimate the lower bound of the
CMI reducing the computational cost of multiple forward passes.

2 ANALYSIS OF MULTIMODAL COMPETITION

Consider a dataset of N i.i.d. datapoints sampled from a distribution D, where each datapoint
consists of M modalities X = (X1, .., XM ) and a target Y . Our objective is to learn a pa-
rameterized function f : X; θ → Y . We define the unimodal encoder for each modality as
fm : Xm; θm → Zm, which encodes input Xm into a latent representation Zm. The fusion network
fc : [Z1, . . . , ZM ]; θc → Y takes these latent representations and predicts the target Y , as does
independently on each modality the unimodal task head fcm : Zm; θcm → Ym. The families of
unimodal and multimodal models are defined as follows:

Unimodal models Fum
: fum

(Xm; θum
) = fcm (fm (Xm; θm) ; θcm) , for m = [1, ..,M ]. (1)

Multimodal models F : f(X; θ) = fc (f1 (X1; θ1) , . . . , fM (XM ; θM ) ; θc) . (2)

For simplicity, we continue our analysis with M = 2, focusing on models with two modalities.

The limitation of supervised multimodal training

In supervised learning with multimodal inputs X1 and X2, the objective is to learn representations
Z1 = f1(X1; θ1) and Z2 = f2(X2; θ2) that, when combined through a fusion model fc(Z1, Z2),
accurately predict a target Y . This can be expressed as minimizing the expected task loss or by
maximizing the mutual information between the fused representation and the target:

(Z1, Z2) = argmax
Z1:=f1(X1;θ1),
Z2:=f2(X2;θ2)

I(fc(Z1, Z2);Y ). (3)

During training, the model often undertrains the weaker modality, prioritizing the more accessible
or higher-quality one. Such over-reliance on one modality limits the model’s ability to effectively
utilize all available information. Consequently, the mutual information becomes dominated by the
stronger modality, resulting in I(fc(Z1, Z2);Y ) ≈ I(Z1;Y ). In this scenario, the conditional mu-
tual information (CMI) I(Z2;Y | Z1) ≈ 0, indicating that once the model learns from Z1, the
information from Z2 contributes little to predicting Y . Appendix A.1 presents a brief experiment
demonstrating this phenomenon.

This phenomenon is not exclusive to multimodal learning. In single-modality feature learning, mod-
els often fit faster to dominant features, neglecting others that could enhance generalization. Regular-
ization techniques like L1/L2 penalties and dropout [38; 46] were introduced to encourage balanced
feature use and promote the learning of diverse patterns. While these techniques have become the
standard in training models, their adaptation to multimodal learning has proven more challenging.
For instance, Xiao et al. [58] attempted to apply dropout individually to each modality, but subse-
quent research [40] demonstrated that this approach is still limited in addressing the core issue. The
central problem lies in effectively regulating how modalities interact and compete, which remains
an open question in the field.

Multimodal competition

Multimodal competition occurs when the network primarily optimizes for one modality, leading to
a decline in generalization. That modality reduces training error by overfitting to the data, limiting
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Figure 2: Multimodal Competition Regularizer (MCR): The diagram illustrates the MCR frame-
work used to mitigate competition between modalities in multimodal learning. Raw data (X1 and
X2) are fed into the respective encoders, generating latent representations (Z1 and Z2). Each uni-
modal representation is permuted to create Z̃1 and Z̃2, and the three combinations are fed into the
Fusion Network, producing predicted outputs (Y , Y1, Y2). The comparison between the predictions
allows for an assessment of unimodal contribution. For instance, if Y ≈ Y1, then the disturbance
of Z1 had no impact on the result, indicating that the model relies solely on modality X2, mak-
ing the contribution of X1 negligible. The MCR loss consists of three components: LMIPD1 and
LMIPD2 maximize the Jensen-Shannon divergence (JSD) between the task output and predictions
with permuted modalities, ensuring that each modality has the maximum information contribution.
LCon encourages alignment between the representations of the modalities, promoting to capture
the shared information. LCEB applies the conditional entropy bottleneck to regulate the mutual in-
formation between the combined representation Z and the reconstructed output Ẑ. This framework
aims to balance the contributions of each modality while minimizing competition, allowing for more
robust multimodal representations.

gradient feedback to the other modalities. Huang et al. [20] demonstrate that in late fusion models
(i.e., θc = ∅), each modality has a probability of causing multimodal competition. They define the
phenomenon in terms of the correlation Γ = sup⟨X,W ⟩ of each input modalities and the weights of
the output layer. If a modality dominate the competition it causes the other modality to maintain its
initial (before training) correlation levels. We proceed this analysis by introducing the generalization
error ϵ resulting from the effects of multimodal competition.

Definition of Multimodal Competition Error (MCE): Let Γ1 and Γ2 represent the correlations of
modalities X1 and X2 with the output. If, at the end of training, Γ1 ≫ Γ2, and modality X2 has
predictive power greater than randomness (R(X2) < R(random)), while making errors independent
from those of X1 (E[e1e2] = 0, where e1 and e2 are the errors of X1 and X2, respectively), then for
a trained model f and its optimal solution f∗, there exists a multimodal competition error ϵ, such:

ϵ ≥ R(f∗)−Remp(f
∗) and ϵ ≤ R(f)−Remp(f) (4)

where R(f) = E[L(y, f(x))] and Remp(f) denote the generalization and empirical model risks.

A higher ϵ indicates a stronger effect of multimodal competition, implying that the dominance of
one modality significantly impacts the model’s generalization. In the following section, we introduce
MCR as method to minimize ϵ by maximizing each modality’s correlation with the output.

3 MULTIMODAL COMPETITION REGULARIZER

In this section, we introduce LMCR, a set of targeted loss components designed to directly address
and mitigate the challenges of multimodal competition. These losses are derived by framing the
multimodal learning task as optimizing the mutual information between the target Y and the joint
distribution of unimodal input features X = (X1, X2). The method is focusing on two input modal-
ities, though an extension to M modalities is presented in Appendix A.5. The motivation behind
these loss components stems from this formulation. To clearly define each loss, we first decompose
the mutual information into distinct terms:
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I(X1;X2;Y ) = I(X1;Y | X2) + I(X2;Y | X1)︸ ︷︷ ︸
Task-Relevant Unique Information

of each modality∼LMIPD

+ I(X1;X2)︸ ︷︷ ︸
Shared Information

LCon

− I(X1;X2 | Y )︸ ︷︷ ︸
Task-Irrelevant

Shared Information∼LCEB

. (5)

This decomposition is illustrated by the Venn diagram in Figure 1. The first two terms, the CMIs
I(X1;Y | X2) and I(X2;Y | X1), represent the unique information each modality holds about the
target that is not shared with the other modality. Maximizing these terms encourages the model to
extract modality-specific task-relevant features. The third term, I(X1;X2), quantifies shared infor-
mation between the modalities. Maximizing it encourages the model to align the representations
and effectively utilize the common information between [22; 39; 44].

The third term, I(X1;X2), quantifies how much information the two modalities share. Maximiz-
ing this term encourages the model to align the representations and effectively utilize the common
information between them [22; 39; 44]. The third term, I(X1;X2), quantifies the shared informa-
tion between the modalities. Maximizing this term encourages to explore common information and
aligns the representations, similar to how contrastive learning exploits multi-view redundancy to en-
hance representation quality [22; 39; 44]. The final term, I(X1;X2 | Y ), represents task-irrelevant
shared information. It penalizes the shared information between modalities but not useful for pre-
dicting the target. For each of these terms, we introduce a corresponding loss component. The total
regularization loss is defined as follows:

Regularization Loss: LMCR = LCon + LCEB + LMIPD,with (6)
Competition Terms: LMIPD = (LMIPD1

θ1

− LMIPD2

θ1

) + (LMIPD2

θ2

− LMIPD1

θ2

). (7)

The proposed regularizer consists of three key losses: LCon, a contrastive loss that captures shared
information between modalities, LCEB, which filters out task-irrelevant information, focusing on
relevant features for the downstream task, and LMIPD, which measures each modality’s affection
to the multimodal prediction by assessing output variations under perturbations. The latter has
contradicting terms since increasing the importance of one modality decreases the importance of
the other, and hence we model it as a game where each modality encoder (with parameters θ1, θ2)
competes to increase the importance of its own modality while decreasing the other. In the remainder
of this section, we will examine each component individually and further elaborate on framing
multimodal competition using game theory.

3.1 APPROXIMATING MI TERMS

To approximate each CMI and capture the unique contribution of each modality, the Mutual Infor-
mation Perturbed Difference (MIPD) serves as a surrogate function, measuring how input pertur-
bations affect the model’s output. By comparing predictions with and without these perturbations,
MIPD estimates how much information each modality provides. If a modality is crucial, altering its
input should significantly change the output, revealing its importance.

The perturbed version of modality X1 is denoted as X̃1. We use permutations as our perturbation
method, which will be detailed further in Section 3.3.

Estimating the CMI directly I(X1;Y | X2) = H(Y | X2)−H(Y | X1, X2) is typically intractable.
Instead we use the MIPD, which is defined as:

MIPD(X1;Y | X2) = I(X1;Y | X2)− I(X̃1;Y | X2) ≤ I(X1;Y | X2). (8)

Using the entropy interpretation of the mutual information terms, each CMI can be expressed as the
difference of the log probabilities with and without the perturbations:

MIPD(X1;Y | X2) = H(Y | X2, X̃1)−H(Y | X2, X1)

= E y ∼ p(y)
x1, x2 ∼ p(x1, x2, y)

[
−E x̃1∼p(x1) [log p(y | x2, x̃1)] + log p(y | x2, x1)

]
.

(9)
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Figure 3: In this figure, we highlight a specific part of our training process to demonstrate how
different competition strategies between modalities are applied. The gradient multiplier adjusts the
video encoder’s behavior toward Audio Importance (Importance2). When k = 1, the video encoder
collaborates to boost Importance2. At k = 0, it remains neutral. At k = −1, it competes by reducing
Importance2 to increase its own (Importance1). This is based on the principle that Total Importance
(Importance2 + Importance1) remains constant.

Moreover, we employ the Jensen-Shannon divergence (JSD) [32], which is symmetrically bounded,
to avoid training instabilities leading to the following objective:

LMIPDX1
= −MIPD(X1;Y | X2) = −E y ∼ p(y)

x1, x2 ∼ p(x1, x2, y)
x̃1 ∼ p(x1)

[JSD(P (y | x2, x1), P (y | x2, x̃1))] .
(10)

Next, the I(X1;X2) MI term measures how much information the two modalities share with each
other. It the common patterns between the two, ensuring that the model recognizes and aligns these
shared aspects. We exploit the available label information employing the supervised contrastive loss
[24] LCon. The term is defined as follows:

LCon(X1, X2) = Ex1, y ∼ p(x1, y)
x+2 ∼ p(x2 | y)
x−2 ∼ p(x2 | ¬y)

[
log

ψ(x1, x
+
2 )∑

k ψ(x1, x
−
2 )

]
, (11)

where ψ is the critic function, which, in our case, is the exponential dot product. Minimizing the
LCon, maximizes a lower bound on both the MI between the two modalities and the CMI terms:

I(X2;Y |X1) + I(X1;Y |X2) + 2 · I(X2;X1) ≥ logN − LOpt
Con (12)

AsN increases the bounds becomes tighter, while the bound is not affected by the number of positive
samples (same class datapoints). More details are provided in Appendix B.

Finally, I(X1;X2 | Y ) captures irrelevant shared information between modalities, and minimizing
an upper bound on this ensures the model retains only task-relevant content. For this purpose, we
exploit CEB [7], targeting superfluous information in multimodal representations via a reconstruc-
tion loss. A small reconstruction head, h : Y ; θh → Z = (Z1, Z2), predicts back into the latent
space, effectively filtering out irrelevant content:

LCEB(X1;X2) = Ex1,x2,y∼p(x1,x2,y) ∥[f1(x1), f2(x2)]− h(p(y | x1, x2))∥2 (13)

Penalizing irrelevant information has been shown to enhance calibration and robustness [8], but it
must be carefully evaluated, as it can introduce constraints that may hinder overall performance.

3.2 THE GAME OF MULTIMODAL FUSION

In this section, we present the game-theoretic approach used to balance the terms of the proposed
multimodal training regularizer. The key insight is that the total contribution from all modalities,
expressed through modality importance, remains constant. This implies that when one modality’s
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contribution increases significantly, it may diminish the contributions of other modalities. This
allows to frame multimodal competition as a constant-sum game where each modality acts as a
player. The LMIPD corresponding to each modality represents the payoff function for that modality,
where each modality aims to maximize its own contribution to the overall output. The players take
concurrent actions, as each modality is updated during every optimization step. We constrain the
players’ actions by enforcing a fixed strategy throughout the entire training process. We explore
three strategic actions for the modalities:

• Collaborative Actions: All modalities work together to increase each other’s contributions. The
LMIPD terms are applied across all parameters, resulting in a joint minimization, min

θ
LMIPD

• Independent Actions: Each modality focuses on maximizing its own contribution by optimizing
its respective LMIPD term, without regard to the contributions of other modalities, leading to
min
θi

LMIPDXi
.

• Greedy Actions: Each modality seeks to maximize its own contribution by: 1) minimizing its
own LMIPD term, and 2) maximizing the LMIPD terms of other modalities. In the constant-sum
game, reducing the influence of other modalities enhances its own contribution, resulting in a
min-max strategy, min

θi
max
θ¬i

LMIPDXi

1.

In Figure 3, we provide an example of the choices the video modality can make, illustrating how it
can either assist, ignore, or diminish the importance of the audio modality. By default, we adopt the
greedy actions strategy, unless otherwise specified.

3.3 PERTURBATIONS

To measure the importance of modality X1, we observe the difference in its predictive output when
presented with {X̃1, X2} compared to the normal input {X1, X2}.

Previous works have explored various perturbation techniques. Gat et al. [10] used additive noise to
estimate functional entropy by maximizing output variance. Maximizing this variance can increase
sensitivity to noise, undermining the goals of Lipschitz smoothness [1] and adversarial robustness
[47]. Ji et al. [21] and Liang et al. [31] proposed task-specific augmentations, that may not be
available in most tasks and modalities, while their method relies heavily on the success of these aug-
mentations. Li et al. [28] employed zero-masking to estimate Shapley values and trained directly to
maximize them. However, Shapley values can produce arbitrary or unreliable estimates, particularly
in high-dimensional settings [35]. Additionally, each of these methods perturbs the input, requiring
extra forward passes and proportionally increasing computational and memory demands.

To address the limitations of the suggested perturbations and face their computational need, we
propose as perturbation to use within-batch permutations σe ∼ Uniform(P), where P represents
the set of all possible permutations [11]. Permutations differ from previous methods by applying the
transformation directly to the latent space, eliminating the need for multiple forward passes through
the unimodal encoders, thereby reducing both computational and memory overhead. To analyze
the effects of permutations, we examine two cases separately: when the label of the original data
matches the label of the permuted pair, and when it does not:

1. Matching Labels: The normal and perturbed latent vectors represent the same class, allowing
us to test if changes in task-irrelevant information impact the output, resembling the optimal
augmentation described in Liang et al. [31]. Maximizing their output difference can help the
model spread the datapoint representations within the class boundaries.

2. Non-Matching Labels: In this case, the normal and perturbed latent vectors belong to different
classes. Maximizing their output difference can promote better class discrimination, refining the
decision boundaries and reinforcing model’s robustness and calibration on out-of-distribution
cases.

A detailed analysis of the computational benefits of applying perturbations to the latent space is
provided in Appendix A.6, along with a comparison of perturbations in Appendix C.1.

1The notation ¬i refers to the rest of the modalities except i.

7



Algorithm 1 Multimodal Training with MCR
Input: Training dataset D with modalities X1, X2, . . . , Xn, output labels Yt, multimodal model

f ∈ F , initialized unimodal encoders θi, reconstruction model h, λuni, λM Lagrangian coefficients

1: for each epoch do
2: for each batch (X1, .., Xn, Yt) sampled from D do
3: Estimate Y,Z1, .., Zn = f(X1, .., Xn)

4: Compute Ltask(f(X1, .., Xn), Yt) and Luni
task = λuni

∑M
i=1 Ltask(f

u
i (Xi), Yt)

5: Compute the LCon with Eq. 11 and LCEB with Eq. 13
6: Sample Pe permutations and compute permuted pairs on the latent space Z
7: Pass each pair through the fusion model fc to get predictions Ỹi with modality i permuted
8: Compute LMIPD = λM

∑M
i=1 LMIPDxi

using Eq. 10 and the corresponding strategy
9: Compute LMCR from Eq. 6

10: Update with Ltotal = Ltask + Luni + LMCR

11: end for
12: end for

4 EXPERIMENTS

We perform extensive experiments on synthetic and real-world multimodal datasets to evaluate the
effectiveness of our proposed method, MCR, against various baselines and previous methods:

Unimodal Training: Separate training for each modality.

Ensemble: Combines unimodal predictions without any further training.

Joint Training: Trains all modalities under a single-loss objective, without any balancing.

Multi-Loss [52]: Incorporates additional unimodal task losses alongside the joint objective.

MMCosine [59]: Equalizes modality contributions by standardizing features and weights.

MSLR [60]: Adapts unimodal encoders’ learning rates based on validation performance.

PMR [6]: Similar to Multi-Loss, uses prototype classifiers and adjusts unimodal loss weights.

OGM [40]: Extracts unimodal performance from the last layer, compares improvements, and mod-
ulates gradients by adjusting each encoder’s learning rate.

AGM [28]: Uses zero-masking Shapley values as predictor for the unimodal task losses and mod-
ulate them by adjusting their coefficients.

MLB [26]: Combines Multi-Loss for enhanced unimodal performance assessment and adjusts each
encoder’s learning rate.

Uni-Pre Frozen: Uses pre-trained unimodal encoders with frozen weights during joint training.

Uni-Pre Finetuned: Employs pre-trained unimodal encoders, fine-tuned during joint training.

4.1 SYNTHETIC DATASET

We generate an artificial scenario where the mutual information between the label and the modal-
ities varies, demonstrating the phenomenon of modality competition. Although many factors can
contribute to this effect, a comprehensive exploration is beyond the scope of this work. Instead, we
focus on the imbalance in modality informativeness to highlight the motivation behind our approach.

Data: We generate task-irrelevant information for each modality by sampling N1, N2 ∼ N (0, I)
and the 5-class label Y from a uniform distribution Y ∼ Uniform(5). Using fixed transformations,
similar to Liang et al.[31], each modality is converted into a high-dimensional vector. We relate both
modalities to the label through a linear relationship: X1 = N1 + Y and X2 = N2 + Y . Data points
are distributed such that either both modalities contain label information (Shared Information) or
only one of the modalities (Unique Information). We vary the percentage of data points with shared
and unique information to analyze how models perform under different conditions.
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Results: Figure 1 shows the performance on synthetic data, comparing our method (MCR) with
several baselines. As the shared information S among the modalities decreases, and the unique
information of one modality U1 increases while the U2 remains constant, we observe for all methods
a performance drop. MCR maintains the highest accuracy across all combinations, demonstrating
the slowest decline and highlighting its robustness to such imbalance.

4.2 REAL-WORLD DATASETS

Datasets: We explore several real-world datasets, primarily with video, optical-flow, audio, and text
modalities, that have either been identified as exhibiting significant imbalance among modalities or
serve as standard multimodal benchmarks:

CREMA-D [4]: An emotion recognition dataset featuring 91 actors expressing 6 distinct emotions.
AVE [49]: A collection of videos with temporally aligned audio-visual events across 28 categories.
UCF [45]: An action recognition dataset consisting of real-life YouTube videos.
CMU-MOSEI [63]: Large-scale multimodal sentiment analysis dataset with 23k monologue clips.
CMU-MOSI [61]: Multimodal sentiment analysis dataset with over 2k YouTube video clips.
Something-Something (V2) [15]: Contains 220k clips of individuals performing 174 hand actions.

Models: We employ a variety of models and backbone encoders to examine the behavior of both
smaller-scale models trained from scratch and larger, more complex models pretrained with self-
supervised learning (SSL). This combination allows us to demonstrate that our method is effective
in both limited data scenarios without pretraining and in cases with ample data where the goal
is fine-tuning. We utilize ResNet-18 and small-scale Transformers as alongside with state-of-the-
art models like Conformer [14] Swin-TF [33]. Detailed model configurations for each dataset are
provided in Appendix A.2. These choices aim to bridge the gap between theoretical work and
practical application.

Table 1: This table compares the proposed MCR method with several baselines across the addi-
tional datasets: CMU-MOSEI, CMU-MOSI, and Something-Something. Results are shown for
different modality combinations (e.g., V-A-T: Video-Audio-Text), using Transformer and Swin-TF
backbones. MCR consistently outperforms other methods across all configurations.

Transformer Swin-TF
MOSEI MOSI Something-Something

Method V-T V-A-T V-T V-A-T V-OF

Unimodals V: 63.6 A: 64.3 T: 79.9 V: 53.5 A: 54.9 T: 70.7 V:61.6 OF:50.6

Ensemble 77.4 76.6 69.8 43.3 64.8
Joint Training 80.5 81.2 74.7 73.9 56.3
Multi-Loss 80.8 79.9 75.3 72.0 59.6
OGM [40] 80.6 - 75.2 - 58.3
AGM [28] 79.5 80.6 75.3 75.2 56.9
MLB [26] 80.8 81.1 75.0 74.5 61.3
Uni-Pre Frozen 80.5 79.8 70.6 70.6 64.2
Uni-Pre Finetuned 80.7 80.1 73.8 71.2 61.9
MCR 81.2 81.6 76.1 77.9 65.0

Results: In Figure 4 and in Table 1 we present the accuracy comparison among the different baseline
methods on our datasets. In the figure we provide accuracy as a comparison with that of Ensemble
to highlight the difference between multimodal and unimodal training capabilities. We use both
backbone encoders where we identified good SSL pretrained fit models: Conformer [14](in orange)
and ResNet (in blue). Positive values indicate an improvement over the ensemble baseline, while
negative values signify a decline in performance. Our main observations are:

a) Most previous methods and baselines fail to outperform the Ensemble, often showing negative
accuracy differences, particularly on the CREMA-D and AVE datasets. These methods do not
adequately address the modality competition problem, leading to a worse generalization error
struggling to leverage the given multimodal data, regardless of the chosen backbone model.
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b) Our method, MCR, stands out as the only approach that consistently achieves better across all
datasets and backbone models. Notably, MCR outperforms consistently the Ensemble baseline
across all models and datasets, demonstrating its effectiveness in balancing modality contribu-
tions under several different configurations.
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Figure 4: Accuracy(%) difference compared to the Ensemble baseline for various methods across
three datasets: CREMA-D, AVE, and UCF101. Results are shown for two backbone models: Con-
former (orange) and ResNet (blue). Positive values indicate an improvement over the Ensemble,
while negative values represent a performance drop. Most existing methods fail to outperform the
Ensemble, which does not utilize any multimodal learning. In contrast, our proposed method, MCR,
consistently achieves positive accuracy differences, surpassing both the previous suggested methods
and our own defined baselines.

4.3 ABLATION STUDY

Strategy: We perform an ablation study to test our hypothesis that framing multimodal competi-
tion regularization as a game benefits the model by avoiding destructive loss interactions in each
backbone encoder. Table 2 compares the three strategies: Collaborative, Independent, and Greedy.
The results show that, across the models allowing backbone encoders to maximize their own CMI
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term and concurrently minimizing the others (Greedy strategy) consistently yields the best perfor-
mance. This result demonstrates that framing multimodal models as competing modalities using
game-theoretic principles in the loss terms can be beneficial in balancing these loss terms.

Table 2: Ablation Study: Game Strategies – Comparison of model accuracy for different game
strategies: Collaborative, Independent, and Greedy, using both ResNet and Conformer backbones.

Collaborative Independent Greedy
Model Setting min

θ
LMIPD min

θi
LMIPDXi

min
θi

max
θ¬i

LMIPDXi

ResNet + MCR 73.4±3.0 76.0±2.0 76.2±1.7

Conformer + MCR 82.9±0.7 82.9±1.4 85.7±0.2

Loss Components: Table 3 presents the model’s performance comparison when different loss com-
ponents are applied. The models utilize pretrained initialization: ResNet with unimodal pretraining
and Conformer with SSL. Two key observations can be made:

1. The concurrent exploitation of both LMIPD and LCon is yielding consistent improvement.
Exploiting them separately leads to smaller improvement for LCon and even to a decline for
LMIPD. suggests that alignment in the latent space between the modalities is necessary for the
permutations to be effective.

2. The LCEB term, which penalizes task-irrelevant information, improves the Conformer model’s
performance, likely due to its pretraining on large, unlabelled datasets that introduce such ir-
relevant information. In contrast, for the ResNet model, where pretraining already focuses on
task-related information, the LCEB term does not provide additional benefits.

Table 3: Ablation Study: Regularization Components – Accuracy (%) of ResNet and Conformer
models across datasets with different combinations of MCR components: LMIPD, LCon, and
LCEB . Results indicate that combining LMIPD and LCon is crucial for improvement, while LCEB

does not benefit all models.

MCR Components ResNet Conformer
LMIPD LCon LCEB CREMA-D AVE UCF CREMA-D AVE

73.4±2.5 71.1±1.4 50.0±2.0 84.1±0.6 87.9±1.1

✓ 74.1±2.9 72.1±0.5 49.4±1.9 83.9±1.8 87.8±1.7

✓ 73.4±2.1 72.6±0.6 54.8±1.2 84.5±0.3 88.7±1.4

✓ ✓ 76.2±1.7 73.3±0.5 55.1±0.6 84.5±0.3 88.7±1.4

✓ ✓ ✓ 75.6±1.9 72.1±0.9 54.7±1.1 85.7±0.2 88.8±1.0

4.4 ANALYSIS OF MULTIMODAL ERROR

In this section, we investigate the specific data points that MCR prioritizes during training. The
framework is designed to balance and enhance the independent contributions of each modality
through the CMI terms, while strengthening their shared contributions via the contrastive loss. How-
ever, no specific term explicitly addresses the synergetic, emergent information that arises from the
interplay between modalities. The underlying expectation is that encouraging modalities to improve
concurrently would naturally lead to such synergetic behavior. Here, we conduct a post-hoc error
analysis to examine the results and better understand the benefits that MCR provides.

We analyze a matrix comparing the unimodal wrong and correct predictions with those from mul-
timodal models trained using various methods, including Ensemble, Joint Training, AGM, MLB,
and MCR. As shown in Figure 5, a consistent pattern emerges across different dataset/model pairs.
MCR outperforms previous methods in cases where at least one modality independently makes the
correct prediction, with the ResNet-based models even surpassing the Ensemble in this category.
However, we observe that while MLB and AGM struggle to retain unimodal information effectively,
they consistently perform better at discovering new emergent information. MCR improves upon this
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Figure 5: Error comparison matrices across pairs of datasets and models, comparing unimodal pre-
dictions with multimodal models trained using various methods, including Ensemble, Joint Training,
AGM, MLB, and MCR. Each column of the confusion matrix represents cases where both unimodal
predictions are incorrect, where only one is correct, and where both are correct. The results highlight
that MCR consistently performs well in cases where at least one unimodal prediction is correct, with
ResNet-based models surpassing even the Ensemble in this category. Additionally, MLB demon-
strates stronger performance in discovering emergent information, highlighting a current limitation
of MCR in this aspect.
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in certain instances by approaching the best-performing baselines but it generally shows a decline
in that category. This analysis is encouraging for two reasons: it highlights a significant percentage
of unimodal information that is not adequately leveraged by the multimodal model, and it indicates
potential for further improving the discovery of emergent information, both of which are crucial
for achieving performance gains that justify the effort required to collect, process, and compute the
additional multimodal data.

5 DISCUSSION

This paper examines the challenge of modality competition in multimodal learning, where cer-
tain modalities dominate the training process, resulting in suboptimal performance. We introduce
the Multimodal Competition Regularizer (MCR), a novel approach inspired by information theory,
which frames multimodal learning as a game where each modality competes to maximize its con-
tribution to the final output. MCR efficiently computes lower and upper bounds to optimize both
unique and shared task-relevant information for each modality. Our extensive experiments show
that MCR consistently outperforms existing methods and simple baselines on both synthetic and
real-world datasets, providing a more balanced and effective multimodal learning framework. MCR
paves the way for fulfilling the long-standing promise of multimodal fusion methods to achieve
performance that surpasses the combined results of unimodal training.

Looking ahead, further advancements could involve incorporating additional terms to explicitly
encourage synergetic interactions between modalities, alongside an exploration of game-theoretic
modeling to enable more flexible and adaptive strategies. Future work may focus on refining these
strategies, enabling individualized and adaptive decisions for each modality, and tightening mutual
information bounds to unlock even greater performance improvements.
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A APPENDIX / SUPPLEMENTAL MATERIAL

A.1 EVIDENCE OF LIMITATIONS OF SUPERVISED MULTIMODAL TRAINING

Identifying the instances where supervised multimodal training collapses is often easier than resolv-
ing the issue itself. Nevertheless, it is crucial to understand both these limitations and why simple
solutions might not suffice. To explore this, we utilize a ResNet-18 backbone on the CREMA-D
dataset, employing audio and video as the two modalities. These modalities are concatenated just
before the final linear layer. We measure multimodal performance at the end of each epoch and,
simultaneously, perform linear probing on each modality to evaluate their individual contributions
throughout training.

In Figure 6, it is clear that the performance of the multimodal model aligns closely with that of
the audio modality alone, suggesting that the model heavily relies on audio while neglecting the
video modality. This lack of exploration results in the video modality remaining at chance-level
accuracy throughout training. As a result, the model fails to leverage the any information available
in the video modality and performs significantly worse than an ensemble of the unimodally trained
models.
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Figure 6: Accuracy of the multimodal model on the CREMA-D dataset across training epochs,
showing the performance of the full multimodal model (blue) and individual modality linear prob-
ing for audio (orange) and video (green). The dashed red line represents the accuracy of a unimodal
ensemble model, highlighting how the model’s over-reliance on the audio modality negatively im-
pacts the utilization of the video modality

A.2 DATASETS

CREMA-D [4]: is an emotion recognition dataset with audio and video modalities.It features a
diverse group of 91 actors, covering a wide range of ages, ethnicities, and genders. To ensure
consistency, each actor is positioned at an equal distance from the camera, expressing six distinct
emotions: Happy, Sad, Anger, Fear, Disgust, and Neutral. In alignment with methodologies from
prior studies [40; 28; 6], video frames are sampled at 1 fps, selecting 3 consecutive frames, while
audio segments are sampled at 22 kHz, capturing 3 seconds that correspond with the chosen video
frames. Audio analysis utilizes a window size of 512 and a step size of 353 samples for Short-Time
Fourier Transform (STFT), creating log-Mel spectrograms. For advanced models, our methodology
aligns with Goncalves et al. [13], incorporating audio signals sampled at 16 kHz and utilizing
pre-calculated facial features. Unlike previous approaches [40; 28; 6], our dataset division follows
Goncalves et al. [13], excluding actor overlap between training, validation, and test sets. We report
standard deviation (std) across folds for consistency.

AVE [49]: contains 4143 videos across 28 event categories with a wide range such as frying food
or playing guitar, each with temporally labeled audio-visual events of at least 2 seconds. Following
[6], video segments where the event occurs are sampled at 1 fps for 4 frames, with audio resampled
at 16 kHz using CREMA-D’s STFT settings. AVE provides predefined training, validation, and test
splits. Our std is derived from three random seeds on the same test set.
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UCF101 [45]: features real-life action videos from YouTube in 101 action categories, expanding
on UCF50. We select samples that include both video and audio modalities, narrowing our focus to
51 action categories. Data preparation mirrors that of the AVE dataset. For model evaluation, we
utilize the 3-fold split offered [45], reporting the std across these folds.

Something-Something (V2)[15]: presents 220,847 video clips where individuals execute 174 dis-
tinct, object-agnostic hand actions, spanning a wide range of simple hand movements without re-
liance on specific objects. This extensive collection markedly exceeds the data volume of prior
datasets. In alignment with Radevski et al. [43], we integrate Optical Flow (OF) as the additional
modality for capturing dynamic motions. We sample videos at 1 fps, retaining 16 frames per sample.
Our data preparation adheres to the pipeline outlined in Radevski et al. [43]. Results are reported
based on a single run.

CMU-MOSI[61] and -MOSEI[63]: datasets serve as benchmarks for multimodal sentiment and
emotion analysis. MOSI comprises 2,199 video clips with video, audio and text modalities. MOSEI
expands on this with around 10x more YouTube movie review clips from 1000 different speakers.
Both datasets are annotated with sentiment scores (-3 to 3) and following previous works [50] we
employ metrics such as 7-class accuracy, binary accuracy, F1 score, mean absolute error, and corre-
lation with human annotations for model evaluation. We use for both datasets the aligned versions
following [30].

A.3 MODELS: BACKBONE UNIMODAL ENCODERS

In line with previous research [28; 40; 6; 59], our initial experiments adopt ResNet-18 [18] as the
unimodal encoder for handling both video and audio modalities in the CREMA-D, AVE, and UCF
datasets. These models are randomly initialized and incorporate adaptive pooling to accommodate
diverse input dimensions. For the CMU-MOSEI dataset, we exploit a 5-layer Transformer [51]
similar to previous works [31; 30].

We extend our investigation to include a larger, pre-trained set of unimodal encoders that are op-
timally suited for each specific modality. This selection process is designed to rigorously assess
whether state-of-the-art models exhibit susceptibility to the same phenomena under investigation.
We exploit these encoders on the CREMA-D dataset. Following [14] on CREMA-D, we deploy the
first 12 layers of the Wav2Vec2 [3; 56] model with self-supervised pretrained weights for speech
recognition, allowing the Wav2Vec2 model to be finetuned. For the video modality we extract
the facing bounding boxes with the multi-task cascaded convolutional neural network (MTCNN)
face detection algorithm [64] and afterwards the facial features of every available frame exploiting
EfficientNet-B2 [48] as a frozen feature descriptor. The extracted audio features and pre-calculated
facial features are further refined using a 5-layer Conformer [16], initialized from scratch. Although
the model includes additional components, we refer to it as ’Conformer’ for simplicity.

For the AVE dataset, we use a similar architecture to CREMA-D, where each branch utilizes an
advanced, pretrained model aligned with AVE data, followed by a 5-layer Conformer. For the video
branch, we use the ViViT model [2] pretrained on Kinetics [23], and for the audio branch, the
HuBERT [19] model pretrained on Audioset [12]. Ensure the audio pretraining included non-speech
data was important for the pretraining to be beneficial. We also refer to this model as ”Conformer,”
although it incorporates different large pretrained models in this instance.

In the case of the Something-Something dataset, our methodology builds upon the insights pre-
sented by Radevski et al. [43], which highlight the importance of modality-specific processing in
multimodal tasks. For both video and optical flow data, we adopt the Swin Transformer [33] as
backbone to each modality. This state-of-the-art architecture excels in capturing hierarchical and
spatiotemporal features through its shifted window attention mechanism.

A.4 EXPERIMENTAL DETAILS

In this section, we outline the necessary details to reproduce our experiments. Across all datasets, we
follow a consistent procedure: we first determine an appropriate learning rate (lr) for the unimodal
models by testing several candidates until finding one that works across both modalities. While
this step could be avoided by exploiting parameter specific learning rates, we expected stability
implications which we aimed to avoid. For all the experiments of the same dataset/model pair
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we use the same hyperparameters, except when fine-tuning pretrained encoders, where we apply a
learning rate scaled by one magnitude lower.

All models are optimized using Adam [25] with a cosine learning rate scheduler and a steady warm-
up phase, except for the Something-Something dataset, where we use Adaw [34]. Early stopping is
applied for all models, with maximum epochs set to 100 for ResNet and Transformer models, 50 for
Conformer models, and 30 epochs in total for Swin Transformers without early stopping. Batch sizes
are adjusted based on computational resources, with ResNets and Transformers both using a batch
size of 32, Conformers using 8, and Swin-TF using 16. These settings ensure balanced performance
and efficient training across all experiments. We use different learning rates (lr) and weight decay
(wd) values across experiments, tailored to each dataset and model. For ResNet models, we use
lr = 1e−3 and wd = 1e−4 for CREMA-D, while both AVE and UCF use lr = 1e−4 and wd =
1e−4. For Transformer models, including MOSI and MOSEI on two and three modalities, the
hyperparameters are consistently lr = 1e−4 and wd = 1e−4. Similarly, for Conformer models,
we set lr = 5e−5 and wd = 5e−6 for CREMA-D, while AVE uses lr = 1e−4 and wd = 1e−4.
Finally, for Swin-TF models trained on the Something-Something dataset, we configure lr = 1e−4
and wd = 0.02.

Each of the previous methods includes its own set of hyperparameters, typically just one, with
some exceptions such as MSLR, which requires additional parameters. For each dataset/model
combination, we conduct a brief hyperparameter search, ensuring an equitable number of trials
across methods. Due to the extensive list of hyperparameters, we will provide detailed configurations
for each experiment in our GitHub repository. The repository link will be included here following
the double-blind review process.

A.5 MCR ON M MODALITIES

In this section we provide the analysis of MCR for M number of modalities. In that case, the
total mutual information I(X1, . . . , XM ;Y ) can be decomposed into contributions from individual
modalities and their subsets as:

I(X1, .., XM ;Y ) =
∑

S⊆{X1,..,XM},S≠∅

I(S;Y | {X1, . . . , XM}\S)+I(X1, .., XM )−I(X1, .., XM | Y ), (14)

where S ⊆ {X1, .., XM} represents a subset of all modalities, excluding the empty set (S ≠ ∅). The
term {X1, .., XM} \ S denotes the complement of S, capturing the set of modalities not included in
S. The mutual information I(S;Y | {X1, .., XM} \ S) quantifies the information shared between
the subset S and the target variable Y , conditioned on the remaining modalities. This formulation
ensures that all modalities, along with their combinations, are accounted for in the summation. It
comprehensively captures interactions at every granularity, from individual modalities (|S| = 1) to
the full set of modalities (|S| =M ).

While we experimented with reducing the number of terms by considering only the cases where
|S| = 1, we observed a slight improvement in performance when including all terms for three
modalities. However, as the number of modalities increases, it might be beneficial to sub-select and
exclude certain terms to mitigate the computational burden and prevent an overflow of terms.

A.6 COMPUTATIONAL SPEED AND MEMORY ANALYSIS

The computational load imposed by any sample that requires additional pass is can be divided into
the encoders f (1), f (2) and the fusion network fc. The encoders have a computational cost of costenc
per sample, and the fusion network has a cost of costc per sample. Thus, the overall computational
complexity is O(M ∗N ∗ (costenc + costc)), where M is the times we draw noisy samples and N
is the batch size. If we now use permutation samples which can be directly drawn from the latent
space, the additional computational complexity is reduced to O(N ∗ costenc +M ∗N ∗ costc)). In
most state-of-the-art models each modality encoders is significantly larger than the fusion network
resulting in costenc << costc. In such networks permutations can have almost negligible additional
computations. The memory footprint follows a similar pattern.
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B PROOF OF SUPERVISED CONTRASTIVE LOSS AS LOWER BOUND

We consider the supervised contrastive loss with ψ being the critic function and we rewrite it as
follows:

LCon(X1, X2) =
∑
i∈I

−1

|Pi|
∑
k∈Pi

[
log

ψ(x1i , x2k)∑
j∈I ψ(x1i , x2j )

]
(15)

where Pi = {p ∈ I | yp = yi}. In supervised contrastive learning, the presence of multiple positive
samples turns this into a multi-label problem, unlike traditional NCE methods [39], which typically
assume only one positive sample. By taking the version of supervised contrastive learning with the
expectation over the positives outside of the log, we can interpret each classification as an average
of classifiers, with each classifier focusing on identifying one of the positive samples.

For each positive sample p ∼ Pi, we aim to derive the optimal probability of correctly identifying
that point, denoted d = p. This is done by sampling the point from the conditional distribution
p(x2p | x1i , yi) while sampling the remaining points from the proposal distribution p(x2l). This
approach mirrors the technique used in InfoNCE [39] and leads to the following derivation:

p(d = p|X2, x1i , yi) =

p(x2p | x1i , yi) Π
l∈I,l ̸=p

p(x2l)∑
j∈I p(x2j | x1i , yi) Π

l∈I,l ̸=j
p(x2l)

(16)

=

p(x2p |x1i
,yi)

p(x2p )∑
j∈I

p(x2j
|x1i

,yi)

p(x2j
)

(17)

The optimal value for the critic function ψ in Equation 17 is proportional to ψ ∝ p(x2p |x1i
,yi)

p(x2p )
. The

MI between the variables can be estimated as follows:

LOpt
Con = − E

i∼I

 E
i∼Pi

log


p(x2p |x1i

,yi)

p(x2p )

p(x2p |x1i
,yi)

p(x2p )
+

∑
j∈I,j ̸=i

p(x2j
|x1i

,yi)

p(x2j
)


 (18)

= E
i∼I

 E
i∼Pi

log

1 + p(x2p)

p(x2p | x1i , yi)
∑

j∈I,j ̸=i

p(x2j | x1i , yi)
p(x2j )

 (19)

= E
i∼I

[
E

i∼Pi

log

[
1 +

p(x2p)

p(x2p | x1i , yi)
(N − 1) E

j∈I

p(x2j | x1i , yi)
p(x2j )

]]
(20)

= E
i∼I

[
E

i∼Pi

log

[
1 +

p(x2p)

p(x2p | x1i , yi)
(N − 1)

]]
(21)

≥ E
i∼I

[
E

i∼Pi

log

[
p(x2p)

p(x2p | x1i , yi)
N

]]
(22)

= logN − I(X2;X1, Y ), using MI properties [36, Chapter 6.3.4] (23)
= logN − I(X2;Y |X1)− I(X2;X1) (24)

Therefore, by taking both sides of the contrastive loss to predict X2 from X1 and X1 from X2 we
derive to I(X2;Y |X1)+I(X1;Y |X2)+2 ·I(X2;X1) ≥ logN−LOpt

Con . This trivially also holds for
other ψ that obtain a worse(higher) LCon. Simarly to InfoNCE, the bound becomes more accurate
as N increases, while due to the the term 1

|Pi| it is not affected by the number of positive pairs.

C ADDITIONAL ABLATION STUDIES

C.1 COMPARING PERTURBATION METHODS

In this work, we explored three types of perturbation methods to analyze their impact on the per-
formance of MCR: noisy perturbations, zero-masking, and permutations. Each method was applied
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in different spaces (input space and latent space) or within the batch structure to determine how
effectively MCR can leverage these perturbations to enhance multimodal learning.

Table 4 presents the results of an ablation study comparing the performance of MCR under these
perturbation techniques across multiple datasets: CREMA-D, AVE, UCF, MOSEI, and MOSI. The
methods include:

1. Noise in the Input Space: Adding noise directly to the input features of each modality, simulating
realistic data corruption. For its implementation we follow Gat et al. [10].

2. Shapley Input-Space Perturbations: Following the approach of Li et al. [28], Shapley zero-
induced values are used to determine the importance of input modalities.

3. Noise in the Latent Space: Applying noise to the latent representations, encouraging robustness
at the feature extraction level.

4. Within-Batch Permutations in the Latent Space: Permuting data points within the batch to disrupt
alignment.

We observe that Shapley-based input-space perturbations show competitive performance, particu-
larly in datasets like UCF, MOSI, and MOSEI, while noise-based methods (both input and latent
spaces) achieve reasonable performance, they consistently underperform other techniques. While
input-space perturbations could be a viable option, they significantly increase computational com-
plexity, as they require an additional forward pass through the typically large unimodal encoders for
each sample. This limitation, which we analyze in Appendix A.6, makes them less favorable as a
practical solution. Finally, these findings support the choice of permutations as the preferred pertur-
bation method, while suggesting that further exploration of alternative strategies could potentially
lead to even greater improvements.

Table 4: Ablation study comparing different perturbation methods for MCR across multiple datasets.
The table shows the performance of MCR when combined with various perturbation techniques,
including noise in the input and latent space, Shapley values in the input space, and within-batch
permutations.

Datasets
Method CREMA-D AVE UCF MOSEI MOSI

MCR with Noise Input-Space 75.3±2.9 72.1±1.1 54.6±0.8 80.9 76.1
MCR with Shapley Input-Space 73.6±1.5 72.6±0.9 55.5±0.6 81.2 76.2
MCR with Noise Latent-Space 73.6±1.1 72.6±0.4 54.5±0.7 81.3 75.5

MCR with Permutations 76.1±1.1 73.3±0.5 55.2±1.8 81.2 76.2
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