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Abstract

This paper targets interactive object-level editing (e.g.,
deletion, recoloring, transformation, composition) in dy-
namic scenes. Recently, some methods aiming for flexible
editing static scenes represented by neural radiance field
(NeRF) have shown impressive synthesis quality, while sim-
ilar capabilities in time-variant dynamic scenes remain lim-
ited. To solve this problem, we propose 4D-Editor, an in-
teractive semantic-driven editing framework, allowing edit-
ing multiple objects in a dynamic NeRF with user strokes
on a single frame. Specifically, we extend the original
dynamic NeRF by incorporating Hybrid Semantic Feature
Distillation to maintain spatial-temporal consistency after
editing. In addition, a Recursive Selection Refinement mod-
ule is presented to significantly boost object segmentation
accuracy within a dynamic NeRF to aid the editing pro-
cess. Moreover, we develop Multi-view Reprojection In-
painting to fill holes caused by incomplete scene capture
after editing. Extensive quantitative and qualitative exper-
iments on real application scenarios demonstrate that 4D-
Editor achieves photo-realistic editing on dynamic NeRFs.
Project page: https://patrickddj.github.io/4D-Editor

1. Introduction

Neural Radiance Field (NeRF [35]) and its following
works [6, 10, 14, 18, 31, 39, 43, 49, 52] enable free-
viewpoint photographic rendering on real-world scenes, and
attract wide range interest from the community. With the
development of neural reconstruction and rendering, it is
highly required to edit the implicit neural representations
for downstream applications, e.g., VR/AR, computer ani-
mation, and education. Semantic-NeRF [69] utilizes exist-
ing semantic labels for scene understanding and facilitates
object-level editing, while it requires manual labels. There-
fore, some recent studies [15, 20, 54] adopt semantic distil-
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lation to extract 3D semantic features in a self-supervised
way from large pre-trained models like DINO [5] or
LSeg [23], which can generate open-vocabulary scene se-
mantic labels as prior information. Nevertheless, those ap-
proaches [15, 20, 54, 69] are limited to 3D static NeRFs,
and fail to edit time-variant dynamic scenes.

Our goal is to interactively edit multiple target ob-
jects within dynamic NeRFs. MonoNeRF [51] and Neu-
Physics [45] allows partially editing dynamic scenes while
it simply decomposes a scene into the dynamic foreground
and the static background, meaning that the foreground and
background are treated as distinct entities, allowing only the
complete editing of either the foreground or background.
Thus, object-level editing within a scene containing multi-
ple objects is not supported.(e.g., recolor a street sign in a
static background or remove one specific car when existing
multiple moving cars). Moreover, NeuPhysics relies on a
mesh proxy for editing and does not provide any editing in-
terface, which is not user-friendly. Alternatively, NSG [40]
and Total-Recon [48] model each foreground object within
a scene as a individual NeRF to support object-level edit-
ing. However, they model the whole background as a single
NeRF model, which means there is no way to edit objects
in the background. The differences between our work and
existing works are listed in Table 1.

In this paper, we propose an interactive object-level edit-
ing framework for dynamic NeRFs, named 4D-Editor. 4D-
Editor enables users to select and edit different objects by
strokes on one reference frame, and then the modification
effect will propagate to all novel views. However, it is dif-
ficult to apply editing on one single frame to the entire dy-
namic scene directly. Therefore, we employs Hybrid Se-
mantic Feature Distillation to extract and distill 2D seman-
tic information from a pre-trained DINO model into hybrid
semantic radiance fields. These fields store 3D and 4D se-
mantic features separately to aid object segmentation and
editing process and maintain multi-view and time-variant
consistency after editing operations. It is also challenging
to achieve precise selection on target objects according to


https://patrickddj.github.io/4D-Editor

Original :

ey T = - 7 2 S

Figure 1. 4D-Editor can interactively edit objects in a dynamic NeRF. For example, with strokes drawn on a reference frame by users,
4D-Editor can remove the human, recolor and shift the balloon within the dynamic NeRF. After the novel view synthesis, the women
disappears, the balloon is changed into purple and shifted in both spatial and temporal dimensions.

sparse user brushes, due to ambiguous semantic informa-
tion distilled from low-resolution DINO outputs. To solve
this mismatch, we propose Recursive Selection Refinement
method to ensure accurate object segmentation. Addition-
ally, deletion without any refinement can lead to holes in
background(Fig. 6a) when observation views are limited or
foreground objects are too large. However, both the existing
static NeRF inpainting method [14, 51] and direct inpaint-
ing method [37] result in obvious artifacts in such cases. For
refinement on background after deletion, we propose Multi-
view Reprojection Inpainting strategy, which completes vis-
ible parts through static NeRF and generating invisible parts
using an inpainting model.

We evaluate 4D-Editor’s ability to edit a dynamic NeRF
on Dynamic View Synthesis [66] and DAVIS [44] datasets.
The experimental results demonstrate that 4D-Editor out-
performs N3F [53] baselines and is capable of editing on
complex and static objects, which is difficult for Total-
Recon [48]. Moreover, 4D-Editor also achieves best
object segmentation compared with extended ISRF [15],
SAFF [26] and D?NeRF [60] on dynamic scenes.

We summarize our contributions as follows:

* We propose 4D-Editor, which supports interactive and
object-level editing on multiple objects within a dynamic
NeRF. 4D-Editor enables diverse editing operations e.g.,
deletion, recoloring, transformation, composition.

* We incorporate Hybrid Semantic Feature Distillation to
extract semantic information in 4D space from pre-
trained DINO models for accurate object segmentation
in 4D space and maintaining spatial-temporal consistency
after editing operations.

* We propose Recursive Selection Refinement, an effective
searching method for rapid and precise selection of target
objects in the dynamic NeRF. Our experimental results
confirm its accuracy and efficiency.

e Multi-view Reprojection Inpainting is developed to fill
holes caused by incomplete scene capture from sparse
views, particularly after deletion.

Method Interactive Object-Level Dynamic Operations
Ours v v v DRe®
N3F [53] v v v @
ISRF [15] v % X DRe®
NeuPhysics [45] X X v ©Oe®
MonoNeRF [51] X X v @
NSG [40] X v v Ok
Total-Recon [48] X v Vv @]

Table 1. Comparison with NeRF Editing methods. @ deletion, @
recoloring, @ transformation, @ composition

2. Related work

Dynamic Scene Representations. In the past few years,
dynamic scene representations based on NeRF [4, 11, 13,
18,22,24,29,31, 52,57, 58, 64, 66] or Gaussian [9, 32, 59,
62] have experienced great development both in terms of re-
construction quality and training speed. DyNeRF [24] is an
early contribution to this field, introducing expressive time-
variant latent codes into implicit volume representations for
reconstructing dynamic scenes. However, the training pro-
cess requires 7 days and is extremely slow. Thus, explicit
volume representation methods like K-Planes[11] and D-
TensoRF [18] use multiple low-dimension planes or vec-
tors to represent the 4D dynamic scene, greatly accelerating
training and rendering speed. Different from directly learn-
ing dynamic scene representation, DynamicNeRF [66], Ro-
bustNeRF [31], and MixVoxels [57] divide the scene into
static and dynamic parts and utilize hybrid radiance field
representation to model them separately.

Scene Decomposition. Some works mainly focus on
decomposition and understanding of NeRF-based scenes,
which enables downstream tasks such as segmentation or
editing. For dynamic scenes, NSFF [25] and D2NeRF [60]
address foreground segmentation by training decoupled
static NeRF and dynamic NeRF in a self-supervised way.
SAFF [26] employs additional semantic and attention net-
works and uses saliency-aware clustering to decompose the
scene, resulting in a better performance than NSFF and
D2NeRF. However, SAFF performs object segmentation by



calculating the similarity to stored salient clusters, which
may result in erroneous selection. Other methods intro-
duce semantic features into NeRF for spatial semantic seg-
mentation [7, 8, 12, 21, 27, 33, 41, 55, 69]. Semantic-
NeRF [69] encodes scene semantic information with ap-
pearance and geometry, achieving interactive segmentation
using semantic label propagation. PNF [21] optimizes an
object-aware neural scene representation that decomposes a
scene into a set of objects and background using pseudo-
supervision from predicted semantic segmentation. How-
ever, these methods require manual annotated labels. In
contrast, N3F [54], ISRF [15] and DFF [20] treat pre-
trained semantic models(e.g., DINO[5]) as a teacher and
distill 2D semantic features into feature fields in a self-
supervised manner, enabling object segmentation and edit-
ing in 3D space. We follow these methods and incorporate
semantic distillation into dynamic NeRFs.

Scene Editing. One direct approach to editing NeRF is to
convert it into textured mesh [30, 61, 63, 67], enabling the
use of existing 3D editing tools (e.g., Blender [3]). How-
ever, this method cannot handle large scenes with high qual-
ity and is limited to static scenes. Researchers also utilize
language-guided models like CLIP model [46], diffusion
model [2, 17, 34, 38, 42, 47, 68], or combine an editing
field [1, 16] to perform creative editing using text/image
patches. Nevertheless, all above methods are limited to edit-
ing static NeRFs. Regarding editing on dynamic NeRF, Ne-
uPhysics [45] utilizes time-invariant signed distance func-
tion (SDF) with a deformation field to reconstruct dynamic
scenes. MonoNeRF [51] enables deletion or composition
in dynamic scenes. Both of them can only edit the en-
tire foreground or background, and cannot edit individual
objects separately. NSG [40] and Total-Recon [48] utilize
multiple NeRFs to model distinct objects within a scene.
This prevents editing on targets that are not pre-modeled
during reconstruction, and the lack of interactivity is user-
friendless. In contrast, our proposed 4D-Editor directly in-
teracts with arbitrary targets using 2D-4D feature matching
and firstly supports applying different editing operations on
multiple objects, with spatial-temporal consistency. There
are several methods [19, 28, 36, 37, 56, 65] concentrate
on completing the background after object removal. SPIn-
NeRF[37] utilizes an inpainting model [50] to fill empty
background, after which these inpainted images are incor-
porated as updated training sets to retrain NeRF. How-
ever, these methods ignore multi-view consistency, lead-
ing to artifacts and inconsistencies in the 3D reconstruction.
MonoNeRF [51] and DynNeRF [14] use filtered static parts
to construct static fields. Despite ensuring multi-view con-
sistency, these methods still leave holes (Fig. 6a) due to the
omission of invisible areas that were not captured during
the reconstruction process. We design a simple, effective
strategy, combining the advantages of both methods.

3. Method

In this section, we first briefly introduce the background
of hybrid radiance field representation of dynamic scenes
(Sec. 3.1). Subsequently, we propose our Hybrid Seman-
tic Features Distillation method which serves as a guid-
ance for editing one dynamic NeRF (Sec. 3.2). We then
detail the interactive editing pipeline including K-means
clustering, 2D-4D feature matching, recursive selection re-
finement (Sec. 3.3) and editing module (Sec. 3.4). Fi-
nally, we demonstrate the Multi-view Reprojection Inpaint-
ing method for hole-filling after editing (Sec. 3.5). The pro-
posed framework is shown in Fig. 2.

3.1. Preliminary: Hybrid Radiance Field Recon-
struction of Dynamic Scenes

Hybrid radiance field representations of dynamic scenes,
such as DynNeRF [14] and RoDyn-NeRF [31], usually con-
sist of a static radiance field F'* and a dynamic radiance
field F'¢. Given a 3D position x € R? with its normalized
viewing direction d € R? and time t € R, F'* maps ra-
diance values as time-invariant density o® and RGB color
¢® for static background. While F¢ maps radiance values
as time-variant density o and RGB color ¢? for dynamic
foreground. Furthermore, F'¢ also predicts blending weight
b for blending the output of F'* and F¢.

(0°,¢%) = F*(x,d), (0, ¢%,b) = Fi(x,d,t) (1)

While F¢ maps radiance values as time-variant density
o and RGB color ¢? for dynamic foreground. Furthermore,
F4 also predicts blending weight b for blending the output
of F* and F%:

The calculated density and color are then used in volume
rendering alone the ray r emitted from the camera to obtain
corresponding pixel color:

ta(o¥(u)d;) - et (u;) - (1 — 1))
T(u;) = exp ias(uj)éjb + ad(uj)5j(1 —b) 3)
j=1

where a(z) = 1 — exp(—2), 6; = w41 — u; is the dis-
tance between two neighbor sampled points along the ray,
the N points {u;}Y; are uniformly sampled between near
plane and far plane [35], and T'(u;) indicates the accumu-
lated transmittance.

3.2. Hybrid Semantic Features Distillation

In order to maintain the spatial-temporal consistency during
object-level editing, we extend original NeRFs and use two
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Figure 2. 4D-Editor framework overview. The dynamic scene is represented by hybrid radiance fields F'*, F% and corresponding
semantic fields G° and G which are distilled from DINO teacher model. A user can choose a reference view, mark on desired edited
objects and assign desirable operations. For example, delete dynamic human(red[~] stroke) and recolor static board(green[~] stroke).
Then, two groups of 2D semantic features are collected and clustered by K-Means to recursively match the corresponding 4D features in
dynamic NeRF to achieve precise object segmentation. Finally, editing operations on these objects are applied and spread to the whole

NeRF(the human disappeared and the board turned green).

additional fields to store semantic features of static and dy-
namic parts of a scene, respectively, which are denoted as
G* and G?. We employ a large pre-trained teacher model
(e.g., DINO[5]) to distill semantic features into two seman-
tic fields, serving as guidance for editing. Therefore, the
static semantic radiance field is represented by F'® and G*
that stores time-invariant radiance and semantic features.
Similarity, the dynamic semantic radiance field is repre-
sented by F¢ and G that stores time-variant features, as
shown in Fig. 2.

We obtain the time-invariant semantic feature se® € R®
and time-variant semantic feature se¢ € R¢ of a sampled
point according to follows:

se* = G*(x), sel = G4(x,t) (€))]

Note that we disregard view direction d due to the direction-
agnostic nature of scene semantics. Specifically, given a
set of N consecutive frames Z : {I;}), € RFXWx3, we
utilize the DINO ViT-b8 model to generate corresponding
semantic feature maps € RY/8*W/8xC Then, we upsam-
ple these low-resolution feature maps through an upsam-
pling layer to output the final feature maps {Se;},_; €
RAXWXC — Next, we employ volume rendering to ob-

. . . . 5 5 d
tain the pixel-aligned semantic features S es(r) and Se (r),
which represent the accumulated semantic feature along a

ray r:

N
Se’(r) = ZTs(ui)a(as(ui)éi)ses(ui),

o (5)
Se (r) = ZTd(ui)a(ad(ui)éi)sed(ui)

where T%(u;) = exp(Yi—; 0*(u;)d;) and T(u;) =
i—1
ewp(zjzl o (u;)d).
Finally, we calculate the final semantic feature by blend-

ing semantic features of G* and G outputs, similar to
Equation 2:

K
Se' (1) = 3 TP (u:) (o ()5, )se® (u:)b
=1

(o (u;)d;)se (u;) (1 — b))

(6)

We add three new losses to train G* and G L3, for
pixels belonging to the static part, £¢, and £°, for all pix-
els. We treat the output of the teacher model as the ground
truth. By minimizing the difference between predicted fea-

tures and the ground truth, these two semantic fields can



(a) Average Feature (b) K-Means Only

dK=5 (e) K =10 () K =30
Figure 3. Refinement with different recursive number. Com-
pared to (a) and (b), our method (c)-(f) achieve great improve-
ment in object removal. With larger recursion number, artifacts
are eliminated, while maintaining spatial-temporal consistency in
other areas. Similar to the convergence of ray-tracing, our method
also achieve high quality when K = 10 (aw = 0.6, 8 = 0.1). The
benefits generated by a larger K are very small.

e e

learn scene semantics.

£z = 3 [1Se(r) - Se"(r)]ls,

reRs
.~ d 2
Li = Z [Se(r) — Se (r)ll,, (7)
reRs+R%
~ b 2
Lhy= > |Se(r)=Se (r)],
reRs+R4

where R*, R are sampled rays from static and dynamic
part of a scene, respectively. The total semantic loss is

Lo = L5, +MLL + L0, (8)
3.3. Recursive Selection Refinement

K-Means Query for Multi-Objects Selection. In 4D-
Editor, users can mark on multiple objects on a reference
frame. Based on user’s strokes, 4D-Editor extracts target
2D semantic features from corresponding feature maps gen-
erated by DINO. These semantic features are utilized to
construct different queries for matching multiple objects in
semantic fields G° and G®. However, the user-provided
strokes are sparse, resulting in naturally insufficient and in-
expressive semantic features, where a simple query such as
averaging features (Fig. 3a) may cause incorrect 2D-4D fea-
ture matches. Therefore, inspired by ISRF[15], we utilize
K-Means to group the most significant features for each in-
dividual object, aiming to improve the accuracy of feature
matching.

Recursive Refinement. Despite employing K-Means for
effective 2D-4D feature matching, achieving accurate ob-
ject segmentation still remains challenging (Fig. 3b): Ow-
ing to 8x up-sampled feature maps, unsupervised semantic
feature distillation inherently leads to imprecise 4D seman-
tic information, especially for the semantic confusion be-
tween object edges and background.

(b) RSR (Ours)

(a) Reference Frame (¢) Bilateral Search (ISRF)

Figure 4. Comparison with Bilateral Search in ISRF [15].

To solve this problem, we propose recursive selection re-
finement(RSR) algorithm which recursively refines selec-
tion instead of relying on a fixed threshold. Thus, we not
only avoid heavy manual threshold setting but also achieve
precise object selection, especially on object edges. Specif-
ically, we add exploration range § and divide all sampled
points into three sets according to the feature distance d:
(1) Valid point set V(u; € V, d(y,u;) < «) (2) Possible
point set P(u; € P, a < d(v,u;) < a+ ). (3) Impos-
sible point set Q(u; € Q, d(v,u;) > « + (). Note that
our proposed RSR algorithm is not sensitive to parameter
(supplementary material Sec.5).

Then, we distinguish these sampled points truly belong-
ing to the target object in possible point set P. We record
their original indexes and apply random offsets to points in
‘P to nudge them into valid point set and impossible point
set, thereby forming new valid point set V', possible point
set P/, and impossible point set Q’. We repeat this recur-
sive refinement process until reaching the maximum recur-
sion number K or the possible point set is empty. Finally,
we can obtain the approximate unbiased estimation on the
object segmentation (or object selection) as demonstrated in
Fig. 3. The visualization of RSR algorithm and the reason
for final convergence are in supplementary material Sec.4.

We compare RSR with Bilateral Search proposed in
ISRF [15], which firstly identifies high-confidence regions
and expands them based on feature disparities and spatial
proximities. Explicitly, the features of the newly selected
areas are used for the subsequent query. However, if there
are connected objects, the iteration becomes hard to termi-
nate and results in redundant selections due to semantic am-
biguity of such areas, as illustrated in Fig. 4c. In contrast,
we ensure precise selection by maintaining globally consis-
tent feature queries in RSR and confirming the validity of
points based on the expected probability in regions with se-
mantic confusion, as in Fig. 4b. Additionally, RSR can be
utilized with a variety of NeRF structures, e.g., pure implicit
NeRF and NeRF with voxels. However, Bilateral Search is
limited to voxel grid.

3.4. Editing Module

After the object segmentation, for each target object, we can
obtain two sampling point sets: 7 inside the object and S




outside. We can edit the specific object as follows:
Remove. Removing one object in hybrid semantic radi-
ance fields, actually means that we need to treat the ob-
ject as transparent in order to expose the background behind
the object. With reconstruction of hybrid semantic features
fields ahead, we can use static or dynamic semantic fields
according to the dynamics of the target object to achieve
more accurate object segmentation. For sampling point
t; € T of a static object, we set the density o*(¢;) = 0, so
that the point will be ignored during volume rendering. As
for the dynamic object, we not only set density o (¢;) = 0
but also set blending weight b(¢;) = 1. This is because we
expect the dynamic object removal operation not to affect
the static field.

Filter. To filter an object, we set o(s;) = 0 where s; € S,
which means making all points outside the object invisible.
Composite. We can composite objects filtered from other
scenes(Z) into the current scene by setting o(s;) = o(z;),
c(s;) = c(z;) where z; € Z(supplementary material Sec.6).
Recolor. We find editing color ¢(s;) in 4D space is the
similar to that on 2D images: we exchange RGB channels
to change hue parameter, change the corresponding RGB
channel to change RGB saturation parameter, and add all
RGB channels to change lightness parameter. The recolor-
ing results are showed in supplementary material Sec.6.
Transform. We allow users to apply various self-defined
transforming operations to the object, such as translating,
scaling, mirroring or duplicating. Users only need to de-
fine a transforming function mapping(x) : x — x’ to set
the spatial or temporal mapping relation of the target object
(e.g., mirror(x,y,z) : (—x,—y,2), reverse(z,y,z,t) :
(z,y,2,—t)). Then, we set o(mapping(s;)) = o(s;),
c(mapping(s;)) = ¢(s;) for volume rendering. The de-
tailed experimental results can be seen in Fig. 9 .

3.5. Multi-view Reprojection Inpainting

In cases where observations views are limited or foreground
objects are large, the removal operation without refinement
may cause “holes* in the novel views. This limitation is ob-
served in static field inpainting methods like DynNeRF [14]
and MonoNeRF [51] in Fig. 6a, as they overlook invisible
background regions during reconstruction. However, di-
rect inpainting on motion masks and retraining NeRF, as in
SPIn-NeRF [37], can introduce multi-view inconsistency,
leading to blurry artifacts and distortion of original contents
of the scene in Fig. 6b.

Therefore, we propose multi-view reprojection inpaint-
ing method, combining the advantages of both methods. As
Fig. 5 shows, for one image under a certain pose, we divide
its empty areas(foreground motion masks) into two parts:
visible background 7,;s, invisible holes [J;,is: area Jyis
is invisible in the current timestamp while visible in other
timestamps, while area J;,,,;s remains invisible in all times-

time series:
[-1,-0.83 ..0.83]
$

. =
— 6 Volume
— | F >
L
current
Original dataset image ~ Pose

intersection -
<~ \__Motion masks

[Invisible holes l

«— Inpainting <— —

Visible background

Updated dataset image

Figure 5. Updating via Multi-view Reprojection Inpainting.

< e

(a) w/o inpainting  (b) Inpainting w/o reprojection (¢) Ours

Figure 6. Comparison of different inpainting methods.

tamps. We fill J,;s with static NeRF to preserve the orig-
inal scene content as much as possible, and minimize the
area requiring generation. This belief stems from the notion
that, given a specific perspective, if a occluded 3D point is
present in some other views, its geometry and appearance
information are inherently captured during NeRF’s recon-
struction, thereby enabling inherent filling by NeRF. Con-
versely, if the occluded points lack observation in other
views, then it is necessary to apply generative inpainting.

We distinguish visible background 7,;s and invisible
holes J;nvis from time-variant motion masks, for each pose
in the original dataset. These masks are generated by per-
forming volume rendering on the blending weight b across
the entire time series under the current camera pose. The
overlapping area of these masks represents 7,5, While
the remaining regions constitute 7,;s. For inpainting 7y;s,
we eschew the traditional pixel reprojection method due
to its drawbacks such as potential loss of fine details and
sensitivity to geometric inconsistencies or occlusions be-
tween views. Instead, we leverage NeRF’s inherent multi-
view information to accomplish the inpainting of 7,5 in
all training images. In this way, these areas are filled with
rendering results from F® (Fig. 5). Subsequently, lama
model [50] is utilized for inpainting on the remaining in-
visible parts, J;y.is- By pre-filling the background, we nar-
row down areas that need to be generated, which strength-
ens the reliability of inpainting results. Static radiance field
F® is then retrained based on these inpainted images, after
which the hybrid semantic radiance fields are also retrained.
As Fig. 6 shows, our proposed inpainting method demon-
strates enhanced inpainting results in comparison with static
NeRF(Fig. 6a) or direct inpainting (Fig. 6b) only.



Remove ‘tiny man’

(c) Total-Recon

Figure 7. Comparison on Deletion. With user-provided strokes on a reference frame, we search for semantically similar regions. Subse-
quently, the deletion operation affects all novel views accordingly. Compared to N3F and Total-Recon, 4D-Editor achieves cleaner deletion

without artifacts and supports object-level editing on the background.
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Figure 8. Qualitative comparison of 4D-Editor’s foreground segmentation in 4D space.

Balloonl Balloon2 Playground Skating Jumping Umbrella | Average

SAFF [26]
NSFF [25] 75.23
D2NeRF [60] | 47.41
N3F [53] 78.96
ISRF [15] 83.42

Ours | 90.62

Table 2. The IoU performance of foreground segmentation on Dynamic View Synthesis Dataset [66]

4. Experiments

4.1. Experimental setup

Datasets. We experiment on two datasets: Dynamic View
Synthesis [66], DAVIS [44].

Implements Details. We implement 4D-Editor with Py-
torch, using Adam optimizer to update learnable parame-
ters on one NVIDIA A6000 GPU. We train original hybrid
NeRFs and semantic parts separately, and time for hybrid
semantic features distillation is only 10-15 minutes. Edit-
ing one frame can take 1 seconds based on RobustNeRF
and 7 seconds based on DynNeRF.

4.2, Interactive Object-level Editing

Our method enables users to perform interactive object-
level editing with strokes. As Fig. 7 shows, the user simply
annotates the target object on a reference frame in origi-
nal videos(Column 1). After constructing the editing com-
mand (e.g., removal), this operation can be propagated to
the whole scenes. Compared with N3F [54], our method can
achieve cleaner removal results, whereas N3F leaves ob-
vious artifacts. Since NeuPhysics[45] or MonoNeRF [51]
can only edit the whole foreground and not support object-
level editing, we make no comparison with them. Total-
Recon [48] uses a background field to represent all static
objects, it cannot edit on these objects, which are not pre-
modeled ahead(Fig. 7c line 3: the tiny man in static back-
ground). Moreover, Total-Recon leaves obvious artifacts af-



(b) mirror (c) scale

(a) composition
Figure 9. Composition & Transformation. 4D-Editor sup-
ports composition across different scenes and flexible transforma-
tions(More results in supplementary material Sec.6).

ter deleting first carriage (Fig. 7c line 2). This is because
Total-Recon must use 4 object fields for each carriage to
support object-level editing, and such method hard to han-
dle connected objects that occlude each other.

Besides, 4D-Editor also supports editing multiple ob-
jects, such as deleting the women, recoloring, and shift-
ing the balloon simultaneously, as demonstrated in Fig. 1.
4D-Editor offers flexibility by allowing users to define their
own transformation functions. Fig. 9 gives some examples
of object-level composition across multiple scenes and a va-
riety of transformations. The green balloon is actually fil-
tered from another scene and inserted into the playground
in Fig. 9a. As for different transformation operations, we
can still keep the correct spatial information.

4.3. Foreground Segmentation

Since scene decomposition methods like SAFF [26],
NSFF [25] and D2NeRF [60] cannot produce object-level
masks, we evaluate on foreground segmentation as shown
in Fig.8. SAFF simply clusters the semantic features of spa-
tial points, but the semantic information distilled from 2D
features does not entirely align with actual spatial distribu-
tion. Consequently, background elements are included in
foreground segmentation(Fig. 8¢). NSFF and D? NeRF uti-
lize blending weight v for reconstructing dynamic scenes.
However, this parameter does not directly indicate whether
the current spatial point is dynamic or not. Therefore,
this causes ambiguity when distinguishing foreground and
background(Fig. 8f, Fig. 8g). As demonstrated in Fig. 4,
Bilateral Search from ISRF struggles to handle connected
objects with semantic ambiguity. Additionally, Table. 2
demonstrates that 4D-Editor achieves higher IoU perfor-
mance on foreground segmentation, compared with N3F
and ISRF. Fig. 4 shows that our methods achieve higher seg-
mentation quality for individual objects. Further examples
are provided in supplementary material Sec. 5.

4.4. Ablation Studies

Recursive Selection Refinement. In Fig. 3, we evaluate
three different methods for 2D-4D feature matching: (1)
Average feature, (2) K-Means clustered features [15], and
(3) Recursive selection refinement (our method). Fig. 3a
illustrates ineffective feature matching resulting from the
limited capability of average features to extract meaningful

View 3

View 2

View 1

(a) Inpainting w/ o reprojection (b) Ours
Figure 10. Visulaizations of multi-view consistency. The
left column demonstrates that direct inpainting causes view-
inconsistent with obvious artifacts, while our method (the right

column) exhibits better multi-view consistency.

features. K-Means clustered features only remove part of
object as shown in Fig. 3b, leading to artifacts(e.g., remain-
ing legs). However, RSR improves the precise of feature
matching and achieves nearly perfect removal, as demon-
strated in Fig. 3c-3f. We achieve 93% Acc and 79% IoU, in
supplementary material Sec. 5.

Multi-view Reprojection Inpainting. Fig. 6 shows
that Multi-view Reprojection Inpainting not only fills
holes(Fig. 6a), but also maintains original contents in the
scene as much as possible(compared with SPIn-NeRF in
Fig. 6b). Moreover, Fig. 10 proves that we can achieve bet-
ter multi-view with the reprojection module. The inpainting
performance can be further improved by employing more
powerful inpainting models.

5. Conclusion

We propose a novel interactive editing framework for dy-
namic scenes that enables object-level editing operations
through user-provided strokes on a single reference frame,
and delivers spatial-temporal consistency across the entire
time series. We present several excellent results from mul-
tiple challenging scenes. However, our method has limita-
tions in removing shadows of moving objects. Addition-
ally, while we can handle invisible background completion,
in some times, the scene inpainting may still have spatial-
temporal inconsistencies. We will investigate ways to ad-
dress the problem in future works.
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