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Abstract001

Automatic media bias classification studies002
typically focus on isolated sentences, present-003
ing challenges when applied to news articles.004
Article-level media bias classification offers a005
more practical and holistic approach. However,006
research in this area remains under-explored,007
partly due to the lack of datasets. There-008
fore, in this paper, we first release a recon-009
structed version of an existing dataset, consist-010
ing of full article texts and metadata. Second,011
we propose HT-MAGPIE, a hierarchical trans-012
former for article-level media bias classifica-013
tion, leveraging MAGPIE—a large-scale model014
pre-trained on bias-related tasks—to produce015
bias-aware representations. We demonstrate016
that HT-MAGPIE outperforms all baselines by017
at least 0.13% and surpasses fine-tuned BERT018
by 5.02% in F1 score. We also explore the cor-019
relation between outlet-level and article-level020
bias by comparing model performance with and021
without outlet metadata. Our findings indicate022
that including outlet metadata as an additional023
feature improves F1 scores on fine-tuned BERT024
by 4.32% and BigBird by 2.62%.025

1 Introduction026

Media bias refers to the tendency of news outlets027

reporting in a manner that favours certain opin-028

ions, preferences, or agendas, rather than main-029

taining objectivity (Mastrine, 2022). It has shaped030

and influenced public opinion (Castillo-Campos031

et al., 2025), accelerated with social media, allow-032

ing false information to circulate while remaining033

unchecked (Froehlich, 2024; Calvillo et al., 2021).034

Organisations such as AdFontes; Allsides;035

MBFC manually review and assess bias in arti-036

cles, but this approach is both tedious and costly037

(Wang et al., 2025). Automatic media bias detec-038

tion presents a promising solution (Rodrigo-Ginés039

et al., 2024) with large language models (LLMs)040

enabling efficient processing and analysis of vast041

quantities of articles.042

Nevertheless, previous studies in media bias clas- 043

sification largely function at the sentence level 044

(Spinde et al., 2021; Maab et al., 2023a,b; Guo 045

and Zhu, 2022), which is difficult to apply to news 046

articles. These approaches often rely heavily on 047

lexical cues (Chen et al., 2020a) and overlook the 048

broader context (van den Berg and Markert, 2020). 049

Moreover, individual sentences in an article may 050

exhibit varying or contradictory biases (Lei et al., 051

2022). 052

Since media outlets present content as articles, 053

article-level systems are more valuable (Fields 054

et al., 2024). Yet, research in this area is still 055

limited, complemented by the lack of adequate 056

datasets with article-level annotations (Rodrigo- 057

Ginés et al., 2024). 058

The BAT dataset (Spinde et al., 2023) offers 059

a solution in addressing this shortage, providing 060

expert-validated article annotations based on Ad- 061

Fontes. However, as it lacks article content, we 062

reconstruct this dataset by crawling article texts 063

and introducing a four-class label system to sup- 064

port classification. 065

In contrast, document classification is a well- 066

established field (Ranjan and Prasad, 2023), with 067

many promising techniques yet to be explored 068

for article-level media bias classification. How- 069

ever, long text processing generally suffers from 070

the input token limitation problem, specifically in 071

encoder-based transformers. 072

Hierarchical transformers overcome the input 073

token limitation by leveraging language models 074

(LMs) to encode text segments and aggregate the 075

resulting information into higher-level representa- 076

tions. This method has been strongly implemented 077

in document classification tasks (Zhang et al., 2019; 078

Pappagari et al., 2019; Su et al., 2021; Wu et al., 079

2021; Khandve et al., 2022), allowing full process- 080

ing of long texts without truncation. 081

Following recent progress in developing LLMs 082

for media bias tasks, MAGPIE (Horych et al., 2024) 083
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was published as the first large-scale model specifi-084

cally pre-trained on bias-related tasks. Specifically085

designed for media bias detection, MAGPIE can086

generate bias-aware representations, potentially en-087

hancing performance on downstream classification088

tasks.089

Building on these two lines of work, we pro-090

pose HT-MAGPIE, a hierarchical transformer with091

MAGPIE encoder (Horych et al., 2024). We show092

that HT-MAGPIE outperforms all baselines, high-093

lighting the effectiveness of bias-pretrained en-094

coders for article-level media bias classification.095

Lastly, as article bias tends to reflect its source096

outlet bias (Ganguly et al., 2020), we examine the097

significance of outlet information in classifying ar-098

ticle bias by evaluating performance with the inclu-099

sion and exclusion of outlet metadata in the input100

features. Our results demonstrate that including101

outlet metadata improves performance across most102

fine-tuned models.103

Therefore, our main contributions are sum-104

marised as follows:105

1. We propose HT-MAGPIE, a novel method106

combining MAGPIE as a bias-pretrained en-107

coder with a hierarchical transformer architec-108

ture, outperforming BoW baseline by 6.25%109

and fine-tuned BERT by 5.02% F1 score.110

2. We present a reconstructed BAT dataset in-111

cluding full article content and a four-class112

label system.113

3. We analyse the impact of including outlet114

metadata in our features, showcasing its role115

in classifying article bias.116

2 Related Work117

There are only a few relevant datasets for article-118

level media bias classification (Rodrigo-Ginés119

et al., 2024). BASIL (Fan et al., 2019) is widely120

used but limited to only 300 articles. NLPCSS121

(Chen et al., 2020b) includes 6,964 articles based122

on AdFontes labels, classified into three broad cat-123

egories: bias, neutral, or unknown. BAT (Spinde124

et al., 2023) contains 6,345 articles from 321 out-125

lets, crawled and annotated from AdFontes with126

bias and reliability scores rather than class labels.127

Notable works in article-level media bias classi-128

fication include a Gaussian Mixture Model (Chen129

et al., 2020a) and decoder-based transformers130

(Menzner and Leidner, 2024). Alternatively, other131

studies instead focused on predicting political bias132

and ideology in articles (Kulkarni et al., 2018; Baly 133

et al., 2019; Kim and Johnson, 2022) 134

Early efforts in hierarchical methods include 135

the Hierarchical Attention Networks (HAN) (Yang 136

et al., 2016). Pappagari et al. (2019) were among 137

the first to implement a hierarchical transformer for 138

long document classification, followed by several 139

others (Su et al., 2021; Wu et al., 2021; Khandve 140

et al., 2022). 141

3 BAT Dataset Reconstruction 142

To reconstruct the BAT dataset (Spinde et al., 2023), 143

we crawled the missing article content from the re- 144

spective websites, yielding 5,270 articles from the 145

original 6,345 articles, with substantial data loss at- 146

tributed to unavailable articles and websites. To re- 147

cover the missing articles, we manually sought and 148

retrieved an additional 226 articles, bringing the 149

final dataset to 5,497 articles. Finally, we applied 150

a keyword-matching system to clean the crawled 151

texts, acknowledging that certain inconsistencies 152

could not be resolved through automated cleaning 153

alone—fully addressing them would likely require 154

substantial manual effort. 155

The dataset contains score-based annotations 156

from AdFontes, which rates articles through re- 157

liability scores, ranging from 0 to 64, with 158

higher scores indicating high-accuracy articles 159

well-supported by multiple sources (Otero, 2021). 160

To support classification, we group the reliability 161

scores into four simplified classes derived from the 162

original eight-category framework (Otero, 2021): 163

Problematic (scores < 24), Questionable (scores 164

24–32), Generally Reliable (scores 32–40), and 165

Reliable (scores > 40). 166

4 Hierarchical Transformers 167

We introduce a hierarchical transformer architec- 168

ture inspired by Su et al. (2021) and Wu et al. 169

(2021), as illustrated in Figure 1. First, the input 170

text is segmented into smaller chunks and encoded 171

using a pre-trained LM. The last hidden states of 172

these chunk embeddings are extracted and passed 173

through two untrained transformer layers (Vaswani 174

et al., 2017). A pooling operation is subsequently 175

applied to the outputs, forming a summary repre- 176

sentation of each chunk. Finally, the summary rep- 177

resentations are processed through a Multi-Layer 178

Perceptron (MLP), and a softmax function deter- 179

mines the final output class. 180

We implement two versions of hierarchical trans- 181
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Figure 1: Hierarchical transformer architecture.

formers based on two encoders: HT-BERT uses182

BERT (Devlin et al., 2019) and HT-MAGPIE uses183

MAGPIE as the encoder. MAGPIE is pre-fine-184

tuned on 59 bias-related tasks (Horych et al., 2024),185

allowing for a comparison between a domain-186

specific media bias encoder and a general-purpose187

language model.188

5 Methodology189

5.1 Dataset Split190

Class Train Test Val Weight
Problematic 287 27 34 3.77
Questionable 611 54 70 1.77
G. Reliable 1033 104 128 1.05
Reliable 2394 384 371 0.45

Table 1: Number of total samples in the dataset and
number of samples for each class in the train, test, and
validation set, along with their class weights.

For training, we split the dataset into train, test,191

and validation sets, as shown in Table 1. Given the192

dataset size and class imbalance, we opt to max-193

imise the use of available data by exposing models194

to as many patterns as possible. To achieve this,195

we evenly distribute articles from different outlets196

across the three sets, acknowledging a potential197

drawback that neither the test set nor the validation 198

set contains articles from previously unseen outlets, 199

which could introduce a limitation in performance 200

evaluation. 201

5.2 Features and Baselines 202

Our evaluation is based on two distinct feature sets: 203

the first includes only the article titles and contents, 204

while the second includes article outlets, titles, and 205

contents. We add a full stop between each article 206

component and orderly concatenate them into a 207

single sequence. 208

We employ three primary baselines: (1) a Bag- 209

of-Words model combined with a multilayer per- 210

ceptron (BoW+MLP), (2) LM fine-tuning (FT), 211

and (3) chunked LM fine-tuning (CFT). In LM 212

fine-tuning, we implement three models—BERT, 213

Bigbird, and Longformer—processing only the ini- 214

tial tokens of an article, up to each model’s maxi- 215

mum input length (512 for BERT, 4096 for Long- 216

former/BigBird). 217

The third baseline leverages chunking tech- 218

niques in fine-tuning BERT, allowing us to by- 219

pass the 512-token length limitation of BERT. In- 220

put texts are tokenised, segmented into fixed-size 221

chunks, and padded. A ‘CLS’ and ‘SEP’ tokens are 222

inserted at the beginning and end of each chunk, 223

respectively. The chunks are then stacked and fed 224

to the model as mini-batches. The logits produced 225

by each chunk are averaged to produce the final 226

sequence logits, which are subsequently passed 227

through a softmax to obtain class probabilities. 228

For the second feature set, we introduce an addi- 229

tional baseline: the outlet majority method, which 230

predicts the class of an article based on the most 231

frequent class among articles from the same outlet. 232

This baseline aims to assess outlet-level bias and 233

examine its effect on article-level bias. 234

5.3 Training Details 235

Method Epochs LR WS
BoW+MLP 10 2e-5 0
Fine-tuning 4 2e-5 500
Chunked fine-tuning 4 2e-5 216
Hierarchical models 3 1e-5 162

Table 2: Epochs, learning rate (LR), and warmup steps
(WR) for evaluated methods.

Tokenisation is performed on the word level for 236

BoW, whereas transformer-based approaches apply 237

a sub-word tokenisation. We use the cased version 238
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of the BERT model to retain meaningful case dis-239

tinctions. For training, we use a batch size of 8240

and the AdamW optimiser (Loshchilov and Hutter,241

2019) along with the hyperparameters shown in242

Table 2. Neural networks apply the ReLU activa-243

tion function (Agarap, 2019) and a dropout rate244

of 0.2. The BoW+MLP model consists of a sin-245

gle 128-unit dense layer followed by dropout. The246

MLP layer in our hierarchical transformer archi-247

tecture includes two 768-unit dense layers, with248

dropout applied after each one. We experimented249

with various pooling strategies and chunk sizes,250

ultimately selecting a 156-token window for mean-251

pooling and a 512-token window for CLS-pooling.252

Additionally, we apply a weighted loss in our train-253

ing, assigning higher weights to under-represented254

classes, as shown earlier in Table 1.255

The dataset and source code used in this work256

are publicly available.1257

6 Results & Analysis258

Method F1
BoW+MLP 0.7110
BERT FT 0.7193
BigBird FT 0.7131
Longformer FT 0.7544
BERT CFT, CLS-Pooling 0.7301
HT-BERT, CLS-Pooling 0.7200
HT-MAGPIE, Mean-Pooling 0.7554

Table 3: Results on the first feature set, title + content

Table 3 presents the results given articles’ titles259

and content as features. HT-MAGPIE with mean-260

pooling outperforms the BoW+MLP baseline and261

achieves better F1 scores compared to fine-tuned262

BERT (BERT FT) and chunked fine-tuned BERT263

(BERT CFT) by 5.02% and 3.47% F1, respectively.264

While it only closely surpasses fine-tuned Long-265

former by 0.13%, HT-MAGPIE shows a notable266

4.92% improvement over HT-BERT, highlighting267

the effectiveness of MAGPIE in capturing contex-268

tual representations for media bias classification.269

Interestingly, HT-BERT underperforms relative to270

BERT CFT, suggesting that simpler architectures271

may be more suitable when using BERT as the base272

encoder.273

Despite these results, the BoW+MLP baseline274

only trails transformer-based methods by 1.17% to275

1https://anonymous.4open.science/r/
HT-MAGPIE-F4DF

6.24%. This modest performance gap may be at- 276

tributed to the limited sample size. We hypothesise 277

that with larger datasets, the performance differ- 278

ence between transformer-based and BoW-based 279

models would become more pronounced. 280

The comparable performance of HT-MAGPIE 281

and Longformer can be attributed to the short 282

length of most articles in the dataset, with only 138 283

articles exceeding 4,096 tokens. Nonetheless, HT- 284

MAGPIE still offers better scalability for longer 285

texts and better computational efficiency through 286

parallelised chunk-based processing. 287

Method F1
Outlet Majority 0.7959
BERT FT 0.7504
BigBird FT 0.7318
Longformer FT 0.7529

Table 4: Results on the second feature set, outlet + title
+ content

Table 4 presents the results given outlet metadata 288

as an additional feature, which translates into F1 289

improvements of 4.32% on fine-tuned BERT, and 290

2.62% on fine-tuned BigBird compared to the first 291

feature set (Table 3). However, Longformer shows 292

no improvements. 293

We acknowledge that the outlet majority baseline 294

achieves a higher F1 score than HT-MAGPIE on 295

the first feature set. However, this baseline ignores 296

article content and relies solely on the outlet to infer 297

bias, which is problematic as it effectively labels 298

outlets and overlooks the fact that outlet positions 299

can shift. 300

7 Conclusion 301

In this paper, we propose HT-MAGPIE as a novel 302

approach for article-level media bias classification, 303

highlighting the potential of hierarchical methods. 304

MAGPIE’s superior performance over BERT as a 305

hierarchical encoder suggests that bias-pretrained 306

models can create more effective representations. 307

Furthermore, including outlet metadata as a supple- 308

mentary feature generally enhances performance 309

across fine-tuned models. Future work should ex- 310

plore more robust ways to leverage outlet metadata. 311

We also publish a reconstructed BAT dataset con- 312

sisting of full article content and a four-class label 313

system based on article reliability scores, to be used 314

for future media bias research. 315
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8 Limitations316

The BAT dataset relies on articles that are entirely317

curated by AdFontes, introducing a potential selec-318

tion bias that could influence model performance.319

Moreover, the dataset remains small and imbal-320

anced, particularly lacking examples for the Prob-321

lematic class. Ensuring its robustness requires sub-322

stantial future work, including a more thorough323

cleaning of the crawled article texts. Finally, our324

evaluation is conducted using a test set consisting325

of articles from outlets that are also present in the326

training set, leaving the models’ ability to gener-327

alise to unseen sources unknown.328
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