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Abstract

In response to the limitations of manual ad cre-001
ation, significant research has been conducted002
in the field of automatic ad text generation003
(ATG). However, the lack of comprehensive004
benchmarks and well-defined problem sets has005
made comparing different methods challeng-006
ing. To tackle these challenges, we standardize007
the task of ATG and propose a first benchmark008
dataset, ATG-BENCH , carefully designed and009
enabling the utilization of multi-modal infor-010
mation and facilitating industry-wise evalua-011
tions. Our extensive experiments with a vari-012
ety of nine baselines, from classical methods013
to state-of-the-art models including large lan-014
guage models (LLMs), show the current state015
and the remaining challenges. We also explore016
how existing metrics in ATG and an LLM-017
based evaluator align with human evaluations.018

1 Introduction019

The global online advertising market has wit-020

nessed significant growth and quadrupled over the021

last decade, particularly in the domain of search022

ads (Meeker and Wu, 2018) . Search ads are de-023

signed to accompany search engine results and are024

tailored to be relevant to users’ queries (search025

queries) (Figure 1). These ads are displayed along-026

side a landing page (LP), providing further details027

about the advertised product or service. Therefore,028

ad creators must create compelling ad texts that029

captivate users and encourage them to visit the LP.030

However, the increasing volume of search queries,031

which is growing at a rate of approximately 8%032

annually (Djuraskovic, 2022), poses challenges for033

manual ad creation.034

The growing demand in the industry has fueled035

research on the automatic generation of ad texts.036

Researchers have explored various approaches,037

starting with template-based methods that generate038

ad text by inserting relevant keywords into prede-039

fined templates (Bartz et al., 2008; Fujita et al.,040

User query

Landing page (LP)Ad textTop: title, Bottom: description

Kyoto hotel lowest Kyoto hotel
Kyoto best hotel 



Keyword (Bid words)

Figure 1: An example of search ads.

2010; Thomaidou et al., 2013). Recently, neu- 041

ral language generation (NLG) techniques based 042

on encoder-decoder models, which are widely em- 043

ployed in machine translation and automatic sum- 044

marization, have been applied to ad text generation 045

(ATG) (Hughes et al., 2019; Mishra et al., 2020; 046

Kamigaito et al., 2021). 047

However, the automated evaluation of ATG mod- 048

els presents significant challenges. Previous re- 049

search has been constrained to conducting indi- 050

vidual experiments using proprietary datasets that 051

are not publicly available (Murakami et al., 2023). 052

This limitation arises from the absence of a shared 053

dataset (i.e., a benchmark) that can be universally 054

applied across the field. Moreover, the absence 055

of benchmarks has resulted in a lack of consen- 056

sus regarding task settings such as the models’ in- 057

put/output formats. While some studies use key- 058

words as input (Bartz et al., 2008; Fukuda, 2019), 059

others employ existing advertisements (Mishra 060

et al., 2020) or LPs (Hughes et al., 2019; Kanungo 061

et al., 2022; Golobokov et al., 2022). This variation 062

in the task setting indicates that the field as a whole 063

has yet to establish a standardized problem setting, 064

which hinders the generalization and comparability 065

of ATG techniques. 066

This study aims to advance ATG technology by 067

standardizing the task setup, transforming it into a 068

format accessible to potential players by providing 069

a shared dataset and exploring the current status 070

and limitations. Standardizing problem settings 071
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common to a variety of advertising applications072

as tasks allows for focused exploration of core is-073

sues in an academic context while maintaining the074

flexibility to be applied to a wide variety of appli-075

cations (§3). To engage a broader community of076

researchers beyond those who possess ad data, we077

construct the first publicly available benchmark,078

ATG-BENCH , which is meticulously developed079

a comprehensive dataset (§4). Our dataset com-080

prises actual data sourced from Japanese search ads081

and incorporates annotations encompassing multi-082

modal information such as the LP images. To ex-083

plore the current state and future challenges, we084

conducted extensive experiments using nine diverse085

baselines, including multimodal models and large086

language models (LLMs), as well as the dominant087

approaches in existing studies (§5). Furthermore,088

we also conducted a meta-evaluation of how well089

the existing metrics and LLM-based evaluators re-090

produced human evaluations (§6).091

Our major contributions are:092

• Lowering entry barriers in ATG through task093

standardization, the creation of the initial094

benchmark, and public dataset sharing.1095

• Benchmarking experiments with nine diverse096

models, including classical, standard, and097

state-of-the-art LLM-based models, demon-098

strated the current state and future challenges.099

• The first meta-evaluation in ATG highlighted100

the reliability and limitations of commonly101

used metrics.102

We observed the following:103

• Fine-tuned encoder-decoder models play an104

important role in maximizing automatic evalu-105

ation scores and improving quality in intrinsic106

evaluations such as faithfulness and fluency.107

• Few-shots with strong LLMs have great po-108

tential for quality improvement in extrinsic109

evaluations such as human preference.110

• Using multimodal information like LP images111

improves ad quality, but methods for model112

integration require further exploration.113

• Model performance and rankings vary by in-114

dustry domain.115

1https://github.com/anonymized

• Existing metrics work as intrinsic evaluations, 116

but it is still difficult to use them as a substitute 117

for extrinsic evaluations. 118

2 Background 119

Various types of online advertising exist, including 120

search ads, display ads 2, and slogans 3. However, 121

since most existing studies are related to search 122

ads (Murakami et al., 2023), this study also focuses 123

on search ads and provides an overview of ATG 124

research and its current limitations. 125

2.1 A quick retrospective 126

Early ATG systems predominantly relied on 127

template-based approaches (Bartz et al., 2008; Fu- 128

jita et al., 2010; Thomaidou et al., 2013). These 129

approaches involved filling appropriate words (i.e., 130

keywords) into predefined templates, resulting in 131

the generation of ad texts. Although this method 132

ensured grammatically correct ad texts, it has limi- 133

tations in diversity and scalability because it could 134

only accommodate variations determined by the 135

number of templates, which are expensive to cre- 136

ate. To address these constraints, alternative ap- 137

proaches have been explored, including reusing 138

existing promotional text (Fujita et al., 2010) and 139

extracting keywords from LPs to populate template 140

slots (Thomaidou et al., 2013). 141

Encoder-decoder models, which have demon- 142

strated their utility in NLG tasks such as machine 143

translation and summarization (Sutskever et al., 144

2014), have been applied to ATG research (Hughes 145

et al., 2019; Youngmann et al., 2020; Kamigaito 146

et al., 2021; Golobokov et al., 2022). These mod- 147

els have been employed in various approaches, in- 148

cluding translating low click-through-rate (CTR) 149

sentences into high CTR sentences (Mishra et al., 150

2020), summarizing crucial information extracted 151

from the LPs (Hughes et al., 2019; Kamigaito et al., 152

2021), and combining these techniques by first sum- 153

marizing the LPs and subsequently translating them 154

into more effective ad texts based on CTR (Young- 155

mann et al., 2020).4 Recently, transfer learning ap- 156

proaches using pre-trained language models have 157

become mainstream, allowing for more fluent and 158

2Display ads typically take the form of banner ads strategi-
cally placed within designated advertising spaces on websites
or applications.

3Slogans are catchy phrases designed to captivate the at-
tention of internet users and generate interest in products,
services, or campaigns.

4CTR is a widely-used indicator of advertising effective-
ness in the online advertising domain.
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Work Approach Input Output Affiliation Lang. xACL

Bartz et al. (2008) Template Keyword Ad text Yahoo En
Fujita et al. (2010) Template Promotional text Ad text, Keyword Recruit Ja
Thomaidou et al. (2013) Template LP Ad text Athens Univ. En
Hughes et al. (2019) Seq2Seq LP Ad text Microsoft En
Fukuda (2019) Seq2Seq Keyword Ad text DENTSU Ja
Mishra et al. (2020) Seq2Seq Ad text Ad text Yahoo En
Youngmann et al. (2020) Seq2Seq LP, Ad text Ad text Microsoft En
Duan et al. (2021) Seq2Seq Query, KB Ad text Tencent Zh
Kamigaito et al. (2021) Seq2Seq LP, Query, Keyword Ad text CyberAgent Ja ✓
Wang et al. (2021) Seq2Seq LP, Ad text Ad text Microsoft En
Zhang et al. (2021) Seq2Seq Ad text, Keyword, KB Ad text Baidu Zh
Golobokov et al. (2022) Seq2Seq LP Ad text Microsoft En ✓
Kanungo et al. (2022) Seq2Seq Multiple ad texts Ad text Amazon En
Wei et al. (2022) Seq2Seq User review, Control code Ad text Alibaba Zh ✓
Li et al. (2022) Seq2Seq Query Ad text, Keyword Microsoft En ✓
Murakami et al. (2022a) Seq2Seq Keyword, LP Ad text CyberAgent Ja

Table 1: A summary of existing research on ad text generation. xACL (✓) presents whether the paper belongs to the
ACL community, or some other research community (no ✓).

diverse ATG (Wang et al., 2021; Zhang et al., 2021;159

Golobokov et al., 2022; Kanungo et al., 2022; Wei160

et al., 2022; Li et al., 2022; Murakami et al., 2022a).161

2.2 Current limitations162

ATG has experienced remarkable growth in recent163

years, garnering significant attention as a valu-164

able application of natural language processing165

(NLP). However, the automated evaluation of mod-166

els presents substantial challenges. Existing stud-167

ies, validated only on non-public datasets, hinder168

fair comparisons and discussions across studies,169

posing challenges in generalizing ATG technology.170

Related to this, the problem settings for ATG, such171

as input/output, are not shared among the studies172

because there are variations depending on the adver-173

tising medium (e.g., search ads, display ads, etc.)174

and platform (Google, Bing, Yahoo, etc.). These175

challenges are primarily due to the absence of a176

shared benchmark dataset that can benefit the en-177

tire research community. The reason behind the178

reluctance to share ad datasets is that they usually179

contain performance values such as CTR, which are180

confidential data for companies. Table 1 summa-181

rizes the existing studies in the field and shows that182

this field is led by companies operating advertising-183

related businesses. ATG is gaining significant at-184

tention within the ACL community as a promising185

application of NLP. Moreover, it stands out as a186

valuable research subject contributing to the de-187

velopment of human-centered NLP techniques, as188

discussed in §3. As a confluence of these trends,189

this study aims to establish ATG as an NLP task by190

standardizing the task and building a benchmark191

dataset.192

3 Standardization of ad text generation 193

One of the goals of this study is to develop a task 194

that is not specific to a particular platform or ad- 195

vertising medium but focuses on universal core 196

problems common to these applications, to facil- 197

itate generalization of ATG technology. To meet 198

these requirements, we standardize the ATG task 199

as follows: Let x be a source document that de- 200

scribes advertised products or services, a a user 201

signal reflecting the user’s latent needs or interests, 202

and y an ad text. ATG aims is to model p(y|a,x). 203

User signals, such as search keywords for search 204

ads and user browsing and action history for dis- 205

play ads, can vary based on the application and 206

domain. The specific data to be selected for each 207

x, a, and y will be left to future dataset designers 208

and providers. This standardization of ATG allows 209

a focused exploration of core issues in an academic 210

context while maintaining flexibility for diverse 211

applications in an industrial context. 212

The requirements of ad text The purpose of 213

advertising is to influence consumers’ (users) atti- 214

tudes and behaviors towards a particular product 215

or service. Therefore, the goal of ATG is to cre- 216

ate text that encourages users’ purchasing behav- 217

iors. In this study, we have identified the following 218

two fundamental requirements of ad text: (1) The 219

information provided by the ad text is consistent 220

with the content of the source document; and (2) 221

the information is carefully curated and filtered 222

based on the users’ potential needs, considering 223

the specific details of the merchandise. Require- 224

ment 1 relates to hallucinations, which is currently 225

a highly prominent topic in the field of NLG (Wise- 226

man et al., 2017; Parikh et al., 2020; Maynez et al., 227

2020). This requirement can be considered crucial 228
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for practical implementation since the inclusion229

of non-factual hallucination in ad texts can cause230

business damage to advertisers. Regarding require-231

ment 2, it is necessary to successfully convey the232

features and attractiveness of a product within a233

limited space and immediately capture the user’s234

interest. Therefore, ad text must selectively include235

information from inputs that can appeal to users.236

Differences from existing tasks The ATG task237

is closely related to the conventional document238

summarization task in that it performs information239

compression while maintaining consistency with240

the input document’s content. Particularly, query-241

focused summarization (QFS) (Dang, 2005), a type242

of document summarization, is the closest in prob-243

lem setting because it takes the user’s query as the244

input; however, there are some differences. The245

task of QFS aims to create a summary from one246

or multiple document(s) that answers a specific247

query (explicit needs). In contrast, ATG is required248

to extract not only surface information from user249

signals but also the latent needs behind them and250

then return a summary. For example, when a user’s251

query is “used cars,” the goal of QFS is to provide252

information about used cars. On the other hand, for253

users seeking higher-priced items like cars, factors254

such as quality become important even if they are255

used. Therefore, the task of ATG aims to present256

ads that include expressions appealing to high qual-257

ity and reassurance, such as “All cars come with a258

free warranty!”.259

Another notable difference is that while summa-260

rization aims to deliver accurate text that fulfills261

task-specific requirements, ATG surpasses mere ac-262

curacy and aims to influence user attitudes and263

behavior. Consequently, unconventional and/or264

ungrammatical text may be intentionally used in265

ad-specific expressions to achieve this objective266

(refer to details in §4.2). Therefore, QFS is a sub-267

set of ATG (QFS ⊂ ATG). One of the technical268

challenges unique to ATG is capturing users’ la-269

tent needs based on such user signals a and gen-270

erating appealing sentences that lead to advertis-271

ing effectiveness, which depends significantly on272

the psychological characteristics of the recipient273

users. Therefore, realizing more advanced ATG274

will also require a connection with advertising psy-275

chology (Scott, 1903) based on cognitive and social276

psychology. The ATG is an excellent research topic277

for advancing user-centered NLP technologies.278

# instance # ad text Industry-wise

Train 12,395 1
Dev 3,098 1
Test 872 4 ✓

Table 2: Statistics of our dataset. Industry-wise (✓)
indicates whether the data is separable by industry.

4 Construction of ATG-BENCH 279

4.1 Dataset design 280

In this study, the following two benchmark de- 281

sign policies were first established: the benchmark 282

should be able to (1) utilize multimodal informa- 283

tion and (2) evaluate by industry domain. In terms 284

of Design Policy 1, various advertising formats use 285

textual and visual elements to communicate prod- 286

uct features and appeal to users effectively. It is 287

well-recognized that aligning content with visual 288

information is crucial in capturing user attention 289

and driving CTR. Exploring the effective utilization 290

of such multi-modal information is crucial for the 291

ATG. Design Policy 2 highlights the significance of 292

incorporating specific advertising appeals to create 293

impactful ad texts. In general, ad creators must con- 294

sider various aspects of advertising appeals such 295

as the price, product features, and quality. For in- 296

stance, advertising appeals in terms of price such 297

as “free shipping” and “get an extra 10% off” cap- 298

tivate users by emphasizing cost savings through 299

discounts and competitive prices. Previous studies 300

revealed that the effectiveness of these advertising 301

appeals varies depending on the target product and 302

industry type (Murakami et al., 2022b). To foster 303

the development of robust models, it is crucial to 304

conduct an industry-wise evaluation. 305

4.2 Construction procedure 306

We utilized Japanese search ads from our company 307

involved in the online advertising business.5 In 308

these source data, the components of user queries, 309

ad texts, and LPs (URLs) are allocated accord- 310

ingly. Search ads comprise a title and description, 311

as shown in Figure 1. Description in search ads 312

has a larger display area compared to titles. It is 313

typically written in natural sentences but may also 314

include advertising appeals. In contrast, titles in 315

search ads often include unique wording specific 316

to the advertisements. They may deliberately break 317

or compress grammar to the extent acceptable to 318

5Careful care is taken to ensure that advertisers are not
disadvantaged in the data release.
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ORIX Card Loan

Keyword

… Diagnosis of instant loan
Cards! 3 recommended 
companies to borrow …

Landing page (LP)

ATG-BENCH

Ad text
1. [Official] Top 3 Popular Card Loans
2. Easily diagnose recommended card loans
3. Diagnose Cards Availbale for Same-Day Borrowing !
4. Get Financing in as Fast as 30 Mnutes Online !

Figure 2: Examples of our dataset, translated into En-
glish for visibility. The highlighted areas in each color
indicate the aspects of advertising appeals: Speed ,
Trend , and User-friendliness , based on Murakami

et al. (2022b)’scheme.

humans because their primary role is immediately319

capturing a user’s attention. For instance, the sen-320

tence “If you’re looking to sell your brand-name321

merchandise, why not get a free valuation at XX322

right now?” is transformed into an ad-specific323

expression: “Sell your brand-name goods / free324

valuation now”. Studies in advertising psychology325

have reported that these seemingly ungrammatical326

expressions, unique to advertisements, not only do327

not hinder human comprehension but also capture328

their attention (Wang et al., 2013). We extracted329

only titles as ad texts y to create a benchmark fo-330

cusing on ad-specific linguistic phenomena.331

In our dataset, we extracted meta description332

from the HTML-associated LPs, which served as a333

description document (LP description) x for each334

product. Furthermore, in line with Design Policy 1,335

we processed a screenshot of the entire LP to obtain336

an LP image, allowing us to leverage multi-modal337

information. Through this process, we obtained im-338

ages I , layout information C, and text {xocri }|R|
i=1339

for the rectangular region set R using the OCR340

function of the Cloud Vision API.6341

4.3 Annotation342

The source data is assigned a delivered gold refer-343

ence ad text, but because of the variety of appeals344

in the ads, there is a wide range of valid refer-345

ences for the same product or service. Therefore,346

three additional gold reference ad texts were cre-347

ated for the test set by three expert annotators who348

are native Japanese speakers with expertise in ad349

annotation. As explained in §3, since it is impor-350

tant for ad creation to consider latent needs behind351

6https://cloud.google.com/vision/docs/ocr

user signals, we instructed the annotators to explic- 352

itly consider search keywords as user intentions.7 353

During the data collection process for evaluation 354

annotations, data were randomly selected based 355

on keywords manually mapped to industry labels, 356

such as “designer jobs” mapped to the human re- 357

source industry, following Design Policy 2. Here, 358

we used the following four industry domain labels: 359

human resources (HR), e-commerce (EC), finance 360

(Fin), and education (Edu). 361

Table 2 provides the statistics of our dataset. 362

The dataset was partitioned into training, devel- 363

opment, and test sets to prevent data duplication 364

between the training (development) and test sets, 365

which was achieved through filtering processes. 366

Figure 2 presents examples from the test set of this 367

dataset.8 Although the annotator was not given 368

explicit instructions regarding the advertising ap- 369

peal, we confirmed that the annotator created an 370

ad text (#2-4) that featured a variety of advertising 371

appeals different from the original ad text (#1) that 372

considered latent needs based on keywords. This 373

suggests that our test set captures a certain level of 374

diversity in expressing advertisements. 375

5 Benchmarking of ATG models 376

To clarify the current state and remaining chal- 377

lenges, we conduct benchmark experiments using 378

the dataset constructed in §4 and various ATG mod- 379

els. Specifically, we investigate the following re- 380

search questions: 381

RQ1 How do differences in the use of pre-trained 382

language models (i.e., finetuning vs. few-shot) 383

affect overall performance? 384

RQ2 Is multimodal information useful for ad text 385

generation? 386

RQ3 Do trends in model performance vary by in- 387

dustry domain? 388

RQ4 What are the qualitative differences be- 389

tween generated ad text compared to human- 390

produced ad text? 391

5.1 Models 392

As outlined in §2.2, existing studies use non-public 393

data with performance values, such as CTRs, and 394

7The detailed annotation guidelines are presented in Ap-
pendix A.

8Although not included due to space limitations, the actual
dataset also includes LP images (screenshots), their OCR
results, and industrial labels.
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therefore cannot be replicated on the ATG-BENCH395

data set, which does not include performance val-396

ues. Therefore, this experiment will focus on a sim-397

plified replication of previous studies and follow-up398

on the dominant approach.399

• BM25 is a model of an extractive approach400

using the BM25 algorithm (Robertson et al.,401

2009). The BM25 algorithm is used to gen-402

erate ad texts by extracting one query-related403

sentence from the input document.404

• BART is a fine-tuned model using405

BART (Lewis et al., 2020) . We406

used the following pre-trained model:407

japanese_bart_base_2.0 9408

• T5 is a fine-tuned model using409

T5 (Raffel et al., 2022). We used410

the following pre-trained model:411

sonoisa/t5-base-japanese 10.412

• GPT-3.5 is a few-shot model using GPT-413

3.5 (gpt-3.5-turbo-0613) (Ouyang et al.,414

2022). We built the model using the API pro-415

vided by OpenAI 11.416

• GPT-4 is a few-shot model using GPT-4417

(gpt-4-0613) (OpenAI, 2023). As with GPT-418

3.5, we constructed the model using the API419

provided by OpenAI.420

• Llama2 is a few-shot model using421

Llama2 (Touvron et al., 2023). We422

used the following pre-trained model:423

ELYZA-japanese-Llama-2-7b-instruct 12.424

For BART and T5, we fine-tuned each pre-trained425

model on the train split of ATG-BENCH to cre-426

ate our baseline models. For GPT-3.5, GPT-4, and427

Llama2, the baseline models were constructed by428

3-shot in-context learning, respectively. To investi-429

gate the effectiveness of incorporating multi-modal430

features such as images and layout in the LPs and431

their impact on the overall performance, we built432

various settings for the T5-based model that consid-433

ered LP image information, following Murakami434

9https://github.com/utanaka2000/fairseq/tree/
japanese_bart_pretrained_model

10https://huggingface.co/sonoisa/
t5-base-japanese

11https://github.com/openai/openai-python
12https://huggingface.co/elyza/

ELYZA-japanese-Llama-2-7b

et al. (2022a). Specifically, we incorporated the fol- 435

lowing three types of multi-modal information into 436

the model architecture: LP OCR text (lp_ocr;o), 437

LP layout information (lp_layout;l), and LP 438

BBox image features (lp_visual;v)13. See Ap- 439

pendix B for details on the experimental setup for 440

each baseline model, including the prompt tem- 441

plate. 442

5.2 Evaluation 443

Automatic evaluation To evaluate the generated 444

texts quality, we employed two widely used met- 445

rics in ATG (Murakami et al., 2023): BLEU-4 446

(B-4)14 (Papineni et al., 2002) and ROUGE-1 (R- 447

1) (Lin, 2004). These metrics assess the similarity 448

between the generated text and reference based on 449

n-gram overlap. Since paraphrases are commonly 450

used in ad texts, BERTScore (BS) (Zhang et al., 451

2020), an embedding-based metric, was also used 452

to handle their semantic similarity. Additionally, 453

as task-specific guardrails, we introduce keyword 454

insertion rates (KWD) (Mishra et al., 2020) and 455

sentence length regulation compliance rates (REG). 456

KWD represents the percentage of cases where the 457

specified keyword is included in the generated text 458

for evaluating the relevance of the LP and the ad 459

text. REG indicates the percentage of compliance 460

with the character count regulation (15 characters 461

or less). 462

Manual evaluation To answer RQ4, we con- 463

ducted a manual evaluation. Three human raters 464

evaluate each of the 10 ad texts of the 9 models 465

(§5.1) and one original reference for each of the 466

three evaluation aspects of faithfulness, fluency, and 467

attractiveness (i.e. human preference). The faith- 468

fulness and fluency evaluations were conducted 469

using an absolute evaluation of whether the input 470

document implies or does not imply the ad text, and 471

whether the content of the ad text is understandable 472

and natural, respectively. Given the challenge of 473

providing an absolute evaluation of each ad text’s 474

attractiveness, we conducted a pairwise evaluation 475

comparing the human reference and each model 476

output, considering cases where the attractiveness 477

was equal (Tie). For faithfulness and fluency, we 478

sampled 200 cases from the test data and conducted 479

manual evaluations for a total of 2000 ad texts. For 480

attractiveness, we sampled 100 cases, created pairs 481

of the human reference and each model output, and 482

13We provide detailed settings in Appendix B.3
14https://github.com/mjpost/sacrebleu
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Faithfulness Fluency Attractiveness

All (= 3) 0.3 0.25 0.17
Majority (≧ 2) - - 0.84

Table 3: Inter annotator agreement.

B-4 R-1 BS KWD REG

Unimodal model:

BM25 5.4 16.1 70.1 97.0 45.0
BART 14.4 21.4 73.4 75.8 81.0
T5 13.6 23.0 73.8 89.8 78.5
GPT-3.5 3.5 14.2 64.2 73.9 84.5
GPT-4 4.4 16.4 65.1 78.6 87.0
Llama2 4.6 13.6 55.4 72.2 60.0

Multimodal models:

T5 + {o} 16.0 24.7 74.9 85.7 70.0
T5 + {o,l} 15.6 23.3 74.1 84.4 67.5
T5 + {o,l,v} 13.2 23.5 74.1 84.5 74.0

Table 4: Results: a bold value indicates the best result
in each column.

performed manual evaluations for a total of 900 ad483

texts.484

Table 3 shows the inter-annotator agreement485

(IAA)15. As expected, the IAA for attractiveness486

is the lowest, but when loosened to more than a487

majority, it is outstandingly high (0.84). This sug-488

gests that, while achieving unanimous favorability489

is challenging, there is a considerable level of con-490

sensus on attractiveness.491

5.3 Result492

The answers corresponding to the RQs listed in §5493

are provided below:494

A1: Finetuning and few-shot are good perform-495

ers in intrinsic and extrinsic evaluations, respec-496

tively In automatic evaluation, we observe that497

few-shot learning falls behind finetuning (Table 4).498

A similar trend can also be observed in the manual499

evaluation, except for attractiveness (Figure 4 and500

Figure 5). These series of results highlight the high501

potential of LLM few-shot for improving quality502

in extrinsic evaluation such as attractiveness and503

human preference, while finetuning can play an504

important role in maximizing quality in intrinsic505

evaluation such as automatic scores, faithfulness,506

and fluency.507

A2: Multimodal information contributes to the508

quality of generated ad text We observe that509

15It is based on majority vote and counted as a Tie if they
are all split for attractiveness

incorporating additional features such as OCR- 510

processed text (+ {o}), the LP layout information 511

(+ {o,l}), and LP image features (+ {o,l,v}) im- 512

proved the quality of generated sentences in terms 513

of faithfulness (4a) and fluency (4b). On the other 514

hand, the incorporation of layout information and 515

visual features into the models does not necessar- 516

ily improve performance, so methods for model 517

integration require further exploration. The perfor- 518

mance drop may be due to image information act- 519

ing as noise when using the LP Full View directly 520

in this experiment. Therefore, the development of 521

a multimodal system that adaptively accesses only 522

important information from LPs will be a straight- 523

forward future work. 524

A3: Model performance and model rankings 525

vary by industry domain Figure 3 shows the 526

industry-wise evaluation results in each metric. We 527

observe the model performance and rankings vary 528

by industry, especially in B-4 and R-1. In contrast, 529

BS exhibits a relatively stable model ranking across 530

industries. This stability could be attributed, to the 531

embedding-based nature of BS, offering a more 532

flexible interpretation of semantic proximity com- 533

pared to the surface-based metrics. For a thorough 534

examination of the reliability of each metric in the 535

ATG task, refer to §6. 536

A4: Some baselines have already reached 537

human-level performers In faithfulness, the 538

outputs of the baseline models, with the excep- 539

tion of GPT-3.5 and GPT-4, are more faithful to the 540

input than the human reference (Figure 4a). Note, 541

however, that low faithfulness in human reference 542

does not necessarily mean low quality, since it is 543

known that ad creators use expressions based on 544

their external knowledge to the extent that they can 545

ensure factual consistency with the input in order 546

to enhance fluency and appeal. Non-factual, fake 547

ads can be fatal to advertisers in terms of legal com- 548

pliance and corporate branding, but it is difficult 549

for a model to perfectly capture real-time product- 550

specific information, such as discount prices and 551

campaign periods. Therefore, one important direc- 552

tion is the development of models with guaranteed 553

faithfulness as a step toward achieving an ATG 554

system with guaranteed factual consistency. 555

In fluency, we can confirm that the human refer- 556

ence has high fluency as a trade-off for low faithful- 557

ness, while GPT-4, T5, and Llama2 are almost at 558

the same level as the human reference (Figure 4b). 559

It should also be noted that integrating multimodal 560

7
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Figure 3: Industry-wise evaluation for each metrics.
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Figure 4: Human ranking in terms of faithfulness and
fluency, respectively.
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Figure 5: Human preference evaluation for each system
output, comparing to a human-created reference.

Faithfulness Fluency Attractivenss

Metrics r ρ r ρ r ρ

B-4 0.88 0.83 0.53 0.30 -0.12 -0.68
R-1 0.83 0.75 0.70 0.55 0.35 0.03
BS 0.90 0.85 0.67 0.50 0.20 -0.20
GPT-4 0.20 -0.48 -0.22 0.10 -0.47 -1.20

Table 5: System-level meta-evaluation results with Pear-
son (r) and Spearman (ρ)

information from LP images into the model con-561

tributes to generating more fluent ad text.562

In attractiveness, GPT-4 is already able to gen-563

erate more attractive ad text for humans than ref-564

erence (Figure 5). If equivalent (Tie) cases are in-565

cluded, T5 and T5+ {o} also reach the same level566

as humans. GPT-4 also achieves a sentence-length567

regulation compliance rate (REG in Table 4), mak-568

ing it a model with high real-world applicability.569

6 Meta-evaluation 570

We investigate the following two questions: (1) 571

how reliable are the existing metrics for each eval- 572

uation aspect?, and also (2) can a strong LLM (e.g., 573

GPT-4) be used to be an alternative to human eval- 574

uation? To answer these questions, we performed 575

a meta-evaluation by adding a GPT-4-based evalua- 576

tor to the set of the metrics used in the experiment 577

in §5. The GPT-4-based evaluator was constructed 578

by giving the same instructions as those given to 579

the human raters in the manual evaluation §5.2.16. 580

Table 5 shows that the system-level meta- 581

evaluation results with Pearson (r) and Spearman 582

(ρ). BS and R-1 correlate best with humans for 583

faithfulness and fluency, respectively. On the other 584

hand, it was difficult to replicate the human rank- 585

ing for attractiveness. This suggests that existing 586

metrics work as intrinsic evaluations, but it is still 587

difficult to use them as a substitute for extrinsic 588

evaluations. The GPT-4 based evaluator had the 589

lowest correlation in any evaluation aspect. This 590

result is inconsistent with Chiang and Lee (2023)’s 591

report that LLM evaluations produce results similar 592

to those of expert human evaluations. One reason 593

for this may be due to domain mismatch, as most of 594

the datasets in the GPT-4 pre-training are general 595

or non-advertising domains (OpenAI, 2023). 596

7 Conclusion 597

In this study, we standardized ATG as a cross- 598

application task and developed the first benchmark 599

dataset. Through evaluation experiments using this 600

benchmark, we demonstrated the current status and 601

remaining challenges. ATG is a promising appli- 602

cation of NLP and a critical and complex research 603

area for advancing user-centric language technol- 604

ogy. We anticipate that the research infrastructure 605

established in this study will drive the progress and 606

development of ATG technology. 607

16The prompts used are presented in Appendix C
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Limitations608

One of the limitations of this study is that the609

dataset is only available in Japanese. In particu-610

lar, the community should also enjoy benchmark611

datasets in English that are more accessible to re-612

searchers and developers around the world. We613

hope that advertising-related companies who share614

our vision of building on common datasets to build615

on the technologies in the field of ATG will fol-616

low this research and provide public datasets to the617

community in the future.618
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A Annotation Guideline860

The main instructions given to the annotators were861

as follows:862

1. Consider the search keyword as the user’s in-863

tent.864

2. Create an advertisement that is consistent with865

the product/service description in the LP.866

3. Ensure that the length of the advertisement is867

within 15 full-width characters 17.868

4. These instructions were provided to guide the869

annotators in creating the additional reference870

advertisements.871

B Details on experimental setup for each872

baseline models873

B.1 BM25874

We used the BM25 to rank sentences of the source875

document given a query and took the most relevant876

17This follows the guidelines for headline text in Google
Responsive Search Ads (https://support.google.com/
google-ads/answer/12437745).

sentence as the generated ad text. For implementa- 877

tion, we used the rank_bm25 toolkit 18. 878

B.2 T5 and BART 879

We fine-tuned each pre-trained model on the 880

training dataset to create our baseline mod- 881

els. Specifically, we used a pre-trained model 882

japanese_bart_base_2.0 from Kyoto Univer- 883

sity’s Japanese version of BART 19 as the basis 884

for our BART-based baseline model. For the T5- 885

based baseline model, we used a pre-trained model 886

sonoisa/t5-base-japanese 20. The specific hy- 887

perparameters and other experimental details are 888

reflected in Table 6. 889

B.3 Multimodal models 890

Figure 6 presents an overview of incorporating the 891

LP information into the T5-based model. 21. As 892

an input, we used three sets of token sequences, 893

the LP descriptions xdes, user queries xqry, and 894

each OCR token sequence xocri of the rectangu- 895

lar region set R = {ri}|R|
i=1 obtained by OCR 896

from the LPs, where each token sequence x∗ is 897

x∗ = (x∗i )
|R|
t=i. Furthermore, the layout C = ci

|R|
i=1 898

and image information I = Ii
|R|
i=1 for the rectan- 899

gular region set R was used. Here, ci denotes 900

(xmin
i , xmax

i , ymin
i , ymax

i ) ∈ R4 as shown in Fig- 901

ure 6. 902

Next, we explicitly describe each embedding 903

(Figure 6) as follows: 904

Token embedding Each token sequence x∗ was 905

transformed into an embedding sequence t∗ before 906

being fed into the encoder. Here, D denotes the 907

embedding dimension. 908

Segment embedding The encoder distinguishes 909

the region of each token sequence x∗. For example, 910

for a token sequence xdes, we introduced sdes ∈ 911

RD. 912

Visual embedding We introduced an image Ii 913

for each rectangular region ri to incorporate visual 914

information from the LP, such as text color and 915

font. More specifically, the obtained image Ii was 916

18https://github.com/dorianbrown/rank_bm25
19https://github.com/utanaka2000/fairseq/tree/

japanese_bart_pretrained_model
20https://huggingface.co/sonoisa/

t5-base-japanese
21Note that the model constructed for this experiment,

shown in Figure 6, is not the proposed model, but a base-
line model created according to Murakami et al. (2022a)
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Figure 6: An overview of the model incorporating LP information, following Murakami et al. (2022a).

resized to 128 × 32 (width × height). The CNN-917

based feature extraction was employed to create918

visual features vi ∈ RD.919

Layout embedding In the LP, the position and920

size of the letters played crucial roles. We input the921

layout ci of a rectangular region ri into the MLP to922

obtain li ∈ RD.923

Using the above embeddings, we generated the924

encoder inputs, as shown in Figure 6. This study925

investigated the contribution of each type of multi-926

modal information to the overall performance. We927

incorporated the following three types of multi-928

modal information into the model architecture in929

Figure 6: LP OCR text (lp_ocr;o), LP layout in-930

formation (lp_layout;l), and LP BBox image931

features (lp_visual;v).932

Hyperparameters We present the hyperparam-933

eters used during the training of both models in934

Table 6. For the maximum sequence length in T5,935

it was set to 712 only for the model using LP bound-936

ing box image features (+ {o,l,v}), while all other937

models were set to 512. Furthermore, early stop-938

ping was applied if the loss on the development set939

deteriorated for 3 consecutive epochs in the case of940

T5, and 5 consecutive epochs in the case of BART.941

B.4 GPT-3.5, GPT-4, and Llama2942

For GPT-3.5, GPT-4, and Llama2, the baseline943

models were constructed by 3-shot in-context learn-944

ing, respectively. The prompts used to build these945

models are provided in Table 7.946

C Prompts for GPT-4 evaluator 947

The GPT-4-based evaluator was constructed by giv- 948

ing the same instructions as those given to the 949

human raters in the manual evaluation §5.2. We 950

present the prompts we used for faithfulness, flu- 951

ency, and attractiveness in Tables 8, Table 9, and 952

Table 10, respectively. 953
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Hyperparameters Values（BART / T5）

Models japanese_bart_base_2.0 / t5-base-japanese
Optimizer Adam (Kingma and Ba, 2015)
Learning rate 3e-4
Max epochs 20
Batch size 8
Max length 512 / 712（T5+{o,l,v} only）

Table 6: Hyperparameters.

Based on the given search query and text, please create an advertisement that appeals to users in 15
words or less.

Search Query: bridal fair Yokohama
Document: Official website of "The House Yokohama Marine Tower Wedding", a wedding venue at
Yokohama Marine Tower adjacent to Yamashita Park. One couple can rent out the Yokohama Marine
Tower, which overlooks Minato Mirai, and have a wedding ceremony that is unique to them.
Output: Yokohama wedding THE HOUSE open

Search Query: window cleaning
Documents: Compare window and sash cleaning prices, quotes, and reviews at Kurashi no Market.
Easily book reputable window and sash cleaning professionals online! [Guaranteed!]
Output: [Official] Kurashino Market

Search Query: jobs osaka 50s
Documents: Find the right job for you at Recruit’s job search and job information site! Rikunabi NEXT
is a job search and recruitment information site that supports your job search with useful contents such
as job scout function and know-how on job change.
Output: Many senior jobs are available

Search query: {query}
Documentation: {description}
Output:

Table 7: Prompts used for ATG model based on LLMs (GPT-3.5, GPT-4, and Llama2), translated into English for
visibility.

Please answer "1" if the question text implies the ad text and "0" if it does not.

Question text: [A calm daily life begins with a regular diet] Self-care for common female prob-
lems/regular delivery costs about 81 yen a day.
Ad text: Peaceful everyday life
Answer: 1

Question text: [A calm daily life begins with a regular diet] Self-care for common female prob-
lems/regular delivery costs about 81 yen a day.
Ad text: [Official] Daily diet
Answer: 0

Question: How to recover/restore data from an external hdd?
Ad text: 0 yen for the initial cost
Answer: 0

Question: {description}
Ad text: {adtext}
Answer:

Table 8: Prompt used for GPT-4 evaluator for faithfulness, translated into English for visibility.
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Please answer "1" for the following ad text if the content is understandable and natural, and "0"
otherwise.

Ad text: You get muji miles every year.
Answer: 1

Text: [Official] marriveil
Answer: 1

Ad text: ujipassport app
Answer: 0

Ad text: {adtext}
Answer:

Table 9: Prompt used for GPT-4 evaluator for fluency, translated into English for visibility.

Assuming a Google search for the following keywords, please compare ad text A and ad text B and
answer "A" or "B" for the one you are more interested in. If the attractiveness is the same, please
answer "C".

Keyword: employment information
Ad text A: [Official] TOYOTA / Recruitment of periodic employees
Ad text B: [Official] TOYOTA / Periodic Employee Recruitment
Answer: A

Keyword: recommended medical insurance
Ad text A: Nippon Life Group Medical Insurance
Ad text B: Online Medical Insurance
Answer: B

Keyword: cancer hospital visit insurance
Ad text A: Sony Assurance’s medical insurance
Ad text B: Aflac medical insurance
Answer: C

Keyword: {query}
Ad text A: {reference}
Ad text B: {system}
Answer:

Table 10: Prompt used for GPT-4 evaluator for attractiveness, translated into English for visibility. The examples of
prompts were selected by sampling from cases in which the evaluators’ opinions were in total agreement during the
manual evaluation.
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