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Abstract

Language technologies have made enormous001
progress, especially with the introduction of002
large language models (LLMs). These ad-003
vances can, however, exacerbate a variety of004
issues that models have traditionally struggled005
with, such as bias, evaluation, and risks. In this006
perspective paper, we argue that many of these007
issues share a common core: a lack of aware-008
ness of the factors, context, and implications009
of the social environment in which NLP oper-010
ates, which we call social awareness. While011
NLP is getting better at solving the linguistic012
aspects, relatively limited progress has been013
made in adding the social awareness required014
for language applications to work in all situa-015
tions for all users. Integrating social awareness016
into NLP models will make applications more017
natural, helpful, and safe, and will open up new018
possibilities. Thus we argue that substantial019
challenges remain for NLP to develop social020
awareness and that we are just at the beginning021
of a new era for the field.022

1 Introduction023

Natural language processing (NLP) has made sig-024

nificant strides in recent years, thanks in part to025

the introduction of large pretrained language mod-026

els (LLMs) based on Transformers (Vaswani et al.,027

2017; Brown et al., 2020). As a result, performance028

on various NLP tasks, such as machine translation,029

sentiment analysis, or conversational agents, has030

significantly improved. These models now per-031

form these tasks seemingly as well as, if not better032

than, humans (Tedeschi et al., 2023). On the other033

hand, a growing number of issues and shortcom-034

ings with these models has been reported. Some of035

these issues include bias (Bolukbasi et al., 2016),036

toxicity (Gehman et al., 2020), trust (Litschko037

et al., 2023), and concerns about fairness (Hovy038

and Spruit, 2016; Blodgett et al., 2020; Shah et al.,039

2020; ElSherief et al., 2021). Word embeddings,040

which represent words in a mathematical space,041

can, for example, inadvertently capture and rein- 042

force biases in training data, perpetuating stereo- 043

types and inequalities (Bolukbasi et al., 2016; Go- 044

nen and Goldberg, 2019). Machine translation sys- 045

tems have been shown to generate translations with 046

unintended biases or inaccuracies (Vanmassenhove 047

et al., 2018; Hovy et al., 2020), potentially exac- 048

erbating cultural and societal misunderstandings 049

(Bird and Yibarbuk, 2024). Furthermore, NLP ap- 050

plications are still insufficient for tasks that require 051

social awareness, especially in high-stakes areas 052

like health care. In its current form, NLP only 053

serves a subset of people and situations that use 054

language technology (Held et al., 2023). 055

Many of these issues facing modern NLP share a 056

common core. Namely, they result from failing to 057

consider language (technologies) in the context of 058

communities, cultural and ideological differences, 059

and social contexts. All these social awareness 060

aspects are relevant not just for English, but also 061

the 7,000 languages out there (Joshi et al., 2020), 062

adding complexity to the problem. These issues 063

fall under social awareness: 064

Social Awareness refers to the ability 065

to be aware of social social factors, con- 066

texts, and social dynamics, as well as 067

the implications of language use on the 068

broader social environment. 069

Social awareness is undervalued in current NLP. 070

Very traditional NLP models often focus on syntax, 071

grammar, and lexicon, but have not made much 072

progress in capturing cultural context and social in- 073

teractions. The inherent difficulty of operationaliz- 074

ing and integrating these complexities into today’s 075

LLMs is a significant reason. We argue that we 076

need to address this issue to take NLP to the next 077

level. We must broaden the scope of NLP technolo- 078

gies to a wider range of people and situations, and 079

advance and promote inclusivity and accessibility 080

across different languages and cultures (Hovy and 081
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Yang, 2021; Hershcovich et al., 2022). This is a082

message that needs to be repeated in the NLP com-083

munity because we are nearing a point where such084

social awareness can be integrated into systems.085

Social awareness is not restricted to NLP; it086

should be an integral and foundational component087

across all modalities of AI. While our view ap-088

plies most readily to NLP, it is also relevant for089

vision (Fathi et al., 2012) and robotics (Breazeal,090

2003), for example. Social awareness governs the091

dynamics of human-human and human-AI interac-092

tions and has an impact on knowledge acquisition093

and use. Language, as a means of communication,094

serves as a tool for individuals to achieve a variety095

of goals, even though it is generated and consumed096

by people from various backgrounds. NLP’s po-097

tential insights and applications will inevitably be098

limited if it does not consider the interaction of in-099

dividuals, the context in which language is uttered,100

and the specific goals it should achieve. Knowledge101

of such goals or capabilities in turn enables users to102

gain more trust in NLP system— social awareness103

is also an important factor for more trustworthy104

NLP in the future (Litschko et al., 2023). This105

is because language is more than just words and106

grammar; human society and culture is inextricably107

linked to it. By modeling the social factors that108

influence language, our AI systems can better un-109

derstand and connect with people, and expand their110

scope and depth. Concretely, in this position paper,111

we introduce three key aspects socially aware NLP112

needs to account for to work, namely social factors113

(Section 2.1), social interaction (Section 2.2), and114

social implication (Section 2.3).115

2 What Is Socially Aware NLP?116

Pentland (2005) defines socially aware computa-117

tion as systems that can understand social signal-118

ing and social context. The author argues that fo-119

cusing on such dimensions can improve collective120

decision-making and keep users informed. From a121

psychology perspective, Daniel Goleman defines122

a related term—emotional intelligence,—-which123

he breaks down into four subsets: self-awareness,124

self-management, social awareness, and relation-125

ship management (Hernez-Broome, 2012). For126

emotional intelligence, social awareness requires127

the ability to accurately understand other people’s128

emotions and empathize with them, which relates129

to having a Theory of Mind of others (Tomasello,130

2014; Premack and Woodruff, 1978).131

The concept of social awareness in natural lan-132

guage understanding refers to shifting focus away 133

from classic tasks and benchmarks and instead en- 134

couraging tasks, models, and evaluations to con- 135

sider social factors (Hovy and Yang, 2021), so- 136

cial context, and social dynamics communicated 137

through language. The “awareness” pertains to 138

language technologies themselves being designed 139

to recognize and exhibit such social aspects and 140

process these socially driven meanings and impli- 141

cations behind language as humans do. In addition 142

to the increased awareness of language technolo- 143

gies, researchers or practitioners should also be 144

aware of these social aspects to design language 145

technologies that are socially aware. 146

Socially aware language technologies 147

refer to the study and development of 148

language technologies from a social 149

perspective, to provide NLP systems 150

with the ability to understand the social 151

context, perspectives, and emotions ex- 152

pressed in language by humans. 153

In other words, a socially aware system should 154

demonstrate emotional intelligence, social intelli- 155

gence, cultural competence, or perspective-taking 156

abilities. Consequently, research in socially aware 157

language technologies will focus on developing 158

new algorithms, models, evaluation metrics, and 159

approaches that allow NLP systems to be more so- 160

cially aware and to better recognize and respond 161

to social cues, cultural nuances, and other human 162

communication-related factors. This research also 163

entails the design and implementation of socially- 164

aware NLP systems for use in real-world applica- 165

tions such that their use, implications, and impact 166

are all understood during their development. 167

2.1 Social Factors 168

Hovy and Yang (2021) lay out seven social fac- 169

tors that NLP systems need to incorporate: speaker 170

characteristics, receiver characteristics, social rela- 171

tions, context, social norms, culture and ideology, 172

and communicative goals. These aspects provide 173

an easy-to-use conceptual taxonomy on different 174

social factors in language. It is also essential to con- 175

sider the incorporation and understanding of social 176

factors in various domains, including psychology, 177

sociology, and more. 178

Social factors refers to a wide range of 179

social aspects that shape the way we un- 180

derstand language use, including but not 181
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Figure 1: How social factors relates to language technologies, linguistics and social sciences

limited to who is the speaker; who is the182

receiver; what is their social relation; in183

what context; guided by what kinds of184

social norms, culture, and ideology; and185

for which communicative goals.186

Figure 1 (without the highlighted red boxes)187

shows how current NLP works. We typically have188

some tasks inspired by linguistic knowledge and189

then build and evaluate models for the task, such as190

Natural Language Inference (Bowman et al., 2015).191

To develop socially aware language technologies,192

we have to incorporate social factors from social193

science into this pipeline. Social factors, in particu-194

lar, can inspire socially informed tasks through ad-195

ditional objective functions and tasks. Operational-196

izing social phenomena will augment the current197

pool of tasks to better reflect users’ needs and likely198

lead to increased user trust. Furthermore, social199

knowledge can supplement existing representations200

in models (Nguyen et al., 2021). Social signals may201

provide alternative supervision for representation202

learning and next-word prediction. Current models203

have internal representations of social factors but204

do not appear to actively draw on them (Lauscher205

et al., 2022). With social awareness integrated into206

the pipeline, the outcome can produce social im-207

pact, not only about the typical task evaluation208

metric but also the impact on people.209

2.2 Social Interaction210

To develop socially aware language technologies,211

we must go beyond social factors (Hovy and Yang,212

2021) and consider a wide range of social inter-213

actions and their social implications, such as the214

relationship, organizational, and cultural norms that215

govern interpersonal communication. While social 216

factors intrinsically encompass language, culture, 217

and behavior, the awareness of social interactions 218

and implications digs into the dynamic context in 219

which NLP systems operate and their impact. 220

In social science, many theories, such as those 221

surrounding social influence and norms, define 222

essential dimensions of social interaction, shed- 223

ding light on the intricate processes underlying 224

human behavior and interaction. The desire to 225

communicate within this environment helps drive 226

language development, and our environment also 227

profoundly influences the speed and efficiency of 228

our language acquisition (Plunkett, 1997). This 229

perspective posits that language is not an isolated 230

construct but emerges as a product of social ex- 231

change and communication, aligning closely with 232

the interactionism paradigm in sociology (Snyder 233

and Ickes, 1985). Social norms govern social be- 234

havior and are regarded as groups’ shared standards 235

of acceptable behavior. Some social norms become 236

laws and rules, while others remain informal but 237

equally influential. Integrating social norms into 238

language introduces a layer of complexity beyond 239

mere vocabulary and grammar. The work of Lapin- 240

ski and Rimal (2005) highlights the nuanced inter- 241

play between social norms and language, demon- 242

strating that linguistic expressions often serve as ve- 243

hicles for the expression and reinforcement of these 244

norms. All of these provide a rich and multifaceted 245

foundation for our explorations of the complicated 246

space of social interaction. 247

Social interaction refers to the interac- 248

tion dynamics, including social exchange 249

between individuals, other people in the 250
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context who are involved and other activ-251

ities surrounding the context.252

Similar to how we see ourselves comes from253

our perception of how others see us, language use254

is influenced by others’ views of the language,255

especially as people increasingly interact with256

LLMs. Socio-technical NLP systems exist within257

an ecosystem of social interactions, where users,258

developers, and stakeholders come together to cre-259

ate, deploy, and use these technologies. Many fac-260

tors influence these social interactions, including261

power dynamics (Prabhakaran et al., 2013), trust262

(Litschko et al., 2023), and user expectations (Dhu-263

liawala et al., 2023). The design of NLP systems264

must consider how these social interactions shape265

user experiences (Jakesch et al., 2023; Liu et al.,266

2022b) and how they impact the adoption and ef-267

fectiveness of the technology.268

2.3 Social Implication269

Social implication encompasses a complex inter-270

play of positive and negative effects of NLP sys-271

tems on society. Understanding the effects and272

consequences of language technologies on soci-273

ety is crucial to the responsible development and274

sustainable use of NLP, which includes but not lim-275

ited to assessing biases and stereotypes (Dev et al.,276

2022); considering how systems affect global pop-277

ulations, not just those in the North (Song et al.,278

2023; Ranathunga and de Silva, 2022); investigat-279

ing the dissemination of misinformation and dual280

use of NLP systems; examining concerns around281

job displacement (Eloundou et al., 2023) and under-282

standing how model uses are associated with cre-283

ativity, trust, and productivity (Chakrabarty et al.,284

2024; Liu et al., 2022b).285

Social implication refers to broadly un-286

derstanding an NLP system’s implica-287

tions and impact on society.288

Aside from understanding such broad implica-289

tions of NLP systems, social implications can also290

inspire model design, such as designing models291

to consider the implications of their outputs. For292

example, work in prompt safety can be seen as an293

initial step at imbuing models with a sense of what294

responses have harmful social implications and295

teaching them to decline to answer (e.g., Bianchi296

et al., 2023). As a society, we need to understand297

these social implications if we are to use NLP to298

its full potential and mitigate harms.299

Figure 2: Conceptual structure of socially aware NLP:
social factors, social interaction, and social implication.
Note that this is not an exclusive partition, but one
way for us to understand the scope of different tasks.

Figure 2 shows that in development, social 300

awareness is first present in the initial design of the 301

task and algorithms (social factors). It plays a role 302

in the middle ground of interactions and activities 303

around it (social interactions) and the outer layer 304

of impact (social implication). By putting a strong 305

emphasis on social factors, social interaction, and 306

their social implications, we hope socially aware 307

language technologies can foster development that 308

improves communication and aligns with ethical 309

and societal values, promoting a more harmonious 310

and equitable sociotechnical ecosystem. 311

2.4 Emerging Work in Socially Aware NLP 312

An increasing amount of research has been con- 313

ducted around socially aware NLP. 314

From a social factor perspective, research has 315

attempted to understand speaker and receiver char- 316

acteristics (Flek, 2020; Hovy et al., 2020), such 317

as personalized text generation (Wu et al., 2021) 318

or demographic aspects (Hovy, 2015); model so- 319

cial relations to improve language understanding 320

(Yang et al., 2019b; Iyyer et al., 2016); analyze 321

culture for more contextualized algorithms (Huang 322

and Yang, 2023; Kozlowski et al., 2018; Garimella 323

et al., 2019); align NLP systems with values and 324

preferences (Durmus et al., 2023; Liu et al., 2022a; 325

Bai et al., 2022); and investigate the broader goals 326

behind language interaction(Stab and Gurevych, 327

2014; Yang et al., 2019a). 328

From a social interaction perspective, recent 329

work around LLMs has examined how humans 330

interact with LLMs to accomplish tasks (Yuan et al., 331

2022; Shaikh et al., 2023a), and to simulate human 332

interactions (Liu et al., 2023; Park et al., 2023; Aher 333
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et al., 2023), building on earlier studies that used334

how humans interact to develop social or linguistic335

theories such as common ground (Shaikh et al.,336

2023b; Li et al., 2023; Paranjape and Manning,337

2021; Pilán et al., 2023).338

From a social implication perspective, a grow-339

ing amount of research has started to look at the340

implications of language technologies, such as how341

they affect the labor market (Eloundou et al., 2023;342

Chen et al., 2023), how they assist in the preser-343

vation of languages and dialects (Sap et al., 2019;344

Ziems et al., 2022b) (see Meta’s efforts to develop345

high-quality machine translation capabilities for346

most of the world’s languages)1, and how they can347

be used to support education (Kasneci et al., 2023),348

crisis management (Goecks and Waytowich, 2023)349

and accessibility (Gadiraju et al., 2023).350

3 What Is Not Socially Aware NLP351

As with many other things, we can best identify352

social awareness by its absence. Without social353

awareness, NLP technology will disregard social354

or cultural taboos, fail to consider personalized as-355

pects of language applications, use language that356

the target audience cannot understand (due to age,357

education level, or other factors), or respond with358

inappropriate or hurtful responses (e.g., telling a359

suicidal user to kill themselves (Dinan et al., 2022)).360

Here, socially aware NLP differs from personaliza-361

tion as it aims to incorporate a broader context of362

language use, such as broader social and cultural363

groups, while personalization focuses more on the364

individual for customized user experience.365

Socially aware NLP and “NLP in a social con-366

text” are related but not the same concept. The367

use of NLP techniques to analyze and understand368

language use in social settings such as online com-369

munities, political discourse, and public opinion is370

referred to as NLP in a social context or sometimes371

through the text lens of Computational Social Sci-372

ence (CSS), which often develops NLP models in373

service of uncovering patterns and trends in text in374

order to answer questions in the social sciences. In375

contrast, socially aware NLP refers to NLP models’376

ability to recognize and respond to social factors,377

context, and cultural nuances in human language378

in all situations. It entails developing NLP models379

that recognize and respond to social cues such as380

tone of voice, sarcasm, humor, and cultural refer-381

ences to provide more accurate and effective mod-382

1https://ai.meta.com/research/
no-language-left-behind/

els for understanding and communicating. 383

Compared to NLP in social context, CSS has a 384

broader scope in using computational approaches 385

(e.g., via networks, text, simulation or experiments) 386

to analyze and model social phenomena, as well 387

as understanding human behaviors and social sci- 388

ences (Lazer et al., 2009). The focus of CSS is 389

primarily on modeling and understanding social 390

phenomena through computation, whereas socially 391

aware NLP aims to refine language technologies 392

that take social and cultural considerations into 393

account. The other related concept is theory of 394

mind (ToM; Grant et al., 2017; Le et al., 2019; Sap 395

et al., 2022), which refers to the ability for mod- 396

els to reason about the mental state (e.g., intents, 397

emotions, or beliefs) of others. While ToM and 398

socially aware NLP share an overarching goal of 399

improving models’ ability to interact with humans 400

in a more understandable and socially appropriate 401

manner, ToM differs from socially aware NLP by 402

attempting to mimic human-like understandings of 403

others’ mental states by attributing mental states 404

and understanding intentions. 405

Human-Centered NLP and socially aware NLP 406

both emphasize how to make NLP aware of hu- 407

man factors and aligned with real-world needs and 408

contexts, as well as concerned with ethical con- 409

siderations such as fairness, privacy and equality. 410

In contrast, human-centered NLP focuses more on 411

user-centered design to create systems tailored to 412

user needs and is often based on iterative design, 413

usability testing, and human in loop approaches to- 414

wards improved human-system interaction, while 415

socially aware NLP focuses on making NLP more 416

aware of social context in which language is used 417

and social dynamics of communication such as 418

bias, cultural norms, and societal impact. 419

Similar comparisons also apply to the difference 420

between human-like and social awareness. Human- 421

like aims to create the type of user experience that 422

mimics human-to-human interactions by making 423

human-AI interactions natural and familiar to hu- 424

mans, while social awareness further encourages 425

such interactions to be appropriate and considerate 426

of the social environment. 427

4 How to Build Socially Aware NLP 428

We have outlined that socially aware language tech- 429

nologies need to understand 1) social factors, 2) 430

social interaction, and 3) social implication to func- 431

tion well. However, it is not trivial to incorporate 432

these different aspects into the development pro- 433
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cess of socially aware NLP.434

4.1 Considerations for Socially Aware NLP435

Building socially aware NLP requires a combina-436

tion of technical and ethical considerations: (C1)437

Access to diverse communities: Socially aware lan-438

guage technologies need access to large and diverse439

datasets that reflect the linguistic and cultural diver-440

sity of the target user groups, which ensures that441

the models recognize and respond to social cue442

variations specific to different communities (Yin443

et al., 2021; Sharma et al., 2023; Wang et al., 2024).444

Consider standard languages or mainstream user445

groups, versus low-resource languages and dialects,446

and vulnerable populations such as older adults or447

people with cognitive impairments. (C2) Incorpo-448

ration of context and interaction dynamics: Devel-449

oping language technologies that are socially aware450

must incorporate context as well as interaction dy-451

namics, including tone of voice, relevant contexts,452

and domain users involved in the interaction, rather453

than as static, standalone multiple-choice questions454

proxies for language understanding. (C3) Ethical455

and social considerations: Socially aware language456

technologies must be designed with ethical and so-457

cial considerations, such as fairness, transparency,458

and privacy, to avoid perpetuating stereotypes or459

biases (Ma et al., 2023), and to respect user privacy.460

(C4) Iterative design and continuous learning: So-461

cially aware NLP models must be continually moni-462

tored and improved to ensure they are effective and463

up-to-date with changing norms. This process may464

involve iteratively incorporating feedback from do-465

main users and updating the models as needed to466

improve their accuracy and effectiveness.467

4.2 Process of Building Socially Aware NLP468

Let’s take it a step further and explore what it means469

to build socially aware language technologies. One470

can start with models that identify social factors471

such as the speaker, the receiver, and other social472

contexts within a given interaction. Many existing473

studies have take this path, such as personalization474

(Wu et al., 2021) and the inference of social rela-475

tions (Iyyer et al., 2016). Big data or deep learning476

models alone might not be sufficient to enable so-477

cially aware NLP, as social awareness also requires478

careful consideration of interaction dynamics, ethi-479

cal and social issues, as well as the potential impact480

of NLP models on society. Socially aware NLP481

should be able to handle a broader range of inputs482

than current models, and distinguish and interpret483

complex social nuances effectively. If these models484

are successful in capturing various social implica- 485

tions, one could intuitively expect them to enhance 486

downstream applications. 487

Socially aware language technologies may be 488

required to not only process but also articulate the 489

reasoning behind their predictions in a reliable man- 490

ner (Sorensen et al., 2024). This requirement in- 491

volves a layer of self-explanation, which explains 492

the models’ internal workings and their assump- 493

tions about social factors as they make them (Weber 494

et al., 2023; Rajani et al., 2019). Even more than 495

traditional models, socially aware models require 496

transparency to ensure fair and justified outputs. 497

Current LLMs lack such properties, and their rea- 498

soning is often non-reliable (Turpin et al., 2023; 499

Mondorf and Plank, 2024). Thus, it is generally 500

best to design a system to be socially aware from 501

the beginning (e.g. Kotnis et al., 2022) instead of 502

adding it as a patch later on. However, it is still pos- 503

sible to update an existing system so that it is more 504

socially aware if care is taken to identify improve- 505

ment areas, incorporate social data and context, and 506

test and refine the system based on user feedback. 507

4.3 Key Directions for Socially Aware NLP 508

To advance socially aware NLP, we need to mea- 509

sure its progress. NLP has established a rich culture 510

of tasks. We introduce multiple example broad di- 511

rections around socially aware NLP to foster new 512

approaches (see Table 1): (1) Formulating tasks 513

that operationalize social awareness, which could 514

benefit from theories and insights from social sci- 515

ence and other related fields as discussed in Section 516

2. Many tasks in NLP have started to model social 517

awareness, such as formulating the task of identify- 518

ing hate speech (ElSherief et al., 2021; Breitfeller 519

et al., 2019) or recognizing social relations (Iyyer 520

et al., 2016; Choi et al., 2021), etc. These tasks 521

provide representations that can be integrated to 522

improve socially aware language understanding. 523

(2) Developing computational methods that detect 524

social awareness The goal is to develop compu- 525

tational models that can detect social awareness 526

signals, as there is often an inadequate amount of 527

supervised data for social factors, and generic NLP 528

methods might not work well. (3) Building systems 529

that exhibit social awareness Socially aware NLP 530

aims to produce social impact by integrating social 531

awareness into the systems’ development process 532

to consider diverse social factors. (4) Evaluating 533

social awareness To evaluate interventions in the 534

wild, we must consider in addition to quantitative 535
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Task Description Social
Factors

Social
Interaction

Social
Implication Considerations

(1) Formulate tasks that operationalize social awareness ✓ C1, C3
(2) Develop computational methods that detect social awareness ✓ ✓ C2, C4
(3) Build systems that exhibit social awareness. ✓ ✓ ✓ C2, C3, C4
(4) Evaluate social awareness with real-world application ✓ ✓ ✓ C1, C2, C3
(5) Build socially aware NLP for real-world uses ✓ ✓ ✓ C1, C2, C3, C4
(6) Understand how socially aware NLP affects people and society ✓ ✓ ✓ C1, C3, C4

Table 1: Summary of representative tasks (§4.3) and their connections with different aspects of socially awareness
(§2) including social factors, social interaction and social implication, as well as how these tasks should prioritize
considerations that we have discussed in §4.1 for building socially aware NLP.

measures on static benchmarks or qualitative met-536

rics like interviews. While such benchmarks show537

that many current systems lack simpler aspects of538

social awareness (Choi et al., 2023), relying solely539

on metrics omits the complexity and nuance of so-540

cial awareness. Evaluation in the wild can help541

develop socially aware NLP that facilitates more542

human-AI interaction evaluation paradigms, and543

lead to new evaluation principles and protocols. (5)544

Building socially aware language technologies for545

real-world uses Socially aware language technolo-546

gies are in a strong position to serve the diverse547

needs of users and contribute positively to society.548

One can leverage socially aware language technolo-549

gies for positive impact (Jin et al., 2021) to create550

inclusive technologies by providing access to in-551

formation and services for people with disabilities552

(Guo et al., 2020) or those who speak minority lan-553

guages (Ziems et al., 2022a), as well as building554

technologies for crisis and emergency responses555

(Alharbi and Lee, 2022; Imran et al., 2016). (6)556

Understanding how socially aware language tech-557

nologies affect people and society This essential558

area includes but is not limited to how such tech-559

nologies affect how people communicate and inter-560

act with each other (Liu et al., 2022b); how such561

systems reinforce stereotypes or biases (Dev et al.,562

2022) and affect public trust, education, and the la-563

bor market (Eloundou et al., 2023); and how these564

technologies inform policy and regulation.565

While not exhaustive, the above list sheds light566

on a few key directions for socially aware language567

technologies research. Some of these task cate-568

gories, such as (2) and (6), have seen an increase in569

research lately, while others, such as (4) and (5), are570

still in early stages. Because more and more work571

is being done or needs to be done on social and lan-572

guage technologies, there is a crucial need for a sub-573

field of “socially aware language technologies”.574

Within this new sub-field, we need to ensure that575

language processing advances are both technically 576

sophisticated and socially aware. A unified sub- 577

field focused on this goal would enable researchers 578

to systematically address the challenges of embed- 579

ding social intelligence into language models and 580

facilitate more precise communication among sci- 581

entists, policymakers, and the public. Therefore, 582

the formal recognition of “socially aware language 583

technologies” is a strategic step towards a future in 584

which language technology responsibly intersects 585

with human society. 586

5 Historical View of Socially Aware NLP 587

In the early days of AI, social awareness was as- 588

sumed in the definitions, if not always explicitly 589

stated (Turing, 1950; McCarthy et al., 2006). Early 590

AI’s goal was to produce human-like behavior, 591

which would inevitably include a degree of social 592

awareness and, as a result, a tighter coupling of 593

different aspects and disciplines. AI was initially 594

conceived in a much more holistic manner than the 595

fragmented space suggests today. Moravec’s para- 596

dox (Moravec, 1988), often summarized pithily 597

as, “In AI, easy things are hard, and hard things 598

are easy” (Pinker, 2003) has singled out social 599

awareness and motion as the main areas where AI 600

models have difficulties matching human perfor- 601

mance even on simple tasks (while outperforming 602

humans on tasks that require patience or logic). 603

Over time, NLP and other subfields of AI focused 604

on more easily solvable tasks, which usually meant 605

purely information-based or logical tasks that did 606

not require any social awareness. As a conse- 607

quence, NLP has spent long stretches focusing on 608

information-heavy linguistic tasks. Only recently 609

have social, cultural, and demographic aspects of 610

language seen a resurgence in research (Hovy and 611

Yang, 2021; Dev et al., 2023). However, social 612

awareness is difficult to define and implement. 613

The strong performance of LLMs on a variety of 614

language understanding tasks could initially sug- 615
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gest that these models also have social awareness.616

However, many of these tasks focus on language-617

only problems that do not require social aware-618

ness (i.e., that could be solved without recurrence619

to non-textual knowledge). Further, those tasks620

that purported to show social, psychological, or621

emotional aspects of models often operate under622

a flawed premise. For example, Sap et al. (2022)623

showed that while we can administer ToM tests624

to LLMs, that premise is flawed. A human sub-625

ject’s ToM can be determined using a variety of626

question-based psychological tests because they627

answer as a result of their complex inner workings.628

LLMs, by contrast, respond by generating a list629

of likely words. Similarly, Shu et al. (2024) show630

that while LLMs can generate answers to psycho-631

metric questionnaires like personality tests, their632

answers are inconsistent and have little awareness633

of the premise. Thus, while the responses of hu-634

mans and models are similar, they arise from very635

different causes. The development of these capa-636

bilities in the absence of explicitly programming637

will likely require new advancements that integrate638

social awareness in a responsible way—and corre-639

sponding new forms of evaluation that rigorously640

measure social awareness.641

As we have reached the era in NLP dominated642

by LLMs, the next logical step is to tackle “harder”643

problems. Applying Moravec’s paradox, the next644

harder area for NLP would involve either motion645

(less applicable) or emotional intelligence and so-646

cial awareness. This step coincides with a growing647

societal need. Yet, making progress in this area648

requires us to begin answering hard questions: Is649

social awareness gained gradually and/or system-650

atically? Can we teach our machines how humans651

learn social awareness? In spite of the difficulty of652

replicating human social awareness in machines,653

we call for developing NLP systems that can learn654

and recognize social awareness over time, and to655

respond to these cues in a more human-like manner.656

6 The Future of (Socially Aware) NLP657

As LLMs take a more central role in AI research658

more broadly, many traditional NLP tasks have659

become obsolete. However, as the information660

processing power of those models grows, we are in-661

creasingly free to think about their use in a techno-662

social environment (Blodgett et al., 2020; Tedeschi663

et al., 2023; Abercrombie et al., 2023). We are not664

human because we speak; we speak because665

we are human. We are more than just language666

factories, and language plays just one part in our 667

complex social interactions. Language models, on 668

the other hand, are language factories: capable 669

of producing and processing words at astonishing 670

rates, but lacking the faculties that drive human 671

language production and processing. 672

Linguistics has long seen its subject (language) 673

isolated from all other cognitive (and physical) ca- 674

pabilities. While that enables the study of certain 675

aspects in isolation and develop theories and mod- 676

els, it obscured the larger picture. Sociolinguistics, 677

psycholinguistics, and other sub-fields have fought 678

hard to reintroduce these aspects to the larger lin- 679

guistic field. NLP today is following a similar 680

trajectory. With language models covering the ba- 681

sis for language production and comprehension, 682

we can return to social aspects of language mod- 683

els. Understanding the social aspects of language 684

technologies requires a refocus on emotional intel- 685

ligence, cultural factors, values, and norms, as well 686

as social interaction and the broader social impli- 687

cations. In addition, the future of socially aware 688

NLP should emphasize ethical considerations and 689

the responsible development process. 690

Socially aware NLP will likely transform indus- 691

tries and societal function, as well as shaping the 692

broader field of AI, including but not limited to 693

audio, vision, and robotics, where social awareness 694

can play an even more critical role. For instance, 695

the integration of social awareness in robotics can 696

facilitate the development of robots that can safely 697

and effectively interact with humans (e.g., elder- 698

care robots, service robots) and lead to the advance- 699

ments in computer vision that enable systems to 700

better interpret emotions (Mittal et al., 2020; Kwon 701

et al., 2023), social interactions, and cultural con- 702

texts from visual data (Kruk et al., 2023; Achlioptas 703

et al., 2021). Again, we must proceed with a keen 704

awareness of ethics and risks (Barrett et al., 2023). 705

In the future, we can also explore how these 706

models work as social agents, which social cues 707

they read and understand, and which tasks requir- 708

ing social awareness they can master. This will 709

require new tasks, metrics, and approaches, which 710

are strikingly different from the goals we have fol- 711

lowed as a field thus far. Most of all, it will re- 712

quire a re-alignment of the currently fractured AI 713

landscape: we will need to work across fields to 714

integrate models of emotions, values, and cultures 715

into the models we have. There are plenty of unex- 716

plored research areas waiting to be explored. 717
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7 Limitations718

Our work focuses on the call for socially aware719

language technologies and provides an overview of720

what socially aware NLP is and how to build it. In721

spite of providing a general framework, our work722

does not provide any empirical evidence in the723

form of performance comparisons or other forms724

of quantitative measures. Additionally, socially725

aware NLP is linked to a variety of research fields,726

such as sociolinguistics, semantics, pragmatics,727

human-computer interaction, and social sciences;728

our current work only discuss the differences be-729

tween socially aware NLP and a few very similar730

directions like computational social science and731

human-centered NLP. Our position paper also fo-732

cuses only on a few key concepts related to so-733

cially aware NLP; nevertheless, there are many734

keywords and related subfields, from trust to eq-735

uity in socio-technical systems, to transparency and736

societal values. Furthermore, we have discussed737

different dimensions of social awareness especially738

around social factors, social interaction and social739

implications, but it still remains challenging to com-740

putationally categorize, evaluate and even visualize741

social awareness in a system. Finally, we provide742

a general framework for defining socially aware743

NLP, but not specific technical methodologies to744

enable social awareness across different domains,745

as this would require diverse design choices, which746

we leave to future work.747

8 Ethical Considerations748

Developing socially aware NLP systems might re-749

quire further information from users, and some-750

times users may not be fully aware of and consent751

to such interactions, resulting in increased privacy752

risks. There is a risk that socially aware, more re-753

sponsive language technologies can be misused to754

manipulate and personalize content, spread misin-755

formation, or even persuade people towards certain756

decisions and behaviors. It is very likely that so-757

cially aware NLP systems will become out of date758

over time or in other contexts and should be con-759

tinuously monitored in order to ensure that they760

meet users’ varied needs in order to function safely761

and fairly. NLP systems that are socially aware762

also pose a risk of users’ over-reliance, which can763

degrade human abilities and skills. Thus, we ar-764

gue that, building socially aware NLP requires se-765

rious ethical considerations and a responsible de-766

velopment process, as addressing biases, ensuring767

privacy, and taking into account potential misuse 768

becomes increasingly important in building more 769

transparent and accountable language technologies. 770
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