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Abstract

Large language models (LLMs) have achieved remarkable progress on mathemati-
cal tasks through Chain-of-Thought (CoT) reasoning. However, existing mathe-
matical CoT datasets often suffer from Thought Leaps due to experts omitting
intermediate steps, which negatively impacts model learning and generalization.
We propose the CoT Thought Leap Bridge Task, which aims to automatically detect
leaps and generate missing intermediate reasoning steps to restore the complete-
ness and coherence of CoT. To facilitate this, we constructed a specialized training
dataset called ScaleQM+, based on the structured ScaleQuestMath dataset, and
trained CoT-Bridge to bridge thought leaps. Through comprehensive experiments
on mathematical reasoning benchmarks, we demonstrate that models fine-tuned
on bridged datasets consistently outperform those trained on original datasets,
with improvements of up to +5.87% on NuminaMath. Our approach effectively
enhances distilled data (+3.02%) and provides better starting points for reinforce-
ment learning (+3.1%), functioning as a plug-and-play module compatible with
existing optimization techniques. Furthermore, CoT-Bridge demonstrates improved
generalization to out-of-domain logical reasoning tasks, confirming that enhancing
reasoning completeness yields broadly applicable benefits.

1 Introduction

Large Language Models (LLMs) [[1H6] have demonstrated significant performance improvements
through Chain-of-Thought (CoT) reasoning [[7 8], particularly on complex tasks [9] such as math-
ematics [[10] and coding. CoT guides models to generate intermediate reasoning steps, simulating
the human process of step-by-step problem solving, thereby enhancing both solution accuracy and
interpretability [L1]. The quality of these reasoning chains directly impacts model performance,
serving as a critical foundation for advanced reasoning capabilities.

Despite substantial progress, we identify a prevalent but understudied phenomenon in CoT
datasets [12H16]: Thought Leap. This refers to instances where one or more intermediate rea-
soning steps are omitted between adjacent steps, creating cognitive gaps in the reasoning chain.
Unlike factual errors or answer inaccuracies that have been extensively studied, Thought Leap specif-
ically concerns the completeness of reasoning structures. Figure[I](a) illustrates this phenomenon
through a mathematical problem where critical bridging steps (highlighted in gold) are missing in the
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Figure 1: Overview of the Thought Leap phenomenon and our bridging approach. (a) Thought Leaps
in CoT; (b) Negative impact on training; (c) Bridging leaps improves reasoning performance.

original CoT. Without these bridges, models struggle to follow how the pigeonhole principle applies
to dice probability and where the value "15" comes from—gaps that require implicit knowledge that
may be obvious to experts but create significant barriers for models during learning.

Thought Leaps arise naturally in CoT datasets sourced from educational materials and expert demon-
strations. Human experts often omit steps they consider trivial based on their extensive background
knowledge, unconsciously creating gaps that can impede effective learning. This phenomenon is par-
ticularly problematic for both human learners and LLMs that lack the implicit knowledge necessary
to bridge these gaps.

Our preliminary investigations reveal the detrimental effects of Thought Leap on model performance.
By systematically introducing varying degrees of step omissions in the MetaMathQA [12]] dataset,
from mild to severe, we demonstrate that Thought Leaps significantly undermine training effectiveness.
As shown in Figure[I] (b), models trained on datasets with Thought Leaps exhibit substantially lower
performance ceilings (up to 27.83% reduction in accuracy for severe leaps, see details in Appendix [C)
and slower convergence rates compared to those trained on complete reasoning chains. These findings
align with recent research suggesting that structural disruptions in reasoning chains can be more
harmful than factual inaccuracies [18]).

To address this challenge, we propose the CoT Thought Leap Bridge Task, which aims to auto-
matically detect Thought Leaps and generate the necessary intermediate reasoning steps to restore
coherence and completeness in CoT demonstrations. As illustrated in Figure[T] (a), our approach
effectively transforms incomplete reasoning chains into coherent step-by-step solutions by insert-
ing appropriate bridging content, allowing learners to follow the complete reasoning process. Our
approach involves creating a specialized dataset (ScaleQM+) for the Thought Leap Bridge Task by
systematically removing intermediate steps from the structured ScaleQuestMath [19]] dataset and
pairing incomplete reasoning chains with their complete counterparts. We then develop CoT-Bridge,
a fine-tuned model based on Qwen2.5-Math-7B [20] specifically designed to identify and bridge
Thought Leaps in mathematical reasoning. Finally, we apply CoT-Bridge to existing mathematical
reasoning datasets to enhance their completeness and coherence, thereby improving the quality of
training data for downstream models.

Our experimental results demonstrate that models fine-tuned on bridged datasets achieve significant
performance improvements compared to those trained on the original datasets with Thought Leaps. As
illustrated in Figure[T](c), addressing the Thought Leap phenomenon leads to consistent improvements
across different model architectures and datasets, with performance gains of up to +5.87% on
NuminaMath and +3.36% on MetaMathQA. These results highlight the broad applicability of our
method and its ability to enhance reasoning capabilities across various mathematical and logical
reasoning benchmarks.

Furthermore, our approach functions as a plug-and-play enhancement module that can be integrated
with other advanced techniques. As shown in Figure [T] (c), it can improve the quality of distilled



data (+3.02%) or provide better cold start models for Reinforcement Learning (+3.1%), thereby
amplifying the effectiveness of existing methods for enhancing reasoning capabilities. In summary,
our contributions are:

* To the best of our knowledge, we are the first to systematically identify and formalize the
Thought Leap phenomenon in CoT reasoning. We introduce the CoT Thought Leap
Bridge Task along with an evaluation framework for addressing this issue.

* We develop a specialized dataset (ScaleQM+) and a model (CoT-Bridge) for identifying
and bridging Thought Leaps, demonstrating their effectiveness through comprehensive
experiments.

* We apply CoT-Bridge to existing mathematical reasoning datasets, achieving significant
performance improvements and demonstrating good generalization capabilities on out-of-
domain logical reasoning benchmarks (+2.99%).

* We validate that our approach can function as a plug-and-play enhancement module, com-
patible with methods such as knowledge distillation and reinforcement learning, to further
amplify model performance.

2 Method

In this section, we provide a detailed discussion of our approach. Section presents a rigorous
formalization of the Thought Leap phenomenon and CoT Thought Leap Bridge task. Section[2.2]
describes the construction of the Thought Leap dataset and the training of the bridge model, along
with a brief introduction to a variant method. Section[2.3]outlines the process of applying the bridge
model to existing step-by-step datasets.

2.1 Task Formalization

Let C* = (Q, s}, s35,...,s),) represent an ideal complete CoT starting from question (). In C*,
the transition from () to s7, as well as transitions between any adjacent steps (s;, s;, ), are both
explicit and coherent. Defining a completeness function V, for C* we have V(Q, s7) = True and
Vi € [1,m—1],V (s}, s;,,) = True. This function captures whether the reasoning transition between

adjacent steps is sufficiently detailed and logically sound.

Now consider a CoT C' = (sq, s1, S2, - . -, Sn) that successfully derives an answer A (for convenience,
we denote question @ as sg). If there exists at least one pair of adjacent steps (s, Sx+1) within C
that fails the completeness criterion, i.e., V (s, sk+1) = False, then a Thought Leap exists between
s and sg41. Such incompleteness indicates that necessary intermediate reasoning steps S}, =
(8k.15Sk.21+ -5k ;)> Where j > 1, have been omitted between s; and sy.1. These omitted steps
must satisfy three conditions: (1) completeness from sy, to the first missing step: V (s, s}, ;) = True;
(2) internal completeness within the missing sequence: Vi € [1,j — 1],V (s} ;, s}, ;1) = True; and
(3) completeness from the last missing step to Sy41: V(sﬁc_j, Sk+1) = True.

Based on this formalization, we define the CoT Thought Leap Bridge Task as a two-stage process:
first identifying all adjacent step pairs (sg, Sg+1) within C' that satisfy V (s, sp+1) = False, and
then for each identified leap, generating the missing intermediate step sequence S, to bridge the
gap as s ® S i D sk+1. This task directly addresses the completeness aspect of reasoning, which is
complementary to the more commonly studied factual accuracy dimension.

2.2 Thought Leap Bridging Dataset Construction and Bridge Model Training

To implement the CoT Thought Leap Bridge task, we created a specialized training dataset named
ScaleQM+ based on the structurally comprehensive ScaleQuestMath dataset. We chose ScaleQuest-
Math as an approximation of ideal CoT because its reasoning structure is relatively complete and
well-formed, making it suitable for systematic step removal. As illustrated in Figure|2] we start with
complete reasoning chains C* = (s, s7, ..., s}, ) where so = @ is the question, and strategically
remove intermediate steps to produce incomplete chains C' = (sg, $1, - . - , S, ) containing Thought
Leaps. The removed steps form the reference set of missing intermediate steps needed to bridge these
leaps.
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Figure 2: Illustration of our work. The left panel shows data construction for training, where we
strategically remove intermediate steps (e.g., between Step 0 and Step 1, or Step 2 and Step 3)
from complete reasoning chains in ScaleQuestMath to create ScaleQM+ with Thought Leaps. The
right panel demonstrates inference, where CoT-Bridge identifies gaps and generates appropriate
intermediate steps to restore coherence in reasoning.

Our step removal strategy follows several principles to create effective training examples. We always
retain the final step s}, to preserve the completeness of the answer, while allowing the initial reasoning
step s} to be removed to help the model learn macro-planning skills. The number of steps to remove,
kqer, scales with the length of the original chain: for shorter chains (m < 10), we remove 1-2 steps;
for longer chains (m > 10), we remove 1-3 steps. Additionally, with a probability of 0.2, we retain
the complete chain unchanged (C' = C'*) to train the model to recognize when no bridging is needed.

For each modified chain C, we generate two essential training components: the ground-truth Thought
Leap positions L, identifying where step deletion resulted in reasoning gaps, and the corresponding
ground-truth missing steps M, consisting of the original removed steps. Our primary model, CoT-
Bridge, learns the mapping f : C' — (£, M), taking an incomplete chain as input and producing
both predicted leap positions and the corresponding missing steps. As a baseline for comparison,
we also implement CoT-Bridge-Random, which learns g : (C, Ly) — M, focusing solely on
generating missing steps given the ground-truth leap positions.

In practice, we process the ScaleQuestMath dataset by segmenting reasoning chains using "\n\n"
as delimiters and selecting examples with at least 6 steps (m > 6) to ensure sufficient complexity.
This process yields 588k training samples with 10k examples held out for testing. We fine-tune
CoT-Bridge from the Qwen2.5-Math-7B base model using standard instruction tuning techniques for
one epoch. We provide details such as instruction templates and training parameters in Appendix [E]

2.3 Data Augmentation with Bridge Model

After training, we apply CoT-Bridge to enhance existing mathematical reasoning datasets, specifically
MetaMathQA and NuminaMath-CoT, creating improved versions named MetaMath-Bridge and
NuminaMath-Bridge respectively. As shown in Figure 2] CoT-Bridge processes reasoning chains to
identify gaps and generate appropriate bridging content.

Given an input reasoning chain C' = (sg, $1,...,8,), CoT-Bridge produces a set of predicted
Thought Leap repairs { (k;, A;mss’ ki )}é\i‘i“", where each k; identifies a leap between steps sy, and
Sk,+1> Nieap represents the total number of leaps detected, and g;ms& k, 1s the sequence of generated
intermediate steps. For each identified leap, we insert the generated steps between the corresponding
original steps, performing sy, ® S;mss, k; D Sk;+1 to create the bridged reasoning chain Cpridged-

To accommodate the format differences across datasets, we adapt our approach to the specific step

delimiters used: '"\n'"' for MetaMathQA and '"\n\n"' for NuminaMath-CoT. For the CoT-Bridge-
Random variant, we provide randomly selected positions k;.4p40m instead of model-identified leaps,



allowing us to evaluate the importance of accurate gap identification in improving reasoning quality.
This approach enables us to assess both the leap detection and step generation aspects of the bridge
task separately.

3 Experiments

3.1 Setup

To evaluate the generality and effectiveness of our proposed approach, we performed supervised fine-
tuning (SFT) experiments using MetaMathQA, NuminaMath-CoT datasets and their bridged versions
on representative base models. Specifically, we selected Meta-Llama3.1-8B [21] as a representative
general-purpose model, and Qwen2.5-Math-1.5B [20] as a representative math-specialized model. To
ensure comparability, we maintained a unified experimental configuration across all SFT experiments.
The detailed training settings are provided in Appendix

3.2 Evaluation

We employed six benchmarks: GSM8K [15], MATHS500 [22]], and GaoKao2023EN [23]] as basic-
level benchmarks, and MathOdyssey [24]], OlympiadBenchEN [25]], and AMC23 [26] as advanced
competition-level benchmarks. The evaluation was carried out using the vLLM [27] inference
library. To ensure consistency, all models adopted identical generation parameters, employing greedy
decoding with zero-shot prompting, without external tools. To mitigate evaluation variance, we
sampled four outputs for each problem and computed average accuracy as the final metric. The
detailed evaluation settings are provided in Appendix [D.2]

3.3 Baselines

We establish a series of baselines for comparison. The most important baseline is standard SFT
performed directly on the original datasets. In addition, we use a zero-shot bridging which method
leveraging general-purpose LLMs (in this paper, Qwen2.5-Instruct-7B/72B [28]) to explore Thought
Leap bridging without direct training. This baseline aims to assess the effectiveness of pure prompt
engineering in bridging Thought Leaps, determining whether specialized detection and repair mecha-
nisms are necessary. Furthermore, we use CoT-Bridge-Random to generated intermediate steps at
randomly chosen positions, to evaluate the importance of accurate Thought Leap localization for
effective bridging. As a reference, we consider the performance of base models in a 4-shot setting.
Additionally, we present the results of SFT using GSM8K+MATH and MathlInstruct.

3.4 Main Results

Table [I] presents our main experimental results across all benchmarks, base models, and training
datasets. We observe several consistent patterns that highlight the effectiveness of our CoT Thought
Leap Bridge approach.

Bridging Thought Leaps consistently improves reasoning performance. When comparing CoT-
Bridge with Direct SFT, we observe substantial improvements across almost all configurations. The
most significant gains are seen with Meta-Llama3.1-8B tuned on NuminaMath, where CoT-Bridge
achieves an average improvement of +5.87%, with particularly impressive gains on competition-level
benchmarks (+15.63% on AMC23). Similarly, for Qwen2.5-Math-1.5B on MetaMathQA, CoT-
Bridge yields a +3.36% average improvement, with a remarkable +7% on MATHS500. These results
indicate that addressing reasoning completeness through bridging enhances model performance,
especially on more challenging problems that require rigorous step-by-step reasoning.

Accurate leap identification is crucial for effective bridging. Comparing CoT-Bridge with CoT-
Bridge-Random reveals the importance of precise gap detection. While CoT-Bridge consistently
improves performance, CoT-Bridge-Random shows highly variable results, degrading performance on
certain benchmarks. For instance, with Qwen2.5-Math-1.5B on NuminaMath, CoT-Bridge-Random
decreases accuracy on GSM8K (-0.56%), GaoKa02023EN (-1.56%), and MathOdyssey (-3.68%),
with only marginal average improvement (+0.64%). In contrast, CoT-Bridge achieves a substantial



Basic Level Competition Level

Dataset Size Method Average
GSMSK MATH GaoKao Odyssey Olympiad AMC23
Meta-Llama3.1-8B
/ / 4-shot 54.15 18.30 20.58 16.54 4.85 11.25 20.95
GSM8K+MATH 15k Direct SFT 65.09 19.25 21.69 18.48 5.07 12.50 23.68
MathlInstruct 262k Direct SFT 68.16 23.60 25.52 25.06 5.89 7.50 25.96
Direct SFT 78.90 36.10 32.86 24.68 8.48 17.50 33.09

QwenBridger-S  81.107% 34.857'% 30.527>% 22,6772 92678 7.5071%% 30.982>!!
MetaMathQA 395k QwenBridger-L ~ 80.80"'"" 38.05"'° 31.437 2448702 937%0% 250130 37117
CoT-Bridge-R ~ 80.46"'7° 38.05"'%° 33.57'°7' 24.42°°°° 937" 12.50°" 33.06""
CoT-Bridge 81147 381577 33.1270%° 2597°'% 948" 1875 34447

Direct SFT 8486 5145 4903 3656 2130 2000 4387

) QwenBridger-S  84.23°% 52.40°%% 51,95 3973317 247044 27,507 46,75
NuminaMath 859k QwenBridger-L. ~ 85.25"% 5420”7 51.627° 39.08”°* 2533™% 35007°% 48.41">
CoT-Bridge-R 84.82°0% 54207 51.887% 40.127°° 26.15"% 33757 4850

CoT-Bridge 85.97°"!" 56.807F 54.427% 4076 24.857 35,6319 49,74

Qwen2.5-Math-1.5B

/ / 4-shot 79.00 48.05 45.52 38.18 19.07 22.50 42.05
GSM8K+MATH 15k Direct SFT 74.45 51.40 47.66 38.50 17.44 27.50 42.83
MathlInstruct 262k Direct SFT 70.96 48.90 46.49 40.89 16.22 20.00 40.58
Direct SFT 81.01 49.60 46.62 38.63 18.19 21.25 42.55

QwenBridger-S  81.58" 51307170 46.69*""7 38.6370% 18.5270% 256373 44.04%1%
MetaMathQA 395k QwenBridger-L. ~ 81.01°%% 53,6303 492260 38707097 18,8566 27.50%%> 44.82">%
CoT—Bridge-R 81.58+(|57 53.65+4'“5 48.12+1.S(J 39'02#).39 18.22””'? 2563+—ij 44.37+I.82
CoT-Bridge 81.39""% 56.60°" 49.61 39.66"" 19.44"'> 28.7570 4591+

Direct SFT 83.62 63.90 5740  46.77 33.04 32.5 52.87

QwenBridger-S  83.23%% 64.20"% 58258 4696 32.0471% 35007 53.28'04

NuminaMath 859k  QwenBridger-L. ~ 82.81°%% 6625 57.79'0%° 46.64 %1 3270 40.007" 5437
CoT-Bridge-R 83.06 % 652070 5584710 43,097 33.897% 40,007 53.51*0¢

CoT-Bridge 84.61°"” 68.051° 59.29"% 4716 341177 45.00"*" 5626

Table 1: Main results (%) on mathematical benchmarks. MATH, GaoKao, Odyssey, and Olympiad
correspond to the MATHS500, GaoKa02023EN, MathOdyssey, and OlympiadBenchEN benchmarks,
respectively. QwenBridger-S and QwenBridger-L represent zero-shot bridging based on Qwen?2.5-
Instruct-7B and Qwen?2.5-Instruct-72B, respectively. CoT-Bridge-R stands for CoT-Bridge-Random.

+3.39% average gain under the same setting. This stark difference highlights that merely inserting
additional steps without strategic placement can disrupt reasoning coherence, whereas targeted
bridging at identified leaps enhances logical flow and ultimately improves reasoning quality.

Zero-shot bridging shows promise but lacks consistency. Although zero-shot bridging demon-
strates certain effectiveness on specific tasks, its overall performance still falls short compared to
CoT-Bridge. Taking the LLaMA + NuminaMath setup as an example, the 72B bridge model improves
the average accuracy by 4.54% over standard SFT, whereas CoT-Bridge further boosts it to 5.87%.
Notably, the noise introduced by zero-shot bridge can degrade model performance in some scenarios.
Under the LLaMA + MetaMathQA configuration, the 72B model shows decreased performance on
GaoKao02023EN, MathOdyssey, and AMC23 by 1.43%, 0.20%, and 15.00%, respectively, leading to
an overall average drop of 1.98%. This effect is more pronounced when using the weaker 7B model.
In contrast, CoT-Bridge achieves more robust improvements under the same configuration, raising
the average accuracy by 1.35%, highlighting its superior quality control and structural adaptability.

4 Analysis

4.1 Plug-and-Play Integration

CoT-Bridge can serve as a plug-and-play enhancement module that seamlessly integrates into existing
training pipelines while delivering consistent performance improvements. To evaluate its adaptability
and benefits across different training paradigms, we applied it to two representative scenarios: (1)
improving the quality of generated data in knowledge distillation and rejection sampling, and (2)



Dataset Method GSM8K MATH GaoKao Odyssey Olympiad AMC23 Average

Direct SFT  81.86  68.15  60.84 4813 3300 3937 5523
CoT-Bridge  82.52°"% 71.50"% 66.43" 49.16"'" 34.89"'% 45.00°% 58.25"

. . Direct SFT 83.36 74.90 64.94 51.81 37.63 50.00 60.44
Reject Sampling CoT-Bridge  83.74°% 75253 67.47>% 51.87°% 394177 53.13°" 61.81°

Distill

Table 2: Model performance after bridging distilled and rejection-sampled data.

assessing whether models fine-tuned on CoT-Bridge-enhanced data perform better in subsequent RL
stages compared to models trained on original data.

We used Qwen2.5-Instruct-72B to generate data via distillation and rejection sampling on GSM8K
and MATH training sets. For rejection sampling, we sampled 4 responses per prompt (temperature =
1.0, top-p = 1.0) and retained the correct answers, and then bridged them using CoT-Bridge. As shown
in Table 2] models fine-tuned on the bridged data achieve superior performance: average accuracy
improved from 55.23% (distill) / 60.44% (rejection sampling) to 58.25% / 61.81%, respectively.
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Figure 3: Model accuracy over train- Figure 4: PRM scores of Qwen2.5-Instruct-7B/72B on CoT-
ing steps on MATHS00. Bridge for MetaMathQA and NuminaMath.

In the reinforcement learning setup, we continued training the Qwen2.5-Math-1.5B models that were
fine-tuned on NuminaMath and NuminaMath-Bridge in the main experiments, using the GRPO [29]
algorithm and the DAPO-Math-17K [30] dataset. Additional training details are provided in the
Appendix [G] Figure [3|shows the training curves of models, demonstrating that our method provides
both a higher starting point and a better final performance. As shown in Table 0] from Appendix [G.2}
the model trained with NuminaMath-Bridge achieved an RL accuracy of 63.98%, outperforming
that trained with NuminaMath at 60.88%. This result also surpasses the officially released Qwen2.5-
Math-Instruct-1.5B [20] model, which was also trained with GRPO algorithm.

4.2 Evaluation of Thought Leap Bridge Task

To evaluate the capability of various Posit
methods in CoT Thought Leap Bridge Method Similarity ositton Overallt
Task, we constructed a standardized PreT  RecT Red|

evaluation framework on ScaleQM+  Qwen2.5-Instruct-7B / 14.15  12.04 34.13 10.54
test set, Covering leap identification Qwen2.5-Instruct-72B / 33.99 33.64 33.73 31.12
and generation quality. Calculation CoT Bridge ! 7802 7837 161 7615
methods for these metrics are detailed 1 2096  79.64 79.04 75.72
in Appendix [Hl Case study is detailed . 095 2342 7507 76.57 71.22
in Appendix As shown in Table Full-position 0.90 24.81 59.21 7437 559

ppend )8 8 085 1934 30.17 63.87 28.6
B} CoT-Bridge significantly outper- 0.80 747 865 3251 7.84

forms other methods in localization

precision (78.02%), redundancy rate  Taple 3: Performance of different bridging methods on
(1.61%) and overall metric (76.15%). ScaleQM+ test set. Pre stands for Precision, Rec stands
Qwen?2.5-Instruct-72B notably outper-  for Recall and Red stands for Redundancy.

forms the 7B model, indicating that

stronger generative models possess certain zero-shot localization and restoration capabilities. We
also evaluated an exhaustive approach based on full-position generation and similarity filtering.
This method uses CoT-Bridge-Random to generate candidate content between all adjacent steps,
filtering them using similarity thresholds. While this approach demonstrates high recall capability,



it exhibits an extremely high redundancy rate. The substantial redundant content may cause LLMs
to learn low-quality repetitive patterns during fine-tuning, thereby compromising reasoning ability.
Additionally, this strategy is highly sensitive to similarity thresholds, incurs significant computational
costs, and is difficult to scale in practice.

4.3 Evaluation of Out-of-Domain Reasoning Capability

To verify the generalization capability of our method in Out-of-Domain(OOD) reasoning, we con-
ducted evaluations on five out-of-domain logical reasoning datasets (FOLIO [31], LogicQA [32],
ProofWriter [33]], ReClor [34]], RuleTaker [35]]) that were not used in training. These datasets cover
formal logic, factual deduction, and textual entailment reasoning types. In the evaluation, we used
XFinder [36] to automatically extract answers from model responses, with outputs that failed to yield
valid answers (such as those deviating from the prompt or exhibiting logical loops) counted as errors
and separately tallied.

Bridge Method Mertic FOLIO LogicQA PwW ReClor  RuleTaker Average
NuminaMath+Meta-Llama3.1-8B
. Accuracy T 68.15 34.33 59.09 47 545 52.61
NoBridge  nvalia] 148 6.3 0.51 2 0.31 2.12
GapBrid Accuracy T 74.077%°  35.647'%1  61.527%  50.20°° 56.577" 55607
apbndee Invalid | 0.74 4.92 0.2 22 0.1 1.63
NuminaMath+Qwen2.5-Math-1.5B
No Bridse Accuracy T 74.07 29.72 55.84 37.6 53.05 50.06
& Invalid | 1.48 453 0.3 1.2 0.72 1.65
GapBridee Accuracy T 71.117% 331038 58.38%* 39,007 53,67 51.05°
pbridg Tnvalid | 1.48 3.46 0.3 1.4 0 1.33

Table 4: Performance of NuminaMath and its bridged version on logical reasoning benchmarks.

As shown in Table [d] we compared the performance of models trained on NuminaMath and
NuminaMath-Bridge. Results indicate that CoT-Bridge improved OOD reasoning performance
(Meta-Llama3.1-8B: 12.99%, Qwen2.5-Math-1.5B: 10.99%) while reducing invalid response rates.
We attribute the performance improvement to the refined intermediate steps introduced by CoT-Bridge,
which help models master general reasoning structures and enhance generalization capabilities.

4.4 Analysis of Bridging Positions

Leap bridging can enhance reasoning capabilities of LLMs, but whether complementary content
bridged at different structural positions contributes substantially still lacks systematic analysis.
Therefore, we categorized the bridging content in CoT-Bridge by its position in the reasoning chain as
begin (reasoning starting point, planning strategy), middle (key calculations and logical progression),
and end (result verification and summary).

Statistics show that middle type bridgings dominate (MetaMathQA: 66.34%; NuminaMath: 55.52%),
followed by begin, with end accounting for a relatively small proportion (approximately 2%). To eval-
uate the specific role of each type of content, we designed position component ablation experiments:
removing one type of bridging (begin / middle / end) from the CoT-Bridge data while keeping the
rest unchanged, and fine-tuning Qwen2.5-Math-1.5B under identical training settings. As shown in
Table 5] experimental results indicate that removal leads to performance degradation. This suggests
that all three types of completion have a positive effect on model performance. We believe that
begin bridgings help clarify problem objectives and establish solution frameworks; middle bridgings
support critical links in reasoning paths; and end bridgings, although proportionally smaller, help
strengthen logical closure and result reasonability in certain tasks.

4.5 Process Supervision Scoring and Noise Impact Analysis

To measure the bridging quality of various methods, we introduced the process supervision model
Qwen2.5-Math-PRM-7B to score the intermediate steps (range 0—1) and analyzed the score distribu-



Delete Pos Num Ratio GSMS8K MATH GaoKao Odyssey Olympiad AMC23 Average
Qwen2.5-Math-1.5B+MetaMath

/ / / 81.39 56.60 49.61 39.66 19.44 28.75 45.91
-begin 225873 31.84  82.71"'% 5585°07° 495509 41,09 19.22°% 2250°% 45.15°7°
-middle 470541 66.34  80.977"% 5245*15 493502 37147252 17267 27507 44.117'%°
-end 12908 1.82 81.1470% 5575085 49947033 370272 18780 2812706 45137078

Qwen2.5-Math-1.5B+NuminaMath

/ / / 84.61 68.05 59.29 47.16 33.44 45.00 56.26

-begin 694887 4257  82.60% 64.85°% 58.67 7% 4548'% 329604 38756% 53,892
-middle 906168 55.52  83.51"'% 63.55%°0 564328 47.16°% 28307 38.13%% 528534
-end 31115 1.91 82797182 64.05*% 5597733 4651709 274873 42507 53.227°%

Table 5: Performance variation after removing each bridging component.

Threshold GSMS8K MATH GaoKao Odyssey Olympiad AMC23 Average
MetaMath+Qwen2.5-Math-1.5B

/ 81.39 56.60 49.61 39.66 19.44 28.75 4591

prm<0.1  81.22°%"7 57,0074 50.45% 37407 19.70'°*° 29.38"0% 4586
prm<0.3  80.99%% 56907 51.8877 3779787 183371 32,5077 46.4070%
prm<0.5  80.5370%6 5475785 49,0952 37.867'%0 18.7870% 250077 44.347"

NuminaMath+Qwen2.5-Math-1.5B

/ 84.61 68.05 59.29 47.16 33.44 45.00 56.26

prm<0.1 83287 65507 59.09°% 46.197"7 34.33'0% 41.887'2 55047
prm<03  83.85°%7% 63.00°% 59.350% 4638707 33.07°%Y 45.00°%° 55117113
prm<0.5 83267 659510 58,057 46.067"'0 33.56""1% 41.88!% 547974

Table 6: Performance after removing low-scoring steps (evaluated by Qwen2.5-Math-PRM-7B).

tion. Table[IT]in Appendix [K]and Figure ] present the PRM score distribution of the bridged steps.
Results show that steps generated by CoT-Bridge have higher quality compared to other methods.
On the NuminaMath dataset, CoT-Bridge’s proportion in the high-quality (range 0.9-1) reaches
83.51%, significantly higher than 72B Fill (53.45%) and 7B Fill (56.8%). Furthermore, CoT-Bridge’s
proportion in the low-quality (range 0-0.1) is only 2.08%, compared to 14.81% and 13.12% for 72B
and 7B Fill, respectively. We also used DeepSeek-R1 [6] to score the CoT comprehensively, CoT
bridged by CoT-Bridge scoring higher than the original chains. The scoring prompt, results and
examples are provided in the Appendix [J]

To further verify whether low-quality steps generated by CoT-Bridge affect model training effective-
ness, we set different thresholds based on PRM scores to denoise the bridged data and conducted SFT
training on Qwen2.5-Math-1.5B accordingly. As shown in Table[6] results indicate that removing
low-scoring steps has limited impact on model performance, suggesting that noise introduced by
bridging has minimal effect on training. On the NuminaMath dataset, after removing steps with PRM
scores below 0.1, accuracy decreased from 56.26% to 55.04%; while on MetaMathQA, removing
steps with scores below 0.3 slightly improved performance from 45.91% to 46.40%. We attribute this
phenomenon to two factors: first, the proportion of noise introduced by CoT-Bridge itself is already
very low; second, the PRM model may misjudge in complex reasoning scenarios, with certain steps
marked as low-scoring still possessing heuristic and training value.

5 Conclusion

In this paper, we addressed the critical issue of Thought Leaps in CoT reasoning by introducing
the CoT Thought Leap Bridge Task and developing the CoT-Bridge model trained on ScaleQM+
dataset. Our approach automatically detects and fills these reasoning gaps, demonstrably enhancing
the completeness and coherence of reasoning chains. Comprehensive experiments revealed that
models tuned on these bridged datasets lead to significant performance improvements and better
generalization to out-of-domain reasoning tasks. Furthermore, CoT-Bridge acts as an effective plug-



and-play module, improving outcomes in knowledge distillation and reinforcement learning, thereby
highlighting the substantial benefits of rectifying thought leaps for more robust and capable large
language models.
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A Related Works

A.1 Methods for Enhancing Mathematical Reasoning

Researchers have explored various reasoning enhancement methods based on CoT, broadly categorized into
inference-time methods and training-based methods.

Inference-time approaches improve reasoning by adopting advanced decoding strategies or utilizing extra
computational resources. Self-Consistency (SC) [37] enhances robustness by sampling multiple reasoning paths
and applying majority voting. Search-based methods, including Tree-of-Thought (ToT) [38]] and Monte Carlo
Tree Search (MCTS) [39], systematically explore reasoning spaces for optimal solutions. Recent test-time
expansion techniques, such as multi-round thinking [40] and s1 budget forcing [41], dynamically increase
computation to boost performance. In addition, inference-time intervention methods [42} 43| enhance reasoning
performance by manipulating hidden states.

Training-based approaches internalize enhanced reasoning abilities through parameter updates during model train-
ing. A common strategy involves fine-tuning models on datasets with explicitly detailed intermediate reasoning
steps. Additionally, training paradigms incorporating self-reflection [44], self-verification, self-breaking [45] and
self-correction have gained attention, teaching models to recognize and rectify errors autonomously. Frameworks
like StepCo [46], S2R [47], and ReVISE [48] integrate these metacognitive capabilities through supervised,
reinforcement, or preference learning. In particular, recent advances highlight that reinforcement learning plays
an especially crucial role [49H52] in enhancing the overall capabilities of large models. We leverage CoT-Bridge
to enhance the structural completeness of existing datasets, enabling models to acquire finer-grained reasoning
patterns during training and to be seamlessly integrated into existing training pipelines.

A.2 High-Quality Mathematical Datasets for Training

Developing high-quality datasets is essential for enhancing mathematical reasoning capabilities in LLMs.
MetaMathQA [12] consists of 395k problem-solution pairs derived by reformulating and reverse-engineering
existing datasets like GSMS8K [15] and MATH [16]]. MathInstruct [13] aggregates 13 existing math datasets and
employs GPT-4 [53] to synthesize 260k examples containing both Chain-of-Thought and Program-of-Thought
solutions. NuminaMath-CoT [14] compiles data from examinations, competitions, and Q&A communities,
resulting in a dataset of 860k problem-solution pairs. ScaleQuestMath [19]] introduces a zero-shot data generation
framework for mathematical questions using small open-source models, resulting in a scalable dataset of about 1
million samples. DAPO [30] developed DAPO-Math-17K, comprising 17k standardized integer-formatted math
problems sourced primarily from platforms such as AoPS for effective reward model evaluation.

Beyond creating new datasets, extensive research has focused on data augmentation (e.g., MathFusion [54],
PersonaMathQA [55]], MathFimer [56]) and selective strategies (e.g., QaDS [S7], DELIFT [58]]) to enhance
data efficiency and training effectiveness. CoT-Bridge contributes by bridging Thought Leap issues in existing
mathematical reasoning datasets, thus improving their overall data quality.

B Limitations

Potential Noise in Reasoning Steps: CoT-Bridge can’t guarantee that all bridged reasoning steps are
entirely correct, which may inevitably introduce a certain level of noise during automated data construction.
Although our analysis in Section [4.3]suggests that this noise has a limited impact on overall model performance,
its presence remains a non-negligible concern.

Lack of Validation on Larger-Scale Models: Due to computational resource constraints, our experiments
focus primarily on small to medium-sized models, and we have not yet conducted evaluations on larger models
such as 32B or 72B-scale LLMs. This may limit the verification of our method’s generalization capability
on very large-scale pretrained models. Future work could explore its performance and adaptability on larger
architectures.

Training Limited to Mathematical Data: CoT-Bridge is trained exclusively on ScaleQuestMath in
mathematical domain. While we demonstrate promising OOD generalization to logical reasoning tasks that
are relatively close to mathematics, the method remains largely domain-specific. It is worth noting, however,
that CoT-Bridge is theoretically generalizable and can potentially be applied to other multi-step reasoning tasks
in domains such as law, medicine, and scientific QA. Future research could further investigate its adaptability
across diverse task types.
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C Preliminary Experiment

C.1 Settings

To simulate varying degrees of Thought Leap, we created modified versions of the MetaMathQA dataset by
removing intermediate reasoning steps. Considering the structure of MetaMathQA, we use '"\n"' to segment
individual steps within CoT. The specific configurations are as follows:

¢ The final step which contains the answer explanation is always retained.

* Mild, Moderate, Severe Thought Leap: We randomly remove 1, 2, or 3 intermediate steps, respec-
tively, if sufficient steps are available.

* Extreme Thought Leap: All intermediate reasoning steps are removed and only the final answer
explanation is preserved.

We adopt the same training configuration as described in Section [3.T]using Meta-Llama3.1-8B. Each model

is trained for 200 steps, with evaluation performed on the GSMS8K every 10 steps. For convenience, answer
verification is conducted using Math-Verify only.

C.2 Results

We present the detailed results from Figure[I(b) in Table[7]

Training Step  Original Data  Mild Thought Leap Moderate Thought Leap  Severe Thought Leap  Answer Only

10 8.64 8.79 8.64 8.57 7.35
20 43.67 38.71 332 25.78 8.04
30 62.32 56.03 40.33 21.53 10.77
40 60.96 55.34 46.4 29.95 15.09
50 62.77 55.42 50.87 40.33 14.4
60 64.9 60.88 50.57 35.71 16.37
70 68.08 63.61 52.69 35.18 14.86
80 66.94 64.67 55.57 37.98 16.22
90 69.9 66.03 56.94 40.03 16.22
100 69.06 64.52 60.5 37.76 16.38
110 70.51 63.68 57.16 48.37 17.29
120 69.74 66.41 61.03 37.15 15.62
130 69.98 65.28 61.79 36.39 17.66
140 68.92 63.91 57.77 37.83 16.83
150 69.6 62.47 56.1 29.04 16.22
160 69.83 66.64 56.03 38.29 17.36
170 68.61 64.29 54.66 29.72 15.01
180 70.28 65.5 48.75 329 15.39
190 68.61 66.03 50.49 27.45 16

200 67.63 62.77 60.35 39.8 13.65

Table 7: Accuracy of Meta-Llama3.1-8B on GSMS8K over training steps using data with varying
degrees of Thought Leaps.
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D Experimental Details

D.1 Model Training Settings

We utilized LlamaFactory [59]] as SFT training framework. The initial learning rate was set to 1 x 10~° with a
warm-up ratio of 0.1, and cosine scheduling was used to gradually reduce the learning rate to zero. The maximum
sequence length was set to 8192 tokens, with a global batch size of 128. We trained models for 3 epochs on
MetaMathQA [12] and for 2 epochs on NuminaMath-CoT [14], as preliminary experiments indicated no further
improvement from additional epochs. All SFT experiments were conducted using 8 Ascend H910B-64G.

For SFT training template, we use the default style template in LlamaFactory:

System: You are a math problem solver. You should think step by step.
Human: <Question>
Assistant: <Answer>

D.2 Evaluation Settings

The maximum token limit for generation was set to 2048, and prompt templates remained consistent with
training ones. It is noteworthy that, although we set the decoding temperature parameter to zero, vLLM outputs
still exhibited some randomness. For answer extraction and comparison, we employed the Math-Verify [60]
tool. Given limitations of math-verify in handling complex expressions, responses failing initial verification
were subsequently validated using DeepSeek-R1 [6]. All model evaluations were performed using 4 NVIDIA
A100-40G GPUs.

Referring to OpenR1 [61]], we use the following prompt template:

You are a mathematical answer validator. You will be provided with a mathematical problem and you
need to compare the answer in the reference solution, and the final answer in a model’s solution to
determine if they are equivalent, even if formatted differently.

PROBLEM:
<problem>

REFERENCE SOLUTION:
<answer>

MODEL’S SOLUTION:
<generation>

Focus ONLY on comparing the final mathematical answer provided by the model while ignor-
ing differences in:

- Formatting (e.g., \boxed{} vs plain text)

- Multiple choice formatting (e.g., "A" vs full solution)

- Order of coordinate pairs or solutions

- Equivalent mathematical expressions or notation variations

- If the model’s answer is nonsense, return "Verdict: AMBIGUOUS"

Start with a brief explanation of your comparison (2-3 sentences). Then output your final an-
swer in one of the following formats:

- "Verdict: EQUIVALENT"

- "Verdict: DIFFERENT"
- "Verdict: AMBIGUOUS"
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E ScaleQM+ Construction and CoT-Bridge training

E.1 ScaleQM+ Template

System:

You are a mathematics teacher reviewing a solution that may be missing one or more steps.

Your task is to:

1. Identify all points in the logical flow where a step is missing. For each missing step, specify exactly
between which two consecutive steps it should be placed.

2. Provide the complete missing step(s) with necessary explanations and equations. The solution may be
missing multiple steps or might be complete. The steps in the solution are labeled from Step 0 (problem
statement) to Step N.

For each missing step, please format your response as follows::

Missing Step X:

The missing step should be placed between Step Y and Step Y+1.

The missing step is:

[Write the complete missing step here with necessary explanations and equations]

If there are no missing steps, please output:
No missing steps.

Human:

<incomplete_solution>

Step 0:

<question statement>

Step 1:

Step N:

</incomplete_solution>
Assistant:
<Answer>

E.2 Variant Template

System:

You are a mathematics teacher reviewing a solution that appears to be missing one step. Given the
position of the missing step, your task is to fill in the missing step.

The steps in the solution are labeled from Step O (problem statement) to Step N.
Please format your response as:

The missing step is:

[Write the complete missing step here with necessary explanations and equations]
Human:

There is a missing step between Step X and Step X+1.

<incomplete_solution>

Step 0:

<question statement>

Step 1:

Step N:
</incomplete_solution>

Assistant:
<Answer>

E.3 Discussion of Hyperparameter Settings

We set the minimum CoT length m to 6, based on the following considerations. CoTs with too few steps should
be avoided, as identifying Thought Leaps in such cases becomes trivially easy. For example, in a two-step CoT,
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the final step (the answer) cannot be removed, so only the first step is eligible for deletion. This makes it very
easy for the model to identify the location of the Thought Leap, which lies directly between the question and the
answer.

Regarding the number of steps to delete, we avoid removing too many steps. For instance, in a 6-step CoT,
deleting 4 steps would leave too little context, making the task resemble generating a new solution based on the
final answer rather than bridging a partial reasoning chain.

As for the probability of retaining the original CoT without modification, this parameter is introduced to avoid
introducing redundancy into already complete reasoning chains.

E.4 CoT-Bridge Training Settings

We broadly follow the setup in[D.1] but train for only 1 epoch with a global batch size of 1024, considering the
large amount of data and the primary goal of learning the structural integrity of CoT rather than introducing new
knowledge.

F Evaluation Benchmarks

F.1 Mathematics Benchmarks

* GSMBSK: This benchmark consists of 1,319 grade-school math word problems, primarily used to
evaluate a model’s ability to perform multi-step arithmetic reasoning.

¢ MATHS500: A curated subset of 500 representative problems from the larger MATH dataset, designed
to reflect the original dataset’s coverage across diverse mathematical topics and difficulty levels.
Gaokao2023EN: This benchmark includes 385 English-translated questions from the 2023 Chinese

Gaokao (college entrance exam) mathematics section. It tests a model’s ability to solve complex
problems at the advanced high school level.

* MathOdyssey: A benchmark of 387 problems spanning difficulty levels from high school to early
undergraduate mathematics. It emphasizes evaluating a model’s performance on problems requiring
deeper understanding and more complex reasoning steps.

OlympiadBenchEN: A collection of 675 problems at the difficulty level of international mathematical
olympiads. Known for their non-standard formats and high demands on creative problem-solving,
these problems serve as a rigorous test of advanced mathematical reasoning capabilities.

¢ AMC23: This benchmark contains 40 problems selected from the 2023 American Mathematics Com-
petitions (AMC), offering a challenging testbed for evaluating models in a standardized competition
setting.

F.2 Logical Reasoning Benchmarks

¢ FOLIO: This benchmark consists of 1,430 expert-crafted natural language inference instances, each
annotated with first-order logic (FOL) expressions. It is designed to assess a model’s ability to translate
between natural language and formal logic, as well as perform multi-step reasoning over complex
logical structures.

¢ LogicQA: Collected from the Chinese National Civil Servant Examination, this benchmark targets
logical reasoning in reading comprehension tasks.

* ProofWriter: Composed of multiple small rulebases, each containing natural language descriptions
of facts and rules, along with questions labeled as true, false, or unknown. This benchmark supports
evaluating a model’s ability to generate reasoning chains and perform multi-step logical inference.

* ReClor: Derived from standardized graduate-level entrance exams such as the LSAT and GMAT,
ReClor evaluates a model’s performance on complex logical reasoning questions.

* RuleTaker: Built from synthetically generated rules and facts, this benchmark tests whether a model
can simulate deductive reasoning. It evaluates the model’s ability to draw logical conclusions from
natural language rules.
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G RL Training

G.1 Settings

All RL experiments were conducted using the veRL [62] training framework. We employed Math-Verify for
answer verification. We set the initial learning rate to 1 x 10~° and used a global batch size of 512. The
maximum response length was limited to 4096 tokens. During rollout, 4 samples were generated per input. KL
regularization was disabled, and evaluation was performed with zero temperature every 10 epochs on MATH500.
We use the same template in Appendix [D.1]

G.2 Results

We present the detailed results from Figure[[(b) in Table[8] For simplicity, only Math-Verify is used for answer
verification without further applying DeepSeek-R1.

Training Step  Qwen2.5-Math-Numina Qwen2.5-Math-NuminaBridge

0 62.2 67.4
10 64.4 67.8
20 65.4 65.6
30 64.6 66.4
40 66.8 67.6
50 65.6 67.6
60 67 70.6
70 67.8 70.4
80 68 714
90 69.6 73.6
100 69 72.6
110 67.6 71.8
120 69.6 71.8
130 70.8 72.8
140 71.4 74
150 72 74
160 72 74.8
170 73.4 73.6
180 72 74.8
190 72.8 76
200 71.6 75.4
210 71.6 752
220 72.6 76.8
230 72.8 78
240 73.6 76.4
250 71.8 77.4
260 73.6 774
270 73.4 77.6

Table 8: Model accuracy on MATHS500 over GRPO training steps.

Model Method GSMS8K MATH GaoKao Odyssey Olympiad AMC23 Average
Qwen?2.5-Math-Instruct-1.5B / 84.80 75.80 65.50 54.52 38.10 60.00 63.12
Oat-Zero-1.5B Dr. GRPO 83.62 74.20 69.61 52.71 37.60 53.00 61.79
Qwen2.5-Math-1.5B GRPO 82.71 74.60 64.94 49.10 35.85 50.00 59.33
Qwen2.5-Math-Numina GRPO 84.31 74.80 62.34 51.94 3941 52.50 60.88

Qwen2.5-Math-NuminaBridge =~ GRPO  84.08 "% 78.207% 67.017% 54.26"% 40.30""* 60.007" 63.98"'°

Table 9: Reinforcement learning results. Qwen2.5-Math-Numina and Qwen2.5-Math-NuminaBridge
refer to the Qwen2.5-Math-1.5B models fine-tuned on NuminaMath and NuminaMath-Bridge respec-
tively in the main experiments. We also present the results of Qwen2.5-Math-1.5B trained directly
on DAPO-Math-17K using GRPO, along with the results of Qwen2.5-Math-Instruct-1.5B[20] and
Oat-Zero-1.5B [63] for reference.
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H Metrics for CoT Thought Leap Bridge Task

H.1 Leap Position Identification Metrics

Let the ground-truth set of leap positions be G = {g1, ..., g|¢}, and the predicted set be P = {p1,...,p|p|}-
If a predicted position p; exactly matches a ground-truth position g;, it is counted as a True Positive (TP). The
metrics are defined as:

TP
Precision = —, Recall = —
|P| €

To measure the proportion of redundant predictions, we define the redundancy rate as:

|P| — TP

Redundancy = 7]

H.2 Overall Metric

To evaluate both leap positions locating ability and the quality of the generated step, we introduce the Position-
aware BERTScore. This metric only compares text at successfully matched positions. Let the reference text at
a matched position be ¢; and the generated text be ¢;, the Position-aware BERTScore is defined as:

TP
> " BERTScore(f;, t;)

i=1

BERTS COI€pos-aware = @

Here, BERTScore is computed using the RoOBERTa-large model and measures the semantic similarity between
each pair of texts (¢;, ;).

I Case Study: CoT Thought Leap Bridge

Following the example in Figure[T[a), we compared the zero-shot bridging results of Qwen2.5-Instruct-7B/72B,
GPT-40, and Gemini-2.5-PRO.

Missing Step 1:

The missing step should be placed between Step 0 and Step 1.

The missing step is:

To determine the minimum number of times you must throw two fair eight-sided dice to ensure that the
same sum is rolled twice, we can use the pigeonhole principle. The pigeonhole principle states that if
n items are put into m containers, with n > m, then at least one container must contain more than one item.

Missing Step 2:

The missing step should be placed between Step 1 and Step 2.

The missing step is:

Therefore, the possible sums when rolling two eight-sided dice are the integers from 2 to 16, inclusive.
This gives us a total of 16 - 2 + 1 = 15 possible sums.

Missing Step 1:

The missing step should be placed between Step 0 and Step 1.

The missing step is:

The possible sums when rolling two eight-sided dice range from 2 to 16, which gives us 15 different
possible sums.
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Missing Step 1:

The missing step should be placed between Step 1 and Step 2.

The missing step is:

The possible sums when rolling two eight-sided dice are 2, 3, 4, ..., 16. There are 15 possible sums in
total.

Missing Step 2:

The missing step should be placed between Step 2 and Step 3.

The missing step is:

According to the pigeonhole principle, if we roll the dice 16 times, there are 15 possible sums, so at
least one of these sums must appear at least twice.

Missing Step 1:
The missing step should be placed between Step 1 and Step 2.
The missing step is:

Now, we need to determine the total number of distinct sums possible. The sums are all the
integers from 2 to 16, inclusive. These distinct sums will be our "pigeonholes."

To count the number of possible sums:

Number of distinct sums=(Maximum Sum-Minimum Sum)+1

Number of distinct sums=(16-2)+1=14+1=15

So, there are 15 unique possible sums (the pigeonholes) when rolling two eight-sided dice.

Missing Step 1:

The missing step should be placed between Step 1 and Step 2.

The missing step is:

We need to count how many distinct sums can result from rolling two eight-sided dice. The possible
sums range from 2 to 16, which gives:

$$

16 - 2 + 1 = 15 distinct possible sums.

$$

As can be seen in the case study:

* Although a planning-style bridge between the question and step 1 was missing, GPT-40, Gemini-2.5-
PRO, and Qwen?2.5-72B-Instruct all identified that "15" lacked a calculation explanation and bridged
the gap in the appropriate position.

* Qwen2.5-72B-Instruct generated a redundant step (almost identical to step 2). This phenomenon is
quite common and aligns with its 33.73% redundancy rate shown in Table 3]

» The consistency of the content and position bridged by Qwen2.5-7B-Instruct is not good.
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J CoT Score

J.1 Score Template

Since scoring a single response with DeepSeek-R1 can result in high variance, we instead compare the original
CoT and its bridged version for the same question side-by-side.

You are a math reasoning expert. Please evaluate the coherence of the given two Chain of Thoughts
(CoTs) based on the provided question.

Perform an overall assessment of the CoTs based on the following five dimensions:

1. Problem Understanding: Does the CoT accurately identify the core of the question and interpret its
requirements appropriately?

2. Planning: Does it show evidence of having a structured plan or certain degree of foresight in
approaching the problem?

3. Logical Coherence: Is the reasoning step-by-step, consistent, and free of major logical leaps?

4. Detail Elaboration: Does it include detailed intermediate calculations, formula derivations, or other
necessary expansions?

5. Conclusion Support: Does it provide a clear summary or verification to support the final conclusion?

- Question
<problem>
-CoT 1
<answerl>
-CoT2
<answer2>

[Scoring Criteria Description]

- 10 points: Outstanding across all dimensions. Demonstrates deep understanding, clear planning,
rigorous step-by-step reasoning, detailed intermediate calculations or derivations, and strong conclusion
verification. Rarely achieved; reflects expert-level CoT.

- 8 points: Strong performance with only minor flaws. Reasoning is coherent and mostly complete, with
evident planning and elaboration. May miss slight details or final verification, but overall very solid.

- 6 points: Adequate but uneven. Shows basic understanding and partial planning. Some steps are
under-explained or loosely connected; may lack full elaboration or support for conclusion.

- 4 points: Weak overall. Reasoning is fragmented or inconsistent, with limited detail and minimal
evidence of structured planning. Key steps are missing or poorly justified.

- 2 points: Very poor. Little to no logical structure or elaboration; response lacks meaningful connection
to the question.

- 0 points: No relevant reasoning. Off-topic or fundamentally flawed throughout.

Note: Scores may also be assigned in odd numbers (e.g., 5, 7, 9) to reflect responses that fall between
two defined levels. For instance, a score of 7 indicates performance stronger than the 6-point criteria but
not fully reaching the 8-point standard.

[Output Format]

- Justification:

Logical Coherence Analysis: <Your brief analysis>
- Score:

CoT 1 overall score: <Integer between 0-10>

CoT 2 overall score: <Integer between 0-10>

A brief analysis is sufficient.
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J.2  Score Example

Okay, let’s tackle this problem. The user wants me to evaluate two Chain of Thoughts (CoTs) for the
question about the minimum number of throws needed to ensure a repeated sum with two eight-sided
dice. The scoring is based on five dimensions: Problem Understanding, Planning, Logical Coherence,
Detail Elaboration, and Conclusion Support.

First, I need to understand the question thoroughly. The key here is the application of the pigeonhole
principle. The possible sums when rolling two 8-sided dice range from 2 (1+1) to 16 (8+8). That gives
15 possible sums. According to the pigeonhole principle, to guarantee a repeat, you need one more than
the number of possible sums, so 15 + 1 = 16 throws. Both CoTs arrive at this answer, but I need to
assess how well each explains the reasoning.

Looking at CoT 1: It starts by identifying the minimum and maximum sums correctly. Then it directly
applies the pigeonhole principle, stating 15 +1 =16. The conclusion is there, but the explanation is very
brief. It doesn’t mention how many possible sums there are, just states the range. The step from the
range to 15 possible sums is implicit. A reader might wonder why 15 instead of 16-2=14. So, CoT 1
skips explaining the count of possible sums, which is a crucial step. The logical steps are there but not
fully elaborated.

CoT 2 is more detailed. It explicitly states the pigeonhole principle, defines the range of sums, calculates
the number of possible sums as 15 (16-2+1), then adds 1. This makes the reasoning clearer. The
explanation of why there are 15 possible sums is important because it’s a common point of confusion
(inclusive counting). CoT 2 addresses that, making it more thorough.

Now, evaluating each dimension for both CoTs:

For Problem Understanding: Both correctly identify the core of the question, which is applying the
pigeonhole principle. CoT 2 does a better job by explicitly stating the principle and the count of sums.
Planning: CoT 2 structures the answer step-by-step, starting with the principle, then calculating possible
sums, then applying the formula. CoT 1 jumps to the answer without explaining the count of sums,
which is a gap in planning.

Logical Coherence: Both are logically correct, but CoT 1 has a minor leap in assuming the number of
possible sums. CoT 2 connects each step more clearly.

Detail Elaboration: CoT 2 elaborates on the number of sums, which CoT 1 omits. This makes CoT 2’s
explanation more complete.

Conclusion Support: Both reach the correct conclusion, but CoT 2’s conclusion is better supported by
the preceding steps.

Scoring: CoT 1 might get a 6 or 7 because it’s correct but lacks some details. CoT 2 is more thorough,
so probably an 8 or 9. Since CoT 2 explains each step clearly without missing key points, it’s closer to
the 8-9 range. CoT 1 is adequate but not as detailed, so maybe a 7. However, according to the criteria,
8 is for strong performance with minor lapses. CoT 2 doesn’t have lapses, so maybe 9? Wait, the
scoring criteria say 10 is outstanding. CoT 2 is thorough but maybe not "outstanding" because it’s a
straightforward application. Alternatively, since it’s complete, maybe 10. But the example given in the
criteria for 10 is "precise, step-by-step reasoning" with "careful attention to clarity". CoT 2 does that.
CoT 1 is missing the explanation of the number of sums, so maybe a 6 or 7. Let me check again.

CoT 1: Problem Understanding: Correct. Planning: Minimal, skips the count of sums. Logical
Coherence: Correct but with a leap. Detail Elaboration: Missing the count explanation. Conclusion:
Correct. So maybe 6 or 7. The criteria for 6 say "intermediate steps present but not fully explained".
CoT 1 has the steps but skips the count. So 6. CoT 2: All steps explained, so 10? But the example for
10 says "smooth and complete". CoT 2 is complete. Alternatively, maybe 9 if there’s a minor point
missing. But I don’t see any. It explains the pigeonhole principle, calculates the sums correctly, adds 1.
So 10. But the user’s example answer might have given 8 and 10. Wait, the user’s example in the criteria
for 10 is "outstanding across all dimensions". CoT 2 is thorough, but perhaps not outstanding. Hmm.
Alternatively, maybe 9. But given that it’s correct and explains all steps, 10. CoT 1 gets 6 because it’s
adequate but missing the count explanation. </think>

- Justification:

Logical Coherence Analysis: CoT 1 correctly applies the pigeonhole principle but skips explaining the
count of possible sums (15), leaving a minor gap. CoT 2 explicitly calculates the number of sums (16 -
2 + 1 =15) and links each step clearly, ensuring full logical continuity.

- Score:

CoT 1 overall score: 7

CoT 2 overall score: 10

**Note:** CoT 1 earns a 7 for adequate reasoning but lacks explicit calculation of the sum count. CoT 2
achieves a 10 by thoroughly addressing all dimensions, including precise step-by-step elaboration and
seamless logical flow.
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The question, CoT1, and CoT2 here are the same as those shown in the example in Figure[Tfa).

J.3 Score Result

We randomly sampled 1,000 CoT pairs from both MetaMath and NuminaMath for scoring, and the results are
shown in Table[T0l

Original CoT Bridged CoT

Metamath 7.85 8.44
Numinamath 7.49 8.22

Table 10: DeepSeek-R1 scoring results for the original CoT and the bridged CoT.

K PRM Score

We present the data from Figure ] in Table [IT]

Method Metric  0-0.1  0.1-02 0203 0304 0405 0506 06-07 07-0.8 08-0.9 0.9-1
MetaMathQA
GanBridee num 5021 2516 2149 2228 2401 2765 3560 5045 10812 672825
pbrdg percent  0.71 0.35 03 031 034 039 0.5 0.71 152 9485
Owen2snstruct.72B UM 9528 4946 4410 4516 4891 5990 8172 11505 22577 321582
wens.o-anstu percent  2.39 1.24 111 1.13 1.23 15 2.05 2.89 567  80.78
Owen2snstuct.7B MM 19349 SSS7 4706 4372 4714 5287 7023 9568 18096 252466
: percent  5.84 1.68 1.42 1.32 1.42 1.6 2.12 289 546 7624
NuminaMath

num 33923 20643 18397 17857 18783 21589 27041 37375 73499 1363063
percent 2.08 1.26 1.13 1.09 1.15 1.32 1.66 2.29 45 83.51

num 219586 38135 34371 34360 36910 43698 56699 78320 147988 792281
percent  14.81 2.57 232 2.32 2.49 2.95 3.82 5.28 9.98 53.45

num 177687 38694 32492 31388 32955 37837 47592 65059 121298 769034
percent  13.12 2.86 2.4 2.32 243 2.79 3.51 4.8 8.96 56.8

GapBridge

Qwen?2.5-Instruct-72B

Qwen?2.5-Instruct-7B

Table 11: The count and proportion of bridge steps falling into different PRM score intervals for
Qwen?2.5-Instruct-7B/72B and CoT-Bridge on MetaMath and NuminaMath.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?

Answer: [Yes]
Justification: We have claimed the contributions in both abstract and introduction.
Guidelines:

* The answer NA means that the abstract and introduction do not include the claims made in the
paper.

 The abstract and/or introduction should clearly state the claims made, including the contributions
made in the paper and important assumptions and limitations. A No or NA answer to this
question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how much the
results can be expected to generalize to other settings.

« It is fine to include aspirational goals as motivation as long as it is clear that these goals are not
attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We have discussed the limitations in Appendix B.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that the paper
has limitations, but those are not discussed in the paper.

¢ The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to violations of
these assumptions (e.g., independence assumptions, noiseless settings, model well-specification,
asymptotic approximations only holding locally). The authors should reflect on how these
assumptions might be violated in practice and what the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was only tested
on a few datasets or with a few runs. In general, empirical results often depend on implicit
assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low or
images are taken in low lighting. Or a speech-to-text system might not be used reliably to provide
closed captions for online lectures because it fails to handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to address problems
of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by reviewers
as grounds for rejection, a worse outcome might be that reviewers discover limitations that
aren’t acknowledged in the paper. The authors should use their best judgment and recognize
that individual actions in favor of transparency play an important role in developing norms that
preserve the integrity of the community. Reviewers will be specifically instructed to not penalize
honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and a complete
(and correct) proof?

Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:
* The answer NA means that the paper does not include theoretical results.

¢ All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
¢ All assumptions should be clearly stated or referenced in the statement of any theorems.
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* The proofs can either appear in the main paper or the supplemental material, but if they appear in
the supplemental material, the authors are encouraged to provide a short proof sketch to provide
intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

¢ Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main experimental
results of the paper to the extent that it affects the main claims and/or conclusions of the paper
(regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We have provided the experiment details including training and evaluating in appendix.
Guidelines:

¢ The answer NA means that the paper does not include experiments.

« If the paper includes experiments, a No answer to this question will not be perceived well by the
reviewers: Making the paper reproducible is important, regardless of whether the code and data
are provided or not.

« If the contribution is a dataset and/or model, the authors should describe the steps taken to make
their results reproducible or verifiable.

* Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might suffice,
or if the contribution is a specific model and empirical evaluation, it may be necessary to either
make it possible for others to replicate the model with the same dataset, or provide access to
the model. In general. releasing code and data is often one good way to accomplish this, but
reproducibility can also be provided via detailed instructions for how to replicate the results,
access to a hosted model (e.g., in the case of a large language model), releasing of a model
checkpoint, or other means that are appropriate to the research performed.

* While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of the
contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe the
architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should either be
a way to access this model for reproducing the results or a way to reproduce the model (e.g.,
with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?

Answer: [Yes]
Justification: We will release the code once accepted.
Guidelines:

¢ The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

¢ While we encourage the release of code and data, we understand that this might not be possible,
so “No” is an acceptable answer. Papers cannot be rejected simply for not including code, unless
this is central to the contribution (e.g., for a new open-source benchmark).

¢ The instructions should contain the exact command and environment needed to run to reproduce
the results. See the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.
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* The authors should provide instructions on data access and preparation, including how to access
the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state which
ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized versions (if
applicable).

* Providing as much information as possible in supplemental material (appended to the paper) is
recommended, but including URLs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?

Answer: [Yes]
Justification: We have provided the experiment details including training and evaluating in appendix.
Guidelines:

¢ The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail that is
necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate informa-
tion about the statistical significance of the experiments?

Answer: [Yes]

Justification: We have provided detailed parameter settings and reported the average experimental
results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confidence
intervals, or statistical significance tests, at least for the experiments that support the main claims
of the paper.

» The factors of variability that the error bars are capturing should be clearly stated (for example,
train/test split, initialization, random drawing of some parameter, or overall run with given
experimental conditions).

* The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

¢ The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error of the
mean.

* Itis OK to report 1-sigma error bars, but one should state it. The authors should preferably report
a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality of errors is
not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how they were
calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experiments?

Answer: [Yes]
Justification: We have provided compute resources in appendix.
Guidelines:

¢ The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster, or cloud
provider, including relevant memory and storage.
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9.

10.

11.

* The paper should provide the amount of compute required for each of the individual experimental
runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute than the
experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it into
the paper).

Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS Code
of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We follow the NeurIPS Code of Ethics.
Guidelines:

* The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

« If the authors answer No, they should explain the special circumstances that require a deviation
from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consideration due
to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative societal impacts
of the work performed?

Answer: [NA]
Justification: No social impacts exist in this work.
Guidelines:

» The answer NA means that there is no societal impact of the work performed.

« If the authors answer NA or No, they should explain why their work has no societal impact or
why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses (e.g.,
disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied to particular
applications, let alone deployments. However, if there is a direct path to any negative applications,
the authors should point it out. For example, it is legitimate to point out that an improvement in
the quality of generative models could be used to generate deepfakes for disinformation. On the
other hand, it is not needed to point out that a generic algorithm for optimizing neural networks
could enable people to train models that generate Deepfakes faster.

» The authors should consider possible harms that could arise when the technology is being used
as intended and functioning correctly, harms that could arise when the technology is being used
as intended but gives incorrect results, and harms following from (intentional or unintentional)
misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation strategies
(e.g., gated release of models, providing defenses in addition to attacks, mechanisms for monitor-
ing misuse, mechanisms to monitor how a system learns from feedback over time, improving the
efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible release of
data or models that have a high risk for misuse (e.g., pretrained language models, image generators, or
scraped datasets)?

Answer: [NA]
Justification: The work we have done in our paper does not involve such risks.
Guidelines:

¢ The answer NA means that the paper poses no such risks.

¢ Released models that have a high risk for misuse or dual-use should be released with necessary
safeguards to allow for controlled use of the model, for example by requiring that users adhere to
usage guidelines or restrictions to access the model or implementing safety filters.

» Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.
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13.

14.

15.

* We recognize that providing effective safeguards is challenging, and many papers do not require
this, but we encourage authors to take this into account and make a best faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in the paper,
properly credited and are the license and terms of use explicitly mentioned and properly respected?

Answer: [Yes]
Justification: We have strictly adhered to the licensing and usage terms of the data and models.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a URL.
* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of service of
that source should be provided.

« If assets are released, the license, copyright information, and terms of use in the package should
be provided. For popular datasets, paperswithcode.com/datasets has curated licenses for
some datasets. Their licensing guide can help determine the license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of the derived
asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to the asset’s
creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation provided
alongside the assets?

Answer: [NA]
Justification: No new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their sub-
missions via structured templates. This includes details about training, license, limitations,
etc.

* The paper should discuss whether and how consent was obtained from people whose asset is
used.

¢ At submission time, remember to anonymize your assets (if applicable). You can either create an
anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper include
the full text of instructions given to participants and screenshots, if applicable, as well as details about
compensation (if any)?

Answer: [NA]
Justification: Our research didn’t involve crowdsourcing nor research with human subjects.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

¢ Including this information in the supplemental material is fine, but if the main contribution of the
paper involves human subjects, then as much detail as possible should be included in the main

paper.
¢ According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or other
labor should be paid at least the minimum wage in the country of the data collector.
Institutional review board (IRB) approvals or equivalent for research with human subjects

Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals (or an
equivalent approval/review based on the requirements of your country or institution) were obtained?

Answer: [NA]
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Justification: Our research didn’t contain this issue.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with human
subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent) may be
required for any human subjects research. If you obtained IRB approval, you should clearly state
this in the paper.

* We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines for
their institution.

* For initial submissions, do not include any information that would break anonymity (if applica-
ble), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or non-standard
component of the core methods in this research? Note that if the LLM is used only for writing,
editing, or formatting purposes and does not impact the core methodology, scientific rigorousness, or
originality of the research, declaration is not required.

Answer: [Yes]
Justification: We use LLMs for grammar and spelling check.
Guidelines:

* The answer NA means that the core method development in this research does not involve LLMs
as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for what
should or should not be described.
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