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Abstract

Diffusion models recently achieved state-of-the-
art in image generation. They mainly utilize
the denoising framework, which leverages the
Langevin dynamics process for image sampling.
Recently, the guidance method has modified this
process to add conditional information to achieve
a controllable generator. However, the current
guidance on denoising processes suffers from the
trade-off between diversity, image quality, and
conditional information. In this work, we propose
to view this guidance sampling process from a
gradient view, where image pixels are treated as
parameters being optimized, and each mathemat-
ical term in the sampling process represents one
update direction. This perspective reveals more in-
sights into the conflict problems between updated
directions on the pixels, which cause the trade-off
as previously mentioned. We then investigate the
conflict problems and propose to solve them by
a simple projection method. The experimental
results evidently improve over different baselines
on datasets with various resolutions.

1. Introduction
Generative models are currently one of the most active re-
search areas in machine learning because of their essential
properties in understanding the essence and features of data.
Among many generative models (Brock et al., 2018; Karras
et al., 2020; Razavi et al., 2019; Karras et al., 2019; Wang
et al., 2021; Tran et al., 2018), Diffusion Generative Models
(DGMs) (Ho et al., 2020; Nichol & Dhariwal, 2021; Bao
et al., 2022) emerge as one of the most potentials for the
future of image generation. The main idea of DGMs is to
turn an intractable form of data distribution into a tractable
form of noise distribution and convert from tractable noise
to the original data distributions.
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Figure 1. Conditional guidance generation of two classes Welsh
Sprinter Spaniel and Brittany Spaniel from ImageNet64x64. The
conditional guidance (Dhariwal & Nichol, 2021; Chao et al.,
2022), with a small scale, achieving diversity leads to a very good
FID score and high recall value. However, images do not achieve
good quality, and conditional information is not obtained. In con-
trast, with a huge classification scale, conditional information is
achieved, but the FID score is too high and has a low recall value
due to the lack of diversity. Our method simultaneously achieves
conditional information and diversity. More samples could be
found in Figure 3 and Appendix D.

Like conditional GAN-based methods (Long et al., 2018;
Kang et al., 2021; Hou et al., 2022), diffusion models also
benefit from exploiting class conditional distribution during
training and inference process (Batzolis et al., 2021; Sinha
et al., 2021; Ho et al., 2020; Ho & Salimans, 2022). How-
ever, one of their drawbacks is its exorbitant retraining cost
for adding conditional information. Guidance technique (Ho
et al., 2020; Song et al., 2020b) allows us to achieve condi-
tional DGMs without retraining the diffusion model. Guid-
ance classifiers in (Dhariwal & Nichol, 2021) are trained as
a noise-aware discriminative model to understand images at
different noise levels. During the sampling process of the
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DGMs, guidance signals from the noise-aware model will
be injected into the process as conditional information. This
guidance method achieves a conditional generative model
without fine-tuning or retraining diffusion models.

However, most of the guidance works suffer from the prob-
lem of the trade-off between image quality and conditional
class (Dhariwal & Nichol, 2021; Ho & Salimans, 2022).
In guidance sampling, ADM-G (Dhariwal & Nichol, 2021;
Song et al., 2020b) utilizes the classification guidance scale
s to control classification information that adds to the sam-
pling process. If s is small, conditional information is not
achieved, and the image quality is poor. In contrast, if s is
set too large, the conditions are achieved, but the diversity
is sacrificed, leading to bad FID score. The problem is vi-
sualized in Figure 1 where the vanilla guidance ADM-G
(Dhariwal & Nichol, 2021) samples images with two condi-
tional classes. Two guidance scales s = 2 and s = 10 are
selected based on tuning to achieve the best performance
for ADM-G.

From the optimization perspective, the trade-off only hap-
pens when conflicts exist in different objectives (Sener &
Koltun, 2018). Based on that, our intuition about the reason
for the trade-off between image quality, conditional class,
and diversity is twofold. Firstly, the conditional information
contradicts the required diversity, which is reasonable when
the conditional information limits the search field to some
constrained classes. In contrast, diversity tends to explore
as much as possible. Secondly, the classification condi-
tion and the objective to generate images into a predefined
distribution has some incompatibility problem.

This work aims to formulate the image quality, classifica-
tion information, and diversity information of the DGMs
inference process to make them easy to analyze and manip-
ulate. Instead of optimizing model parameters, our model
considers the pixels of the images as parameters that need
optimization. Given the pretrained diffusion model and clas-
sifier, the guidance signals obtained by the classifier and
the output received by the diffusion model are treated as
gradients to optimize the original noisy image. The image
now turns into an optimizing variable with more than one
objective.

From this point of view of the sampling process, we analyze
the gradient imposed by each objective and find out the
conflicts between them. This helps explain the trade-off
we find in previous works (Dhariwal & Nichol, 2021; Chao
et al., 2022) where different update directions on an image
conflict with each other. Moreover, we then utilize a simple
projection technique to reduce conflicts between the pairs
of these conflicting objectives, which can generate samples
with fewer trade-off effects. In general, we have three main
contributions:

• Model the denoising process with classification guid-
ance of the DGMs into an optimization problem where
the pixels are considered as parameters. This could
be a new perspective for the research community to
improve DGMs further.

• Analyse the problem of conflicts to provide further
insights into the guidance sampling process.

• Propose a method to alleviate conflicts between update
directions. The experimental results show a significant
improvement using our proposed scheme.

2. Related works
Diffusion models: This work is primarily based on the
framework of the Denoising Diffusion Probabilistic Model
(DDPM), and its variants (Ho et al., 2020; Nichol & Dhari-
wal, 2021; Song et al., 2020a; Wang et al., 2023). Besides
the DDPM series, we have the theoretical counterpart score-
based models (Song & Ermon, 2019; 2020). These two
series of models achieve similar sample quality as GANs.
Although these two types of models have different optimiza-
tion objectives and different motivations, they are proven
to be closely related (Song et al., 2020b). Since then, dif-
fusion scheme have become very active in both generative
and discriminative applications such as (Saharia et al., 2022;
Shan et al., 2023; Chen et al., 2022), which often provides
comparable or better results than conventional approaches
such as (Qiu et al., 2023; 2022; Wu et al., 2019b).

Conditional generative models: Conditional generative
models have received much attention in generative models
research (Odena et al., 2017; Gong et al., 2019). GANs often
employ a classification head attached to its Discriminator
network to learn the classifier conditions (Kang et al., 2021;
Gong et al., 2019; Brock et al., 2018; Zhao et al., 2020; Dung
& Binh, 2022). The classifier’s training takes place at the
same time as training GANs. DGMs (Ho et al., 2020; Song
et al., 2020b) also offer a conditional version by attaching
a classification head to the diffusion models. Similar to
GANs, DGMs also benefit from conditional information
(Dhariwal & Nichol, 2021). Some other DGMs condition
on image to transfer styles between instances (Preechakul
et al., 2022).

Dhariwal & Nichol provide a method to achieve a control-
lable sampler/generator without retraining DGMs. (Liu
et al., 2023) generalizes the idea by adapting different types
of modality. Classifier-free guidance (Ho & Salimans, 2022)
shows that guidance properties can also be achieved without
a classifier. CompDiffusion (Liu et al., 2022) proposes to
guide the diffusion model by combining different conditions
given by a pretrained model. Most guidance works suffer
from the trade-off between sample quality, diversity, and
conditional information. (Chao et al., 2022) handles the
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problem by including a score model during the training of a
noise-aware classifier to avoid gradient mismatch, causing
an increase in the running time. We deal with this problem
without re-training the diffusion or noise-aware classifiers.

Gradient conflicts: Reducing gradient conflicts is a relevent
topic in multi-task learning (Vandenhende et al., 2021; Liu
et al., 2021a; Sener & Koltun, 2018). (Liu et al., 2021b)
alleviates the conflict problem by equalizing the sum of
raw gradients projection on individual tasks. (Yu et al.,
2020) analyzes the problem of conflicts and concludes on
three conditions for conflict: direction conflict, magnitude
conflict, and the high curvature between tasks. PCGrad
(Yu et al., 2020) mitigates the conflicts by projecting one
task over the orthonormal plane of other tasks. GradNorm
(Chen et al., 2018) solves the magnitude conflict by propos-
ing a method to normalize the magnitude of all gradients.
RotoGrad (Javaloy & Valera, 2021) follows the line of PC-
Grad (Yu et al., 2020) by using a rotation method to solve
the direction conflict and combining it with GradNorm for
magnitude conflicts. DGMs sampling is not a multi-task
problem, yet this process could still employ the philosophy
behind multi-task learning gradient conflicts to mitigate the
conflicts between its update directions.

3. Background
DDPM: The Denoising Diffusion Probabilistic Model
(DDPM) has the form of pθ(x0) :=

∫
pθ(x0:T )dx1:T with

x1,x2, ...,xT being latent variables sharing the same dimen-
sionality with the data x0 ∼ q(x0) The variable xT follows
the distribution p(xT ) = N (xT ;0, I). The pθ(x0:T ) is the
reverse process characterized by the Markov chain:

pθ := p(xT )

T∏
t=1

pθ(xt−1|xt), (1)

where pθ(xt−1|xt) := N (xt−1;µθ(xt, t),Σθ(xt, t)).

This reverse process is also known as the diffusion model’s
sampling process or inference process.

In contrast to the reverse process, the forward process aims
to corrupt the original data x0 to xT with Gaussian noise.
This process is a fixed Markov chain with Gaussian noise:

q(x1:T |x0) :=

T∏
t=1

q(xt|xt−1) (2)

where q(xt|xt−1) := N (xt;
√
1− βxt−1, βtI). βt is the

fixed variance scheduled before the process starts. We have
the xt−1 conditioned on x0 and xt as:

q(xt−1|xt,x0) = N (xt−1; µ̃t(xt,x0), β̃tI) (3)

Where µ̃t(xt,x0) :=
√
ᾱt−1βt

1−ᾱt
x0 +

√
αt(1−ᾱt−1

1−ᾱt
xt and

B̃t :=
1−ᾱt−1

1−ᾱt
βt with αt = 1− βt and ᾱ =

∏t
s=1 αs.

The parameters θ will be optimized via variational bound
on negative log-likelihood:

E[− log pθ(x0)] ≤ E
q
[− log p(xT )−Σt≥1 log

pθ(xt−1|xt)

q(xt|xt−1)
]

(4)
The Eq. 4 can be re-written as:

E
q
[DKL(q(xT |x0)||p(xT ))+ (5)∑
t>1

DKL(q(xt−1|xt,x0)||pθ(xt−1|xt))− log pθ(x0|x1)]

The θ is parameters of the noise predictor ϵθ(xt, t). After
the θ are trained using Eq. 4, we have the sampling equation:

xt−1 =
1
√
αt

(xt −
1− αt√
1− ᾱt

ϵθ(xt, t)) + σtz (6)

Guidance: The guidance aims to provide the DGMs with
conditional information during the sampling process so that
the output image satisfies the predefined conditions. From
Eq. 6, we denote µt :=

1√
αt
(xt − 1−αt√

1−ᾱt
ϵθ(xt, t)),

logϕ p(y|xt) is the conditional distribution of class labels;
we have a sampling equation for xt−1 given xt as:

xt−1 ∼ N (µt + sσ2
t∇xt log pϕ(y|xt), σt) (7)

4. Pixels as Parameters
From the sampling process of the DDPM model with guid-
ance as Eq. 7, combined with Eq. 6 and reparameterization
trick, the equation can be re-written as:

xt−1 =
1
√
αt

(xt −
1− αt√
1− ᾱt

ϵθ(xt, t))+

sσ2
t∇xt log pϕ(y|xt) + σtz (8)

Derivation of the Eq. 8 is detailed in Appendix C.

From Eq. 8, the ϵθ(xt, t) can be intuitively interpreted as
the data density gradient, and the classification gradient as
part of the update from xt to xt−1. This motivates us to
think of the whole process from a gradient point of view.
We will form the whole process as an optimization with the
initial parameter xT ∼ N (xT ;0, I).

4.1. Objectives of the process

Likelihood objective: Eq. 6 can be re-written in the form
with x0 prediction as below:

xt−1 =
(1− αt)

√
ᾱt−1

1− ᾱt
(
xt√
ᾱt
−
√
1− ᾱtϵθ(xt, t)√

ᾱt
)+

(1− ᾱt−1)
√
αt

1− ᾱt
xt + σtz (9)
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Derivation of the Eq. 9 can be found in Appendix C.

( xt√
ᾱt
−

√
1−ᾱtϵθ(xt,t)√

ᾱt
) is the prediction of x0. Assume that

ϵθ(xt, t) is trained optimally, we can turn the Eq. 9 into:

xt−1 =
(1− αt)

√
ᾱt−1

1− ᾱt
x̃0 +

(1− ᾱt−1)
√
αt

1− ᾱt
xt + σtz

(10)

The Eq. 10 can be derived from the Eq. 3 using the repa-
rameterization trick where the sampling process is trying to
match the distribution q(xt−1|xt,x0). Thus, the sampling
process’s first objective is to achieve the approximate maxi-
mum likelihood of the distribution q(xt−1|xt,x0) at each
timestep.

Classification condition objective: Consider the classifi-
cation gradient term in the Eq. 8 with the Eq. 10, we have
finally had two objectives as approximate maximum likeli-
hood at timestep and the classification condition:

xt−1 =
(1− ᾱt−1)

√
αt

1− ᾱt
xt +

(1− αt)
√
ᾱt−1

1− ᾱt
x̃0 + σtz︸ ︷︷ ︸

approximate likelihood

+ sσ2
t∇xt

log pϕ(y|xt)︸ ︷︷ ︸
classification

(11)

4.2. Gradients of the process

As we can see in the Eq. 11, by assuming that ϵθ(xt, t) ≈ ϵ
or x̃0 ≈ x0, the update from xt to xt−1 includes two ob-
jectives which are approximate likelihood and classification
condition. In practice, x̃0 is nowhere close to x0 causing
the likelihood function’s intractability. This results in the
importance of the x0 prediction in the likelihood objec-
tive mentioned in Eq. 11. Thus, the model is interpreted
as follows. As the term (1−ᾱt−1)

√
αt

1−ᾱt
xt is not affected by

the output of the diffusion model as well as the classifier
at each time-step, we can treat this term as the initial pa-
rameters with normalized constant Z =

(1−ᾱt−1)
√
αt

1−ᾱt
. The

other terms could be the gradients that update into the initial
parameters Zxt. We can view the Eq. 11 as:

xt−1 =
(1− ᾱt−1)

√
αt

1− ᾱt
xt︸ ︷︷ ︸

initial parameters

− −(1− αt)
√
ᾱt−1

1− ᾱt
x̃0︸ ︷︷ ︸

denoising gradient

−

(−σtz)︸ ︷︷ ︸
diversity gradient

− (−sσ2
t∇xt

log pϕ(y|xt)︸ ︷︷ ︸
classification gradient

(12)

−(1−αt)
√
ᾱt−1

1−ᾱt
x̃0 is based on the prediction of x0 value, we

call this update direction is the denoising gradient. For the
−σtz with z is random noise, we see that the generated
image’s diversity mainly depends on this randomness. Thus,
we name this one as diversity gradient. The third term

−sσ2
t∇xt

log pϕ(y|xt) is a common term in (Dhariwal &
Nichol, 2021) which is the classification gradient.

We can generalize the gradient definition from Eq. 12 by
deriving several ways to define the gden:

x0 prediction: The first way is to define denoising gradient
as in the Eq. 12, we denote this scheme as the x0 prediction.

x0 sampling: The second way we can define is the combi-
nation between x0 prediction and noise term as below:

xt−1 = Zxt︸︷︷︸
initial parameters

− (
−(1− αt)

√
ᾱt−1

1− ᾱt
x̃0 − σtz)︸ ︷︷ ︸

denoising gradient

−

(−sσ2
t∇xt

log pϕ(y|xt))︸ ︷︷ ︸
classification gradient

(13)

noise prediction: Another way to define the denoising gra-
dient is to base it on the original sampling equation of the
DDPM (Eq. 6 and 8).

xt−1 =
1
√
αt

xt︸ ︷︷ ︸
initial parameters

− 1− αt√
αt(1− ᾱt)

ϵθ(xt, t)︸ ︷︷ ︸
denoising gradient

−

(−sσ2
t∇xt log pϕ(y|xt))︸ ︷︷ ︸

classification gradient

− (−σtz)︸ ︷︷ ︸
diversity gradient

(14)

We intuitively select x0 prediction term as the denoising
gradient in the primary analysis of the paper as it is consis-
tent with the final objective of the whole denoising diffusion
model is to construct the original image x0. We will discuss
other possible choices of denoising gradient in the Ablation
study section 6.4.

In general, we model the denoising process of the DDPMs
model into an optimization problem with two objectives.
These two objectives have three updated gradients.

4.3. Conflict between gradients

Given the initial shared parameters xt, each objective’s
updated directions in section 4.2 might conflict.

In (Yu et al., 2020), the authors point out three conditions
for the gradient conflict between any two tasks, which are di-
rection conflict, magnitude conflict, and high multi-task
curvature. Conflict happens only when all three conditions
are satisfied. Given the gradients defined in Eq. 12, we can
assume the high curvature between objectives due to the
complication of data distribution. We will empirically show
that there are conflicts in terms of direction conflict and
magnitude conflict between gradients in Eq. 12.

Given three types of gradients defined in section 4.2, we
have three pairs:

• cls-den: Pair of classification and denoising gradients.
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Algorithm 1 DDPM denoising process with guidance
Input: class labels y, classification scale s
xT ∼ N (0, I)
for t = T, ..., 1 do
z ∼ N (0, I), g ← s∇xt log pϕ(y|xt)
xt−1 ← 1√

αt
(xt − 1−αt√

1−ᾱt
ϵθ(xt, t)) + σ2

t g + σtz

end for

• cls-div: Pair of classification and diversity gradients.

• den-div: Pair of denoising and diversity gradients.

Direction conflict: Given φij is the angle between two
gradient gi and gj of the ithgradient and jthgradient. The
two gradients have direction conflicts if cosφij < 0. Based
on this definition, we measure the percentage of instances
having negative cosφij for each pair in Figure 2(a),(b), and
(c). From observation, all pairs maintain high direction con-
flicts during sampling. It is also reasonable to see the noisy
direction conflict between the diversity gradient with the
other two gradients, as the diversity is mainly constructed
by the random noise z.

Magnitude conflict: In (Yu et al., 2020), gradient mag-
nitude conflict between two gradient gi and gj is defined
as:

Φ(gi, gj) =
−2||gi||2||gj ||2
||gi||22 + ||gj ||22

(15)

The Eq. 15 shows the magnitude conflict between two gra-
dients. If the two gradients have the same magnitude, the
Φ(gi, gj) will go to −1. In contrast, the Φ(gi, gj) goes to
0. The average magnitude conflict of each pair of gradients
in Eq. 12 is plotted in Figure 2(d),(e), and (f). The mag-
nitude conflict of the cls-den and cls-div pair is extremely
high. However, the magnitude conflict of the den-div pair
is relatively low and reaches nearly −1 at the process’s end
resulting in less conflict. This is due to the fixed schedule
given by the diffusion model. As the magnitude conflict
condition is not satisfied for den-div, we can say no conflict
between the diversity and the denoising gradient. As a result,
only two pairs have conflicts cls-den and cls-div.

5. Conflict projection
In section 4.3, conflicts between the defined gradients in
Eq. 12 are detected. We propose alleviating these conflicts
by projecting conflict if negative transfer exists between two
gradients. Negative transferring between two gradients gi
and gj happens if the cosφgi,gj < 0. After that, the gradient
of each objective is projected on the orthonormal plane of
the other gradients to remove the destructive conflicts.

Different from a standard optimization on neural network
parameters, the update directly to the pixels of the image

Algorithm 2 PixelAsParams Denoising Process (PxP)
Input: class labels y, gradient scale s and project scale
δ1, δ2, δ3, δ4
xT ∼ N (0, I)
for t = T, ..., 1 do
z ∼ N (0, I)
gcls ← −sσ2

t∇pϕ(y|xt)

gden ← (αt−1)
√
ᾱt−1

1−ᾱt
( xt√

ᾱt
−

√
1−ᾱtϵθ(xt,t)√

ᾱt
)

gdiv ← −σtz
if cosφ(gcls, gden) < 0 then
ĝcls ← gcls − δ1

gcls.gden
||gden||2 gden

ĝden ← gden − δ2
gden.gcls
||gcls||2 gcls

end if
if cosφ(gcls, gdiv) < 0 then
ĝcls ← ĝcls − δ3

ĝcls.gdiv
||gdiv||2 gdiv

ĝdiv ← gdiv − δ4
gdiv.gcls
||gcls||2 gcls

end if
xt−1 ← (1−ᾱt−1)

√
αt

1−ᾱt
xt − ĝden − ĝdiv − ĝcls

end for

has several constraints. Firstly, the xt−1 distribution must
satisfy a predefined Gaussian distribution as Eq. 10. Sec-
ondly, pretrained diffusion model ϵθ(xt, t) is sensitive to
the out-of-distribution of input data. If the input xt dis-
tribution changes dramatically, the output of ϵθ(xt, t) will
be less meaningful. As a result, to avoid abrupt change to
the output distribution of xt−1, we introduce a weight for
projection to avoid the effects of the conflict projection in
some cases. Therefore, we have the formula for projecting
the gradient i onto the orthonormal plane of gradient j as:

ĝi := gi − δ
gi.gj
||gj ||2

gj (16)

δ is the projection weight to control the effect of conflict
projection.

In section 4.2, we have defined three gradients that affect the
sampling process of a DGM. Following the x0 prediction to
define denoising gradient as in the Eq. 12, We denote:

• gden =
−(1−αt)

√
ᾱt−1

1−ᾱt
x̃0 as the denoising gradient

• gdiv = −σtz as the diversity gradient

• gcls = −sσ2
t∇xt

log pϕ(y|xt) as the classification gra-
dient

From the analysis in section 4.3, the conflicts exist in the
cls-den and cls-div pair but not in the den-div pair due to
theoretical guarantee. Therefore, in the proposed method,
we only project conflict for the cls-den and cls-div. We mod-
ify the standard DDPM sampling algorithm 1 into a conflict
projection version. The whole algorithm is presented in
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(b) cls-div direction conflict
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(c) den-div direction conflict
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(d) cls-den magnitude conflict
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(e) cls-div magnitude conflict
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(f) den-div magnitude conflict
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Figure 2. The percentage conflicting samples increase as the number of timesteps of cls-den (a), of cls-div (b) and of den-div (c) conflicting
samples remain high during the denoising process. The magnitude conflict increases during the denoising process for the cls-den pair (d)
and stays very high for the cls-div pair (e). At the same time, we see very low den-div magnitude conflict (f). These observations indicate
low conflict for the den-div pair but evident conflict for both cls-den and the cls-div pairs.

Algorithm 2. This proposed algorithm utilizes x0 prediction
scheme to define gden, gdiv and gcls. Similar to section 4.2,
the methods can also be generalized for conflict-solving on
different definitions of gradients in Eq. 13 and 14.

The algorithm’s four hyper-parameters δ1, δ2, δ3, δ4 are
likely to be the default values. In several cases, one of
the values is expected to reduce when little conflict is de-
tected, or ||gcls|| is too large compared to other terms or
redundant conflict solving. For example, if the diffusion
model is conditionally trained, the conditional information
is compatible with the diversity leading to unnecessary solv-
ing the conflict between the two gradients, hence the δ3 and
δ4 should be lowered down.

6. Experiments
All experiments are conducted on the ImageNet dataset
at 64x64, 128x128, 256x256, and CIFAR10 to evaluate
our method since these datasets offer classification classes
and pretrained diffusion models. We will compare our
methods with several baselines, including BigGAN (Brock
et al., 2018), LOGAN (Wu et al., 2019a), DCTrans (Nash
et al., 2021), ClS-Free (Ho & Salimans, 2022), VQ-VAE2
(Razavi et al., 2019), IDDPM (Nichol & Dhariwal, 2021),
and ADM/ADM-G (Dhariwal & Nichol, 2021). IDDPM-G
is the DDIM model with guidance sampling (Algorithm 1

on pretrained IDDPM.

The proposed PixelAsParams sampling technique in Algo-
rithm 2 will be denoted as PxP. If the PxP is applied to the
pretrained DDPM, the experiment will be noted as DDPM-
PxP. Similar to other models.

6.1. Conflict alleviation for guidance sampling

We first evaluate the proposed algorithms for solving the
trade-off between image quality and classification condi-
tions. All the diffusion models are trained unconditionally.
Our first objective is to show there is no trade-off between
quantitative measures. After that, our method is expected to
balance conditional information, image quality, and diver-
sity qualitatively.

Quantitative improvement: Table 1 shows the results uti-
lizing the PxP method to solve the conflict between classifi-
cation guidance and other diffusion elements. The method
achieves excellent results in all three generative scores IS,
FID and sFID. The ADM and the ADM-G (Dhariwal &
Nichol, 2021) often achieve a very high IS score but must
sacrifice the FID or sFID. The proposed ADM-PxP can im-
prove all scores simultaneously. The Recall value, which has
been proved to show the generated samples’ diversity prop-
erty (Kynkäänniemi et al., 2019), shows the ADM-PxP’s
superiority over ADM-G means we successfully achieved
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Table 1. Using the proposed method would help avoid the trade-off
to achieve better IS/FID. The improvement is significant on both
IDDPM (Nichol & Dhariwal, 2021) and ADM (Dhariwal & Nichol,
2021). All of the diffusion models in this table are unconditionally
trained. Bold models are our proposes.

MODEL IS FID SFID PREC REC

IMAGENET 64X64

ADM 25.64 9.95 6.58 0.60 0.65
ADM-G 46.90 6.40 9.67 0.65 0.54
ADM-PXP 61.88 4.96 6.57 0.69 0.59
IDDPM 16.02 18.35 5.08 0.60 0.57
IDDPM-G 18.89 13.62 4.43 0.63 0.55
IDDPM-PXP 33.27 8.49 4.49 0.67 0.58

IMAGENET 256X256

ADM 39.7 26.21 6.35 0.61 0.63
ADM-G 96.15 11.96 10.28 0.75 0.45
ADM-PXP 124.25 9.03 6.25 0.75 0.51

CIFAR10 32X32

ADM 9.55 2.87 4.36 0.69 0.60
ADM-G 9.58 2.85 4.30 0.68 0.60
ADM-PXP 9.56 2.78 4.26 0.68 0.60

better diversity than vanilla guidance. The recall value of
ADM-PxP is lower than ADM in some cases due to the con-
straints of the conditional generator ADM-PxP to samples
following conditions. The unconditional ADM has more
freedom in search space, leading to more diverse samples.

Qualitative improvement Figure 1 and 3 show our solution
to the trade-off between diversity and conditional informa-
tion. In section 4.3, the conflicts are detected in cls-den
and cls-div pair. After the conflict is solved, the generated
samples mitigate the trade-off. This is the evidence for solv-
ing the trade-off by solving the conflicts between gradients.
More samples are shown in Appendix D.

From both qualitative and quantitative improvement, the pro-
posed framework has solved the main question of the work
in modeling and alleviating the trade-off between image
quality, conditional information, and diversity.

6.2. State-of-the-art image synthesis

Classification guidance is not only used for providing knowl-
edge for a conditional generation. The method is also used
for supporting a conditional diffusion model to achieve bet-
ter performances. In (Dhariwal & Nichol, 2021), the authors
significantly improve using classification guidance on a pre-
trained conditional diffusion model. This section will show
that our proposed PxP can improve the existing methods on
different numerical metrics for generative tasks.

The experimental results in Table 2 show the state-of-the-
art. Although the guidance is not necessary for providing

Table 2. Comparison with other state-of-the-art generative models.
Using PxP in Algorithm 2 helps achieve the best scores on most
measures. Some values in the precision measure of ADM-PxP
are lower than BigGAN, yet the algorithm provides a much better
recall value. † means the score is evaluated from the samples
provided by the paper. ∗ means the pretrained diffusion is condi-
tionally trained. ‡ means the values taken directly from the paper
due to the lack of available inference samples or pretrained models.
Bold models are our proposes.

MODEL IS FID SFID PREC REC

IMAGENET 64X64

BIGGAN† 44.99 4.06 3.96 0.79 0.48
IDDPM∗ 46.31 2.90 3.78 0.73 0.62
ADM∗ 53.79 2.07 4.29 0.73 0.63
ADM-G∗ 75.98 2.47 4.88 0.80 0.57
ADM-PXP∗ 78.31 1.84 3.97 0.76 0.60

IMAGENET 128X128

BIGGAN† 145.93 6.02 7.18 0.86 0.35
LOGAN‡ 148.2 3.36
ADM∗ 92.53 5.91 5.08 0.69 0.65
ADM-G∗ 141.55 2.98 5.10 0.77 0.59
ADM-PXP∗ 191.38 2.64 4.97 0.79 0.57

IMAGENET 256X256

BIGGAN† 202.77 7.03 7.29 0.87 0.27
DCTRANS‡ - 36.51 8.24 0.36 0.67
VQ-VAE-2‡ - 31.11 17.38 0.36 0.57
IDDPM‡ - 12.26 5.42 0.70 0.62
ADM∗ 100.98 10.94 6.02 0.69 0.63
ADM-G∗ 188.91 4.58 5.23 0.81 0.52
ADM-PXP∗ 216.11 4.00 5.19 0.81 0.53

conditional knowledge to the denoising process anymore, it
still helps improve the numerical values in most measures.
The most significant improvement is in IS score. While
ADM and ADM-G (Dhariwal & Nichol, 2021) are still
significantly lower than most other GAN-based methods,
ADM-PxP achieves the highest score for this measure for
the first time. We achieve the state-of-the-art for most of
the measures except the Precision value, where this figure is
still lower than BigGAN on most resolutions. In contrast,
We achieve a much higher Recall score.

6.3. Extension to other types of guidance

Text-to-Image guidance: We set up similar experiments
to CLIP guidance in GLIDE (Nichol et al., 2021). 30k cap-
tions are sampled from the CocoCaption dataset for Image
guidance. The noise-aware CLIP and pretrained diffusion
are taken from the paper. Without any modification to the
Eq. 12, PXP can be applied directly to the GLIDE guidance
with CLIP. Table 3 shows the improvement over GLIDE us-
ing PxP on Zero-shot FID. Our proposed method can work
on conditional image and text-to-image generation tasks.
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Figure 3. The left figure is the samples with ”Goldfish” condition, and the right figure is the set of samples with the ”Snail” condition.
Without PxP, the diversity is sacrificed for conditional information. PxP achieves both diversity and conditional information.

Table 3. PxP helps to improve on both MSCoco 64x64 and MSCoco
256x256 significantly

MODEL ZERO-SHOT FID

MSCOCO 64X64

GLIDE 24.75
GLIDE-PXP 23.78

MODEL ZERO-SHOT FID

MSCOCO 256X256

GLIDE 34.78
GLIDE-PXP 32.83

Classifier-free guidance: To extend the PxP for application
over the classifier-free guidance method. We re-formulate
the classifier-free guidance method as follows:

ϵ̃t = (1 + w)ϵθ(xt, c)− wϵθ(xt) (17)
= ϵθ(xt, c)− w(ϵθ(xt, c)− ϵθ(xt)) (18)

Eq. 17 is the original equation for updating the noise pre-
diction of classifier-free guidance. The equation is trans-
formed to Eq. 18 to form classification information. The
term ϵθ(xt, c)− ϵθ(xt) is interpreted as classification infor-
mation. We denote this term as C. Rewrite the Eq. 18, we
have:

ϵ̃t = ϵθ(xt, c) + wC. (19)

Combine Eq. 19 with sampling Eq. 9, we have:

xt−1 =
(1− ᾱt−1)

√
αt

1− ᾱt
xt︸ ︷︷ ︸

initial parameters

− −(1− αt)
√
ᾱt−1

1− ᾱt
x̃cfg
0︸ ︷︷ ︸

denoising gradient

−

(−σtz)︸ ︷︷ ︸
diversity gradient

− (1− αt)w√
(1− ᾱt)ᾱt

C︸ ︷︷ ︸
classification gradient

(20)

Where x̃cfg
0 = ( xt√

ᾱt
−

√
1−ᾱt ϵ̃θ(x,t)√

ᾱt
). Note that, the clas-

sification gradient term, (1−αt)√
(1−ᾱt)ᾱt

C is treated similarly

to σ2
t∇xt

log pϕ(y|xt), and w is equivalent to the guidance
scale s in Eq. 12.

Algorithm 2 is applied to the defined terms in Eq. 20 to
achieve results in Table 4. The results show a significant
improvement over different metrics, and the observation is
similar to Table 2.

Table 4. Application of PxP on Classifier-free guidance. CFree
represents classifier-free guidance, and CFree-PxP is the appli-
cation of the proposed PxP on CFree. Note: Due to the lack
of pretrained joint unconditional and conditional diffusion pro-
vided by (Ho & Salimans, 2022), we utilize the unconditional and
conditional diffusion models separately, suggested by the authors.

MODEL IS FID SFID PREC REC

IMAGENET 64X64

CFREE∗ 58.76 1.92 4.32 0.75 0.62
CFREE-PXP∗ 59.17 1.84 4.28 0.76 0.62

IMAGENET 256X256

CFREE∗ 191.31 3.76 4.87 0.81 0.55
CFREE-PXP∗ 206.94 3.45 4.82 0.83 0.541

6.4. Ablation study

The ablation study is conducted on three aspects that can
influence the model’s performance: the choice of gden, the
pairs needed conflict solving, and the effect of gradient scale
s on the performance of the model.

Choosing gden: As discuss in section 4.2, there are several
ways to define the gden. In this part, we will investigate
the effect of solving conflicts between different definitions
of gradients. The choice of gden significantly affects the

8
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Table 5. The results shown the x0 prediction scheme (Eq. 12)
achieves the best solution compared to others. The performance
of x0 sampling and x0 prediction are similar to each other due
to the conflicts between terms being solved. However, the x0

prediction offers a better solution due to the decomposition of the
diversity and denoising, which helps reduce the conflicts between
conditional information and diversity (ImageNet 64x64)

MODEL IS FID SFID

NO PXP 25.64 9.95 6.58
noise prediction 45.03 23.55 22.84
x0 sampling 50.41 5.19 6.39
x0 prediction 61.88 4.93 6.57

Table 6. For each pair cls-den or cls-div, we see clear improvement
by solving conflict at each pair. The combination of conflict solving
on both pairs achieves the best result. (ImageNet 64x64)

cls-den cls-div den-div IS FID SFID

× × × 46.90 6.40 9.67√
× × 59.22 5.83 8.19

×
√

× 57.98 5.09 7.64
× ×

√
20.87 26.97 24.77√ √ √
52.88 12.24 13.30√ √

× 61.88 4.96 6.57

performance of the PxP Algorithm 2 due to the difference
in degrees of conflict given by varying gden and gdiv .

The experimental results of x0 prediction, x0 sampling, and
noise prediction are presented in Table 5. The performance
of x0 prediction is better than the noise prediction due to
the objective consistency in predicting the original image
x0 instead of matching the noise prediction with are unclear
objective. Furthermore, the conflict solving with noise pre-
diction causes redundant information with the cls-div pair
given optimally trained noise prediction. The performance
of x0 prediction and x0 sampling do not differ much. The
x0 prediction performs better due to the breakdown of gra-
dient terms to detect more conflicts in cls-div and cls-den.

Effects of each pair of gradients conflict: This experiment
shows the effect of each pair of gradients in Eq. 12 on the
sampling performance. The results are shown in Table 6. We
achieve the most significant improvement over the baseline
based on the two pairs cls-den and cls-div. With all pairs
considered simultaneously, this is similar to PC-grad (Yu
et al., 2020) pair-wise conflict solving on the denoising
sampling process. This results in abysmal performance
due to the violation in solving conflicts between two non-
conflicting items: diversity gradient and denoising gradients.
We have verified our hypothesis in the section 4.3.

Classification gradient scale effects: The effects of us-
ing the classification gradient scale are shown in Figure 4.
Conflict-solving pairs are affected differently when the clas-
sification gradient scale s increases. In all cases, using the
PxP sampling technique with the two pairs cls-den and cls-
div, we achieve a much more significant improvement in IS
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Figure 4. Ablation study on a classification gradient scale. PxP
achieves stable and significant improvement over ADM-G by
conflict-solving between the gradient pairs. ImageNet64x64
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Figure 5. PxP is more stable on large-scale images (ImageNet
256x256) when increasing the guidance scale.

score. For the FID/sFID score, the combination between cls-
den and cls-div achieves significant improvement compared
to others with minimal values of classification gradient scale
s, then starts to worsen when s increases. This might result
from suppression over diversity, given extensive conditional
information. Nevertheless, the higher resolutions result in
more stable results, as in Figure 5.

7. Conclusion
This paper solves the problem of trade-offs for the DGMs
sampling process with guidance. The whole denoising pro-
cess is viewed through the gradient perspective, where the
pixels of the image are turned into optimized parameters.
Besides, diffusion terms with guidance signals are treated as
gradients or update directions. Based on this view, conflicts
between gradients are hypothesized to be the reason behind
the trade-off problem. We solve the conflict problems by a
projection technique, significantly improving image quality,
diversity and conditional information simultaneously.
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Table 7. All hyper-parameters required for reproducing the results. * denotes for conditionally trained diffusion model.

MODEL DATASET δ1 δ2 δ3 δ4 s TIME-STEPS

TABLE 1

ADM, IDDPM IMAGENET64X64, 256X256, CIFAR 32X32 - - - - 0.0 250
ADM-G IMAGENET64X64 0.0 0.0 0.0 0.0 2.0 250
ADM-PXP IMAGENET64X64 1.0 1.0 1.0 1.0 0.5 250
IDDPM-G IMAGENET64X64 0.0 0.0 0.0 0.0 2.0 250
IDDPM-PXP IMAGENET64X64 1.0 1.0 1.0 1.0 0.5 250
ADM-G IMAGENET256X256 0.0 0.0 0.0 0.0 10.0 250
ADM-PXP IMAGENET256X256 1.0 1.0 1.0 1.0 1.0 250
ADM-G CIFAR 32X32 0.0 0.0 0.0 0.0 0.3 250
ADM-PXP CIFAR 32X32 0.1 3e−2 3e−2 7e−3 0.2 250

TABLE 2

ADM∗ IMAGENET64X64, 128X128, 256X256 - - - - 0.0 250
ADM-G∗ IMAGENET64X64 - - - - 2.0 250
ADM-PXP∗ IMAGENET64X64 1.0 1.0 1e−3 1e−3 0.5 250
ADM-G∗ IMAGENET128X128 0.0 0.0 0.0 0.0 0.5 250
ADM-PXP∗ IMAGENET128X128 1.0 1.0 1e−3 1e−3 0.5 250
ADM-G∗ IMAGENET256X256 0.0 0.0 0.0 0.0 1.0 250
ADM-PXP∗ IMAGENET256X256 1.0 1.0 1e−3 1e−3 0.7 250

TABLE 5

NO PXP IMAGENET64X64 0.0 0.0 0.0 0.0 2.0 250
ALL MODELS IMAGENET64X64 1.0 1.0 1.0 1.0 0.5 250

TABLE 6

cls-den IMAGENET64X64 1.0 1.0 0.0 0.0 0.5 250
cls-div IMAGENET64X64 0.0 0.0 1.0 1.0 0.5 250
den-div IMAGENET64X64 0.0 0.0 0.0 0.0 0.5 250
cls-div + cls-den IMAGENET64X64 1.0 1.0 1.0 1.0 0.5 250
cls-div + cls-den + den-div IMAGENET64X64 1.0 1.0 1.0 1.0 0.5 250

A. Implementation details
All the hyperparameters for reproducing all the results are available in Table 7. For all sampling processes with conditionally
trained diffusion models that have PxP (Algorithm 2), we see that the conflict solving between the pair cls-div is relatively
tiny. This is because the diffusion model has been conditionally trained in which the diversity conflict with conditional
information has been alleviated during training. Further conflict resolution will cause redundant steps and remove essential
features.

All the experiments are run with cluster nodes with 8GPUs NVIDIA A-100. The code for the proposed sampling process is
available here: https://github.com/dungdinhanh/pxpguided-diffusion

B. Hyperparameter selection
We verify the hyper-parameters sensitivity on Diffusion ImageNet64x64 with two cases. The first case is the unconditional
diffusion model, and the second case is the conditional diffusion model.

Unconditional diffusion model Table 8 show the hyper-parameter sensitivity. Mean ± STD is calculated based on every
metric when tuning each hyper-parameter. STD represents how varying the performance is associated with the change
in the hyper-parameter. The results indicate that γ1, γ2, γ3 are not so sensitive since we observe very minor variances in
performance. The most sensitive value is γ4. Increasing γ4 to 1 benefits the IS/FID and sFID. We hypothesize that the
conflict-solving between diversity and classification plays the most crucial role in this scenario. Thus, it is safe to set as
default values γ1 = γ2 = γ3 = γ4 = 1.0, although slight improvement is achieved by tuning γ1, γ3.

Conditional diffusion model

Since the γ1, γ2, γ3 does not vary significantly on both unconditional and conditional diffusion models, Table 9 shows γ4
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Table 8. Default values are set as γ1 = γ2 = γ3 = γ4 = 1.0, at one block, we vary the value of one hyperparameter while keeping
other hyperparameters the same as the default. γ1, γ2, γ3 are not so sensitive since they have minor variances in performance. The most
sensitive hyperparameter is γ4.

IS FID SFID γ1 γ2 γ3 γ4 MEAN ± STD

IMAGENET 64X64

59.41 4.96 6.52 0.2 1.0 1.0 1.0 IS = 59.35± 0.36, FID = 4.91± 0.035,58.87 4.89 6.44 0.4 1.0 1.0 1.0
59.75 4.91 6.40 0.6 1.0 1.0 1.0 SFID= 6.46± 0.055
59.38 4.88 6.50 0.8 1.0 1.0 1.0

49.63 5.14 6.90 1.0 0.2 1.0 1.0 IS = 54.46± 3.7, FID = 5.02± 0.10,53.74 5.04 6.74 1.0 0.4 1.0 1.0
56.37 5.00 6.66 1.0 0.6 1.0 1.0 SFID= 6.7± 0.14
58.12 4.88 6.55 1.0 0.8 1.0 1.0

58.78 4.91 6.37 1.0 1.0 0.2 1.0 IS = 59.07± 0.47, FID = 4.96± 0.03,59.57 4.99 6.56 1.0 1.0 0.4 1.0
58.56 4.96 6.55 1.0 1.0 0.6 1.0 SFID= 6.50± 0.09
59.38 4.98 6.54 1.0 1.0 0.8 1.0

23.65 14.44 6.35 1.0 1.0 1.0 0.2 IS = 33.99± 9.85, FID = 9.62± 3.83,29.01 10.77 6.15 1.0 1.0 1.0 0.4
37.06 7.54 6.05 1.0 1.0 1.0 0.6 SFID= 6.18± 0.12
46.24 5.73 6.20 1.0 1.0 1.0 0.8

59.18 4.93 6.50 1.0 1.0 1.0 1.0 (DEFAULT CASE)

sensitivity. In contrast to Table 8, the increase in the γ4 leads to the trade-off between IS and FID. We hypothesize that this
results from the impact on the diversity of terms (Eq. 12) by the output of the conditional diffusion model. The conditional
diffusion model output contains σt, which indicates the diversity within a predefined condition (class). On the other hand,
the classification gradient term only provides information to distinguish between classes. As a result, the conflict-solving
between these terms will remove the diversity inside each class (leading to an FID increase) and enhances the diversity
between classes (leading to better IS). To balance these two types of diversity, it is recommended that γ4 should be set to a
very small value.

Table 9. γ4 sensitivity in the conditional diffusion model. Other hyper-parameters are set as default.

IS FID SFID γ1 γ2 γ3 γ4

IMAGENET 64X64

78.13 184 4.00 1.0 1.0 1.0 0.01
82.53 1.93 4.05 1.0 1.0 1.0 0.05
87.74 2.16 4.12 1.0 1.0 1.0 0.1
114.34 3.79 4.67 1.0 1.0 1.0 0.4

From the results in Table 8 and 9, we have a clear strategy to select the hyper-parameters as follows:

• For γ1, γ2, γ3, these are not sensitive hyper-parameters. It is safe to set these values as default γ1 = γ2 = γ3 = 1.0

• Although γ4 varies the performance significantly, we offer a strategy to select the γ4:

– In unconditional diffusion case, set γ4 = 1.0 as default value.

– In the conditional diffusion case, if the application does not require diversity but requires the conditional
information to be precisely generated, we can set γ4 = 1.0. If diversity inside the condition is required, we can
consider lowering the γ4 into a small value.
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C. Mathematical clarification
Guidance background: The guidance aims to provide the DGMs with conditional information during the sampling process
so that the output image satisfies the predefined conditions. From Eq. 6, we denote µt :=

1√
αt
(xt − 1−αt√

1−ᾱt
ϵθ(xt, t)), we

have:

pθ(xt−1|xt) = N (µt, σt)

log pθ(xt−1|xt) = −
1

2
(xt − µt)

Tσ−1
t (xt − µt) + C (21)

with C as the constant.

logϕ p(y|xt) is the conditional distribution of class labels. Due to the assumption that logϕ p(y|xt) has low curvature
compared to the σ−1

t , log pθ(y|xt) can be approximated using a Taylor expansion around xt = µt. We have:

log pθ(xt−1|xt)pϕ(y|xt−1) ≈ log p(z) + C (22)

Where z ∼ N (µt + sσ2
t g, σt) and g = ∇xt log pϕ(y|xt). Finally we have sampling equation for xt−1 given xt as:

xt−1 ∼ N (µt + sσ2
t∇xt

log pϕ(y|xt), σt) (23)

Derive equation for sampling: We start with the sampling process of the DDPM model with guidance as in Eq. 7. By
utilizing parameterize trick, the Eq. 7 and 6 can be re-written as:

xt−1 = µt + sσ2
t∇xt

log pϕ(y|xt) + σtz (24)

=
1
√
αt

(xt −
1− αt√
1− ᾱt

ϵθ(xt, t)) + sσ2
t∇xt

log pϕ(y|xt) + σtz (25)

The Eq. 25 is matched with Eq. 8.

Derive equation for likelihood objective: We can re-write Eq. 6 in the form with x0 prediction (Eq. 9) as below:

xt−1 =
1
√
αt

xt −
1− αt√
1− ᾱt

ϵθ(xt, t) + σtz

= (
1− αt

(1− ᾱ)
√
αt

xt +
(1− ᾱt−1)

√
αt

1− ᾱt
xt)−

1− αt√
1− ᾱt

ϵθ(xt, t) + σtz

=
1− αt

1− ᾱt
(
xt√
αt
−
√
1− ᾱt√
αt

ϵθ(xt, t)) +
(1− ᾱt−1)

√
αt

1− ᾱt
xt + σtz

=
(1− αt)

√
ᾱt−1

1− ᾱt
(
xt√
ᾱt
−
√
1− ᾱtϵθ(xt, t)√

ᾱt
) +

(1− ᾱt−1)
√
αt

1− ᾱt
xt + σtz (26)

The Eq. 26 is matched with Eq. 9.

D. Sampling images
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i

ADM-G

ADM-PxP

Figure 6. Improvement over baselines. The left figure shows the trade-off between conditional information and the diversity of the vanilla
classifier guidance when guidance scale s is increased. The right figure shows the proposed PxP solution to the problem where We both
achieve conditional information as well as image quality and diversity. The classes from top to bottom respectively are ”Brown bear”,
”snail”, ”Maltese dog”, ”Gold fish” and ”Stupa”.
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Figure 7. ADM-G on ImageNet128x128 with conditionally pretrained ADM (FID=2.98)
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Figure 8. Improvement over Figure 7:ADM-PXP on ImageNet128x128 with conditionally pretrained ADM (FID=2.64)
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Figure 9. ADM-PxP on ImageNet256x256 with conditionally pretrained ADM (FID=4.00)
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