2307.02790v2 [cs.MA] 27 Nov 2023

arxXiv

IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. XX, NO. XX, 2023 1
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Abstract—Countries with access to large bodies of water often
aim to protect their maritime transport by employing maritime
surveillance systems. However, the number of available sensors
(e.g., cameras) is typically small compared to the to-be-monitored
targets, and their Field of View (FOV) and range are often lim-
ited. This makes improving the situational awareness of maritime
transports challenging. To this end, we propose a method that not
only distributes multiple sensors but also plans paths for them
to observe multiple targets, while minimizing the time needed
to achieve situational awareness. In particular, we provide a
formulation of this sensor allocation and path planning problem
which considers the partial awareness of the targets’ state, as
well as the unawareness of the targets’ trajectories. To solve the
problem we present two algorithms: 1) a greedy algorithm for
assigning sensors to targets, and 2) a distributed multi-agent
path planning algorithm based on regret-matching learning.
Because a quick convergence is a requirement for algorithms
developed for high mobility environments, we employ a forgetting
factor to quickly converge to correlated equilibrium solutions.
Experimental results show that our combined approach achieves
situational awareness more quickly than related work.

Index Terms—Correlated equilibrium, FOV, maritime situa-
tional awareness, multi-agent, multiple targets, multiple sensors,
regret-matching learning.

1. INTRODUCTION

In Australia, 99% of all exports rely on maritime transport;
in recognition of this, the Departure of Home Affairs has
recently commenced the Future Maritime Surveillance Capa-
bility project [1]. One of those project aims is to reduce current
and emerging threats to Australian maritime transport. Ac-
cording to [2], threats include unauthorized maritime arrivals,
maritime terrorism, and piracy, robbery or violence at sea.

In addition to governmental institutions, researchers have
also increasingly been paying attention to the ocean [3],
[4]. In particular, achieving maritime situational awareness
is an important task for researchers when they are designing
maritime surveillance systems. Such systems need to deal with
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Fig. 1: An illustration of Sydney Harbor [10]. In this scenario, /)
the two red boats are guard boats equipped with camera whose
horizontal FOV is 3°, and 2) black vessels are targets which the
two guard boats attempt to observe. Vessels and cameras are not
drawn to scale.
complex and time-varying environments. Specifically, targets',
such as fishing boats or sailing boats, can frequently change
their directions, and their long-term trajectories are typically
unknown. In addition, the number of available sensors, e.g.,
cameras, may be quite low (compared to the number of vessels
present in commercial straits or harbours) while detecting
range and FOV of cameras are limited. As a result, resource
allocation and sensor path-planning in real time are essential
to address these issues [S]-[7].

In this paper, we consider scenarios where targets can
initially be outside the coverage range of some sensors.
Moreover, our sensors are cameras, radars and automatic
identification systems (AIS?). However, unlike [8] and [9],
we place these cameras onboard of boats, e.g. guard boats,
or unmanned surface vehicles (USVs). Thus, the sensors can
move forward towards their targets in order to capture images
and videos of these targets. Here, we assume that both the
sensors and their targets move across the surface of a sea.

We define by € and V a set of available cameras used and a
set of targets, respectively. Thus, |C| is the number of cameras
while |V| is the number of targets. Each target v € V moves
around in the area that is to be monitored, e.g., Sydney Harbor

'We use the term “target” to identify any vessel that is of interest. Our
work is strictly defensive in nature.
2 AIS: https://en.wikipedia.org/wiki/Automatic_identification_system
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in Australia (see Fig. 1), and the target may initially not reside
within the sensing range of any camera ¢ € C. Here, the
cameras are not only partially aware of targets’ states®, but
they are also unaware of target trajectories. Thus, we need
to estimate the targets’ locations over a time horizon. First,
we assume that the motion of |V| targets is linear without
any changes in moving speeds or directions. This assumption
is reasonable because ships typically travel along sea lanes
in harbors according to maritime vessel traffic [11]. Then,
we rely on this assumption and our measurements that are
collected by a stationary radar r and the AIS to estimate future
positions of targets.

In practice, radars and cameras can determine the range
and bearing on their own , while AIS broadcast information
about location and speed of vessels [9]. Like [12]-[14], we
assume that the radar, AIS and cameras provide us with
observations of the targets’ location. Then, we estimate the
targets’ location using Kalman filters and probabilistic data
association. Cameras in the set C will use the estimate to
independently plan a path to move forward until the targets
are inside their FOV. Here, they generate their own paths
by picking a moving angle and a speed from a finite set
of angles and a finite set of speed levels, respectively. In
addition, we have to allocate the cameras to the targets and
plan the cameras’ trajectories. Here, we are partially aware
of target state through measurements from the radar and
AIS while the target trajectories are unknown. It makes both
allocating limited resources and planning cameras’ trajectories
challenging.

A. Background

Due to uncertainties in high mobility environments like
maritime situations [15]-[18], a number of research projects
focus on maximizing sensors’ coverage area or on planning
paths for sensors to accurately sense targets. Specifically,
[19] attempts to maximize sensor coverage in wireless sensor
networks (WSN) using a local search-based algorithm. In
addition, the authors mathematically determine the upper and
lower bounds of coverage deployment. Compared to [19], who
minimize the WSN cost, [20] uses a meta-heuristic algorithm
to optimize the number of sensors and their locations. In
contrast to these works, [21] considers uncertainties of re-
sponse time and demand in the problem of locating emergency
service facilities. Relying on an uncertainty theory, the authors
model the maximal location problem under the uncertainties;
then, they transform the model into an equivalent determin-
istic problem to solve it. However, all these works require
knowledge of the target trajectories.

To track targets moving with an unknown trajectory, [22]-
[31] estimate targets’ position and velocity, and then deter-
mine trajectory for USVs, autonomous underwater vehicles
(AUVs) or UAVs. For example, [22]-[24] propose algorithms
to track the trajectory of a single USV under unknown
system dynamics. Based on range measurement, [25] predicts
a target’s future position based on its past trajectory and

3Partial awareness means that the cameras know that targets exist, but they
do not know exactly where the targets are.

estimated velocity. Then, a reference path that closely follows
the target’s predicted path is generated. A controller uses
feedback from the AUV’s sensors to follow the reference path
while maintaining a safe distance from the target. Similarly,
[26] and [29] employ data collection, target analysis, resource
optimization or route optimization, while their goal is to
improve the accuracy and effectiveness in tracking multiple
targets. Interestingly, the work of [26] is effective only when
sensors are stationary and when targets always stay inside the
sensors’ sensing range. As another limitation, [29] demon-
strate a resource management scheme in the scenario where
only one mobile sensor is employed.

To plan paths for multiple mobile sensors or UAVs, [13],
[32]-[34] propose algorithms based on the partially observable
Markov decision process (POMDP) framework [35]. In [13],
UAVs are guided to track multiple ground targets by selecting
the best velocity and heading angle for the UAVs. That work
also takes the effects of wind into account when controlling
UAVs. Instead of designing a path-planning algorithm, [34]
focuses on determining the positions of UAVs in the future
with the target which is to search and track multiple mobile
objects. Both [13] and [34] do not resolve the issue where the
targets do not traverse within the coverage range of the sensors
initially. Unlike [13], [34], the work of [36] introduces an
algorithm which plans for multiple sensors to follow multiple
targets leaving the sensors’ observation range.

One significant issue with the algorithms in [13], [34], [36]
is that they are only efficient (or demonstrated) in scenarios
where the number of sensors and targets is limited to three
and five, respectively. Additionally, these algorithms may
not converge to an optimal solution. To tackle this issue,
[37] and [38] have utilized regret-matching learning, a form
of online learning, to create multi-agent system algorithms
whose convergence is guaranteed. According to [39], regret-
matching learning is a strategy designed for agents to learn
how to make decisions over time. Specifically, each agent
will play an action with respect to its probability, which is
proportional to the gain of that action, and the action gain
is measured by regrets. The effectiveness of regret-matching
learning-based algorithms is shown in various applications
such as seasonal forecasting and matching markets with-
out incentives [40]-[43]. Additionally, the regret-matching
learning-based algorithms in [44] and [45], have been shown
to converge to correlated-equilibrium solutions more quickly
than reinforcement-learning-based algorithms. However, these
existing works [37], [38], [40]-[45] have not considered any
problems related to allocation and planning.

B. Contribution

In this paper, we propose a multi-sensor allocation and
planning approach to observe multiple targets with unknown
trajectories, while minimizing the time required to achieve
situational awareness. Unlike [13], [34], [36], we consider that
the number of available mobile cameras can be large, e.g., 30
cameras, and that it is lower than the number of targets. The
targets are (at times) outside the limited FOV of cameras.
Due to the partial awareness of target state, as well as the
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unawareness of target trajectory in the next time, planning
multiple cameras’ paths to observe all multiple targets during
a short time in this scenario is a non-trivial problem. To solve
this problem, we will assign cameras to targets; these cameras
then make their own plan to move forward to the targets using
regret-matching learning. We summarize the contributions of
this paper in the following.

1) Unlike [13], we formulate a problem to not only assign
cameras to targets but to also generate a trajectory for
each camera over a time horizon for the given maritime
situation. In particular, the partial awareness of target
state, and the unawareness of target trajectory are taken
into account in our problem formulation.

2) Due to the complexity and the large size of our formu-
lated problem, i.e., a large number of sensors and targets,
or a long time horizon, we propose two algorithms: a
sensor allocation algorithm and a distributed multi-agent
path planning algorithm, to deal with the problem. Using
the sensor-target distance and the duration that a target
has not been observed, the former allocates cameras to
targets to shorten the duration of observing all the targets.
Subsequently, the latter employs regret-matching learning
so that the sensors create their trajectory as individual
agents in a multi-agent system. In our online-learning
process, we use a forgetting factor to make the proposed
distributed algorithm converge quickly to a correlated
equilibrium, similar to our previous work [46].

3) We evaluate the performance using computational ex-
periments that extend scenarios from the literature by
several orders of magnitude. The results demonstrate the
efficiency of our proposed approach to achieve situational
awareness, especially in scenarios involving many cam-
eras and targets.

The remainder of the paper is organized as follows. Sec-
tion II presents the system model, including a dynamic model
and a measurement model, while Section III describes the
problem formulation for sensor allocation and path planning
over a time horizon. Then, we describe in Section IV our
multi-sensor allocation algorithm and our distributed multi-
agent path planning algorithm. Section V reports on our ex-
periments to illustrate the efficiency of the proposed approach.
Finally, we summarize the paper in Section VI.

II. SYSTEM MODEL

To formulate the problem, we need to model the mobility of
targets, as well as the observations (measurements) of radars,
AIS and cameras. The models of target motion and sensor
measurement are described in the following subsections.

A. Dynamic Model

Like [9], we assume that each target in our maritime
scenario follows a nearly-constant velocity (NCV) model. The
NCV model is given by:

Xiyy = Fox} +w (1)

with
xp = (ap & oy 9",
1 At 0 0
F |0 1 00 ()
1o 0 1 At
0 0 0 1

where x7 and y; are target v’s position while £} and y; are
target v’s velocity at time step ¢ in a 2-D coordinate system.
x! is the transposition of vector x. In addition, At is the
duration of each time step while F; is a motion model for all
targets. wy ~ N (0, Qy) is zero-mean white Gaussian process

noise with the following covariance Qy.
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B. Measurement Model

Like [13], [36], we model the observations of the radar r,
AIS and each camera c € C, respectively, in the following.

z;" = Hj -xj+v}"’
ZtAIS’U _ HtAIS . X;) =+ V?IS (4)

with i - v
R S N (R R)L )

where HY, HMS and H¢ are the observation models of radar 7,
AIS and camera ¢, respectively. Moreover, vi? ~ N (0, R}"),
vAS ~ N(0,R) and v§¥ ~ N(0,R¢v) are additive noise
terms. Then, R}, RS and RV are determined as follows:

. . 1 0
R/ = o2 01
2(1 0
R?IS — O_AIS (O 1) (6)
Ccv Ccv 1 O
R = o2 0 1)

In a maritime environment, only uncertainties in the observa-
tions of radars and cameras depend on the distance between
these observers and their targets. Thus, in Eq. (6), o;¥ and
og? are positive proportional to the distance from radar r or
camera c to target v at time step ¢ while oS is assumed to

be constant (because it is GPS-based).

III. PROBLEM FORMULATION

To assign targets to cameras and to plan trajectories for
these cameras (possibly over a long time horizon), we have to
estimate the targets’ positions using the observations collected
by radar r, AIS and cameras. Furthermore, in this paper,
we consider that the overall maritime situational awareness
is achieved (albeit temporarily) once all targets are observed
at least once*. Here, we define that a target is observed by
a camera if it resides within the camera’ detection range and
FOV, and the mean squared error (MSE) between its estimated

4This is merely a practical consideration. As we will demonstrate, our
approach can handle unbounded scenarios.
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Fig. 2: Flowchart of the proposed Sensor Allocation and Path
Planning approach.
value and ground truth is equal to or less than a pre-given
threshold.
In this paper, a target v can be observed by radar r, AIS
and camera c; thus, by building on [13], the total MSE of |V|
targets is calculated over a time horizon H as follows:

t+H—-1
~ DV
Jux Y ST (P)
t=1t+0 vEV (7)
i+H—-1 1
= Z ZTr oy 1 1 ,
t=i+0 vEV Py, PARY T Pgy,

where ¢ = ¢ + 0 is the current time step; and Tr (f’gﬂ) is

the trace of matrix Pt 1. Here, Pt +1 1s the covariance update

of target v at time step ¢ + 1. To compute P37, PAI and
til’ we have
L if v is observed by 7,
v _ r"‘ 41
t+1 = 1+1 |t
Pt it otherwise
ﬁ if v is observed by AIS,
SAISy _ ) pals, TSHH
Pt+1v == f+1\t (8)
AlSv :
P 1)t otherwise
Lo if v is observed by c,
cv 7+ t+1
+1 = t+1\t . s
; +1\t i otherwise i
TV TV T v AlSv AlSv
where P i1 = Fe - P - Fy +Qt’Pt+1\t =F, Pv.
T cv pcv 7T : rv
F; +Qf and Pt+1|t =F;-P{" - F; +Q}. Additionally, S7?,,

SAI and S§¢, are the measurement prediction covariance of
radar r, AIS and camera ¢ when they observe target v. Then,
we have SiY, = §+1T RYY, - Hiyy, Sﬁ-srv = Hﬁ-sr

RMS -HMS and S, = H¢ ;" - RV, - HY, |. We assume
that target v will be observed by radar r, AIS and camera c at
time step ¢+ 1 if target v’s nominal mean positions defined by

€rv,, EMSY and €Y, are in the coverage area of radar 7 and
AlS, and the FOV of camera c, respectively. Similar to [13],

we calculate {t V1, fﬁsl” and §t V1 respectively, as follows:

§t+1 = Fi t )
f?_"l_slv — F é-AISv (9)
§t+1 = Fi

e
When ¢t =1 + 0, (€77, P?), (EM5 PAISY) and (€59, P$Y) are
the state update and covariance update of target v tracked
by radar r, AIS and camera c, respectively. In addition,
we calculate (€77, P7Y), (EMSY PAISY) and (£¢7,P¢Y) using
Kalman filter and probabilistic data association.

By using Eqgs. (7), (8) and (9), we formulate the optimiza-
tion problem of multi-sensor allocation and path planning over
a time horizon H in the following.

PRPICICHED

t=t+0 \v€EV
+o § 27" (Dmin — ;il)( §~UH — Dax)
. c
min <
a’\:C'U)SC) c
£0.8,0% + Qo E Safe — t+1):|
ceC
’
+ a3 g E Dgye — t+1)
ceCc’eC,e ;ér
(10a)

c
Smin < St < Smax

s.t. = 7t = omax 5 (10b)

Vee Ct=1t+4+0,...,t+ H—-1
0 <|pS — S 11< Prpax
—|¢t ¢t—1|—~ a; ~ (IOC)
Vee Ct=1t+4+0,...,t+ H—-1

ZIC'L)<1

cee (10d)

YoeVit=1t+0,....,t+H—1
> a1
vEV (10e)
Vee Ct=1t+0,...,1+H -1
with i 1
t+1 — 1 & (11)

13:11 + PAISv + ZCEG pcv

where Tr (13: +1> is the trace of matrix l3t 11 and € is the MSE
threshold. We use 27" for assigning a target v to a camera
c. If 7Y = 1, target v is assigned to camera c. Otherwise,
target v is not assigned to camera c. Moreover, s; and ¢f are
speed and moving angle of camera c, respectively, at time step
t. Different from [13], [47], the objective function in (10a)
includes the following four terms: /) MSE, 2) the distance
between the position of camera ¢ and the nominal mean
position of target v assigned to ¢, 3) the distance between
the nominal mean position of target v and the position of all
cameras, and 4) the distance between a camera and another
cameras at time step ¢+ 1. Here, the second term is employed
to maintain that camera c has to move forward until its target v
resides within its FOV if ¢ wants to observe v. Then, because
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cameras and targets move on the same surface (the surface of
a sea), we use the third and fourth terms to guarantee a safety
distance between cameras and targets. In addition, we have

v
0 if Tr (P, ) <o
T (PH_l) = i i (12a)
Tr (le) — € otherwise
P if d}y 2 Doiny o0
min t+1 — Dmin _ Jgil otherwise
~ 1 if dc’u < Dmaxa
?—1:-1 — Dmax =4 - 1 t+1'7 (120
¢01 — Dmax otherwise
T i > D
safe — Qg1 Dgge — d§,  otherwise
b e f0 if difs = Daer (10
safe — Qyq1 Deasie — dgi . otherwise

where the values of Dyin, Dmax and Dy are pre-given;
and a1, ap and as are scaling factors (ai,as, a3 € [0;1]).
Additionally, dfY, is the distance between the position of
camera c and the nominal mean position éfil of target v while
fﬁrll is the distance between camera ¢ and camera ¢’ at time
step ¢ + 1. Given s§ and ¢, the position of camera c at time
step t+1 is determined using the following movement model,
which is applicable to maritime situations [48].

xi = xf + 5§ - cos(¢f) - At

Yiy1 = Yi +si - sin(of) - At
where x¢ and y§ are positions of camera c in a 2-D coordinate
system (the sea surface) at time step ¢. Conditions (10b)
and (10c) describe the range for speed and moving angle of
each mobile camera c. Condition (10d) shows that one target
must not be assigned to more than one camera at each time
step because the number of cameras is inadequate. Moreover,
condition (10e) defines that a camera only approaches a target
until the target resides within the camera FOV. This constraint
mimics human observer who focuses on one target at a time.

; (13)

IV. PROPOSED SENSOR ALLOCATION AND PATH
PLANNING APPROACH

It is hard to solve the problem (10) because
of its complexity and its large search space, i.e.,
H
[(1€[%[V]) x (|£s]|x[Lm )€™ where |Ly] and |Ly|

are the number of speed levels and heading angles of each
camera. To this end, we design two separate algorithms:
a sensor allocation algorithm and a distributed multi-agent
path planning algorithm. Based on a greedy algorithm,
the former distributes cameras to targets to reduce the
duration of sensing all the targets. Moreover, in the latter,
each camera is considered as an agent in a multi-agent
system. These agents individually plan their trajectory using
an online-learning method called regret-matching learning
(RML). We summarize the proposed camera allocation and
path planning approach in Fig. 2. Furthermore, we present
the pseudo-code of the proposed Sensor Allocation and
RML-based distributed Path Planning approach (SAPP) in
Alg. 1.

Algorithm 1 The proposed Sensor Allocation and RML-
based distributed Path Planning approach

1: Input: A camera set C, a target set V, the current position of € cameras, and the
information about 'V targets collected up to the current time step ¢ = ¢ + 0O;
2: Output: Camera-target allocation Z;", camera speed sj, and camera moving

angle ¢y

3: Step 0 (Initialization): o ~ ~

4: Calculate nominal mean and covariance (£;",P;"), (§?ISU,P¢]SU) and
(&7, P¢") at the current time step ¢ = t + 0 using Kalman filter and
probabilistic data association;

5: Step 1 (Multi-Sensor Allocation Algorithm):

6: fort=¢t+0,t+1,...,t+H—1

7: Ift=%+0

8: Compute the allocation matrix M using Egs. (14) and (15);

9: Calculate £ using the 3-step process in section IV-A;

10: else

11: z¢ =270

12: end

13:  end for

14: Step 2 (RML-based Distributed Multi-Agent Path Planning Algorithm):
15: fort=t+0,t+1,...,t+H—1

16: Calculate nominal mean and covariance (é;il,f’;'il), (éﬁf;’,f’ﬁfi’) and
(gf’il,Pfj’rl) using Egs. (8) and (9);
17: Regret-matching procedure run independently by each camera ¢ € C:
18: { Initialize the probability distribution at 7 = 1 of time step ¢:
75 1(d) + WIN Vi€ Af
19: for r=1,2,...,T
20: Action selection:
21: Select action ay . = j from its probability distribution 77 (7).
22: Update to all other cameras with the action that has been chosen.
23: Utility update:
24: Given the decisions made by the other cameras ¢, calculate the
utility u$ (5, a$ ) using Eq. (16).
25: for k € A7\ {5}
26: Expected utilities:
27: Given the decisions made by the other cameras ¢, calculate the
expected utility uy . (k, aj ) using Eq. (16).
28: Regret update:
29: Determine the cumulative regret ﬁ,fyr (4, k) for not choosing action
k using Eq. (20).
30: Strategy update:
31: Compute the next action probability 77 _, ; (k) using Eq. (21).
32: Compute the probability that camera ¢ plays the same action selected
in the current iteration using Eq. (22).
33: end for
34: end for
35: Pick action af 1, ; = j according to the probability
distribution 77 1 (4)-
36: sy =8y py and 67 = &f pyy- }
37:  end for

38: Step 3 (Stopping test):
39:  If all |'V| targets are observed

40: Stop Algorithm 1;
41:  else

42: Go to Step 0;

43:  end

A. Multi-Sensor Allocation Scheme

Due to the limited number of mobile cameras, these cam-
eras have to be distributed to targets at the current time step
t = t + 0 before planning their trajectory. Unlike [48]-[50],
we introduce the following metric as a criteria of allocating a
camera to a target at time step ¢ = t+0.

v
cv ATt Veel (14)
t dev Yve'v»

where A7} describes how lonfg target v has not been observed
by any cameras until time step ¢. If target v is observed at a
time step ¢, A7/ will be reset to 0. Otherwise, it increases
by one time step. Moreover, df* is the distance between
camera ¢ and target v at time step t = t + 0. Here, we
consider the location of target v at time step ¢t = £ + 0 as
Nf”, which is computed using Kalman filter and probabilistic
data association. Consequently, a |C|-by-|V| matrix M; with




IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. XX, NO. XX, 2023 6

Y as an element is computed as follows:
11 1|V]
L)

M, = : .. : (15)
el ey
. . 1\5 o m\ [1V]
Using the matrix Mg, the 3-step process where we allocate a

camera to a target is summarized in the following.

o Step 1.1: We will assign a camera c to a target v (¥ =
1) if their 85" is the maximum element in M.
o Step 1.2: The other elements 3¢ relating to this camera
c and this target v are removed from M;.
o Step 1.3: If all |C| cameras are allocated to targets, we
stop the process. Otherwise, we go back to Step 1.1.

In the proposed sensor allocation scheme, the sensor allocation
depends not only on the distance between observers and their
targets but also on the duration for which the targets have
not been looked at by any camera. Therefore, this proposed
scheme is helpful for reducing the duration of observing all
the targets at least once.

B. RML-based Distributed Multi-Agent Path Planning Scheme

After targets are assigned to cameras, we need to plan
trajectories for the cameras to move towards their targets. This
trajectory planning problem is reformulated as a multi-agent
distributed problem. Here, we consider each mobile camera
as an agent which is an independent decision maker. As soon
as these agents perform an action, they will update the other
agents with their decisions®. Relying on the updated actions,
the agents will learn to achieve an acceptable solution together.

In this paper, planning paths for multiple cameras at time
step ¢ is modelled as an iterative game G; where the players
will play actions to gain their own long-run average benefit.
The iterative game G; consists of a finite set of players C as
which cameras are regarded, a set of actions A; and a set of
utility functions of players U; (G; = (C, A¢, Us)). We denote
by Ay = Ag 1 x A2 X+ - - x Ay 7 the set of all players’ actions
over T iterations. Additionally, A, » = A} X A7 x- XA‘GI
with 7 =1,2,...,T. Each player c € C at iteration 7 of time
step ¢ has a finite set of actions A7 . which consists of several
levels of speed and moving angle. The number of speed levels
and moving angles of |€| cameras are the same while they do
not vary over time. We denote by U; = Uy 1 XUz o X XUy
the set of utility functions at time step t. Here, let U, =
{uf . ui,,.. |e\} define the set of utility functions of |C]|
cameras at iteratlon 7 of time step ¢.

We denote by aj . the action which camera ¢ performs at
iteration 7 of time step t (af , € A7 ). Here, a speed level
s;, and a moving angle ¢f . of camera c are included in an
action af , (af . = (s{ ., ¢'§7T)). According to the objective
function in problem (10), when each camera c plays action

5 Assume that there is a network where the agents are able to communicate
or exchange their information. Here, the communication protocol is out of
the scope of this paper.

ag -, the utility function of camera c is given by:

S
+ a1(Din — ﬁh)(dtﬂ

= + o Z safe — d7§+1)
v’ eV

+ a3 Z Z Dyate —

t+1)},
ceCc’'el,c’#c

where v is the target assigned to camera c using the sensor
allocation process in section IV-A. Moreover, we denote by
af . the actions which the other cameras € \ {c} play at
iteration 7 of time step t. At each iteration 7, given the other
agents’ actions af ., the agent ¢ picks an action af , until
it achieves a maximum utility. Maximizing the sum of |C|
agents’ utilities, we will achieve the minimum value of the
objective function in problem (10).

According to [39], [51], a game-based solution will con-
verge at a set of equilibria where each player cannot improve
its utility by changing its decision. Moreover, the equilibrium
of our iterative game G; is a correlated equilibrium (CE). We
define by 7y . a probability distribution from which an agent
¢ selects an action ay , in an action set Af .. The probability
distribution 7§ - will be a CE if it holds true that

max)

ui - (ag ., a (16)

Z ﬂ-tc,'r(a’f,T? ag,T) U;T (a/:;ﬂ a’f,'r)iugﬂ' (agﬂ'? a’f,T) <0,
aj L €AT |

a7
for all af , € A7, and for every action pair af ., a'; , € A7
In a CE, each agent does not gain any benefits by choosing
the other actions according to the probability distribution 7;
if the other agents do not change their decisions.

In the proposed distributed multi-agent path planning al-
gorithm, we employ a learning process, regret-matching pro-
cedure. According to this procedure, each agent is allowed
to individually compute the probability of its action which is
proportional to the regrets for not selecting the other actions.
Specifically, at an iteration 7 of time step ¢, for any two actions
j,k € A7 . and j # k, the cuamulative regret of an agent c for
not selecting action k instead of action j up to iteration 7 is
given by:

. 1 — _
Dy (4, k) = p Z 1(af ; = j){ug »(k,af ;) — ug 7 (4,

7T=1

atz,i—)}7

(18)
where 1(.) is an indicator function. If the value of the regret
is negative, the agent ¢ will not regret when playing action
7 instead of action k. Here, we can express the cumulative
regret recursively as follows:

Ao 1\ ~ . .
D;T(j’k:): 1_; g,T*l(j?k)—i_ Dtr(]ak)v

where D;T(j7 k) = ]l(al(;,T = J){ul(f/,T(k’ a’t,‘r) - ut‘,‘r(j’ ag,T)}
defines the instantaneous regret when agent c¢ has not played
action £ instead of action j. Through Eq. (19), it is noteworthy
that there is a significant influence of the outdated regret
) ¢ +—1(J, k) on the instantaneous regret D¢ +(j, k). It causes
a slow convergence speed for our proposed path planning
algorithm. Meanwhile, due to a high mobility environment like
maritime environment, our proposed path planning algorithm

19)
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TABLE I: Experiment Settings.

Parameter Value
Stationary radar
p" 13
Automatic identification systems (AIS)
o AIS 103
Mobile cameras
pc 13
Number of mobile cameras |C| [2; 30]
HFOV of each camera c 3°
Detection range of each camera c 16 km
At 1s
H [1; 5] time steps
aq, a2, a3 1
Dmin 80 m
Dimax 16 km
Daate 100 m
Smin 0 knot (= 0 m/s)
Smax 18 knots (=~ 9 m/s)
Pmax 180°
T [10; 20]
€ 10*
A 0.5
Number of cameras’ speed levels | L] [2;10]
Number of cameras’ heading angles | Ly, | [4;20]
Mobile targets
Number of targets |V| [3;100]
Speed of each target v [0; 18] knots (= [0; 9] m/s)
oy 3

is required to converge at a CE with a high speed. Therefore,
like [46], we employ a forgetting factor for updating ZA)E,T (4, k)
in the following. R

D;‘r(j7 k) =A- D;&:,‘r—l(jv k) + (1 - /\)Dtc,r(jv k)7 (20)
where A € [0;1] is the forgetting factor. Here, the influence
of outdated regret values over the instantaneous regret will
be regulated by A. In addition, the advantages of forgetting
factor A have been demonstrated in our previous work [46].
As a result, the probability that agent ¢ plays an action k in
the next iteration at time step ¢ is computed by:

7T)?,‘r+1(k) = lmaX{Df,r(j7k)70} vk 75.77 (21)
where 1 is a normalizing factor to ensure that the probability
7 741 sums to 1. Then, the probability that action j is chosen
by agent c in the next iteration is given by:

ﬂ—g,7'+1(j) =1- Z ﬂ—tc,'rJrl(k)‘

(22)
kA REAS

V. COMPUTATIONAL STUDY
A. Experiment settings

To evaluate the performance and efficiency of SAPP, we
conduct computer-based experiments with practical settings.
In the experiments, one static radar and AIS always update
us with their observations of target positions at the end of
each time step. The radar is installed at the position of
(95 km, —95 km). Unlike the radar, cameras are able to move
around to observe targets, and they are required to observe

X (m)

0 5000 10000

14000 f
12000
10000

8000

(m)

> 6000
4000
2000

0t

-2000 t

Fig. 3: The camera trajectory is shown after moving from (0, 0) to
(1260, 1260). Also shown in the FOV at location (1260, 1260).
Here, the camera FOV is 3° while the camera detection range is

16 km, similar to the VIGY observer made by SAFRAN [52].

a. SAPP
X (km)
-60 -40 -20 0
50} ‘ ‘

401 FoV of camera 1 Target 1 observed
30! TS~ after5,694s

20 40

| Target 2 observed
after 1,558 s -

n
o

Y (km)

A "
Initial positions |
of two cameras

-30 '
s
-40
_50,
b. SMA-NBO
X (km)
60  -40 20 0 20 40
50] ‘ ‘ ‘ ‘ ‘
40/}

Target 1 observed

30L FOV of camera 1<\\\ after 3,286 s

201 T
Target 2 observed \{ -
101 after 1,517 s

£ o g

> 10t Initia\l\ﬁositions of
o0l two cameras
300
401/ g’ﬁ

50" => FOV of camera 2

Fig. 4: Paths (in magenta and red) planned over 1 time step for 2
cameras to observe 3 targets.
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Fig. 5: The MSE for each target in the scenario where 2 cameras
are trying to observe 3 targets.

these targets once. The camera positions are initially set as
(0,0) while the positions of targets are randomly distributed
between 15 km and 30 km away from the origin. In addition,
the targets do not reside within any cameras’ FOV. The
camera FOV is illustrated in Fig. 3. Similar to [47], the
uncertainty in measurements of radar r and camera c is given
by o;¥ = dj* - % and of” = dj¥ - {55, respectively. Here,
d;” and d¢¥ are the distance between the sensors and target
v at time step ¢, respectively. The values of all parameters in
our experiments are based on [11], [13], [47], [52], and they
are listed in Table I.

To demonstrate how SAPP works, we compare our ap-
proach with the most relevant work in literature. Specifically,
the related work [36], Sequential Multi-Agent Planning with
Nominal Belief-State Optimization (SMA-NBO), has been
recently published in 2022, and it aims to minimize the total
MSE. In SMA-NBO, the targets leave the limited FOV of
sensors mounted on UAVs at the end of each time step. Thus,
when the targets are outside the sensors’ FOV, a target whose
MSE is the greatest will be assigned to the nearest UAV.
Then, using a greedy algorithm, SMA-NBO generates the
trajectories for multiple UAVs sequentially in a centralized
manner to guarantee that each UAV covers the nominal mean
position of the assigned target. Here, we re-implement SMA-
NBO in our maritime scenario without any changes.

We evaluate the performance of the two approaches in terms
of achieving situational awareness as quickly as possible, and
using the following two metrics.

1) Mean squared error (MSE): which represents situa-

tional awareness improvement, and is determined through
Tr (15: +1) in the objective function (10a),

2) Observation duration: which is computed from when
we start conducting an experiment to when the final target
in the experiment is observed.

Our scenarios extend comparable ones from the literature.

SMA-NBO of [36] considered six small scenarios, i.e. from
<|e=2,V=3,H=1>to < |C=3,[V|=5H =5 >,

a. SAPP
X (km)
-40 -20 0 20 40
0 7FOY of camera 3 FOV of camera 1 |

]
|\ Target 1 observed /

301 _after8,475s
’ Target 3 observed Target 5 ooserved
after 2,535 s /" after 2,577's
/

Initial positions of
| three cameras

20+ /o
\

y
-30 - FOV of camera 2

) |
40 Target 2 observed after 7,269 s
b. SMA-NBO
X (km)

-40 -20 0 20 40
40 'FOV of camera1 ‘ ‘
A \ Target 1 observed
30+ ,after 3,209 s

‘ Target 3 observed T5:4et 5 olfserved
201 SN after 2,498 s s

T Initial positions of

L Sl
x three cameras
>

-10+
-20 ( ’
30f !
i q
-40 i Target 2 obserd |
50 ‘FOV of camera 3 aﬂer 8,723 s ‘

Fig. 6: Paths (in red, magenta and black) planned over 5 time steps

for 3 cameras to observe 5 targets.
and we extend these scenarios by several orders of magnitude
by considering up to |C|= 30 cameras and |V|= 100 targets.
Also, we note that, for each pair of scenarios that differ only
in the planning horizon H, (e.g. Scenarios 11 and 12), the
trajectories of the targets are the same (e.g. the trajectories in
instance 55 of Scenario 11 are identical to those in instance
55 of Scenario 12).

Furthermore, to fairly compare the two works, we always
set up the same scenario with the same parameter settings
(including the same random number generator seed) when
running the experiments. Our implementation of our algorithm
and SMA-NBO are using only one CPU core. The experi-
ments are run on MonARCH (Monash Advanced Research
Computing Hybrid)®.

B. Results

In Figs. 4 and 6, we show for two scenarios the trajectories
produced by SAPP and contrast the results with those achieved
by SMA-NBO: 2 cameras aim to observe 3 targets in the first

Shttps://docs.monarch.erc.monash.edu.au/index. html
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Fig. 7: The MSE for each target in the scenario where 3 cameras
are trying to observe 5 targets.
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Fig. 8: Paths (in red, black and magenta) planned for 3 cameras to
observe 5 targets many times using SAPP and SMA-NBO.

scenario, and 3 cameras aim to observe 5 targets in the second
scenario. We can see that our approach achieves situational

. a. SAPP
x10
2 L
PN & At
a €
=
—Target 3 —Target 5 Target 1
—Target 2 —Target 4
0 1 1 1 1 1
0 0.5 1 1.5 2 2.5 3

Time steps (s)

b. SMA-NBO

—Target 3 Target 1 —Target 4
—Target 5 —Target 2

0 0.5 1 1.5 2 2.5 3
Time steps (s) x10*
Fig. 9: MSE of 5 targets minimized by SAPP and SMA-NBO
using 3 cameras.

awareness (as measured by the time needed to observe all tar-
gets at least once) much quicker: 5,694 s and 8,407 s versus
8,475 s and 8,723 s. That is because our camera allocation
depends on not only the distance between the cameras and
the targets but also how long the targets stay unobserved. In
addition, our distributed path planning algorithm guarantees a
solution, which is a correlated equilibirum solution for all the
cameras. In contrast, SMA-NBO relies on the target MSE and
the distance between cameras and targets to assign the cameras
to the targets. Moreover, the greedy algorithm in SMA-NBO
is not able to maintain a convergence at a good solution for
planning camera trajectories. Figs. 5 and 7 complement the
observation by focusing on the MSE: they show that both the
approaches are able to enhance situational awareness using
the cameras. Initially, due to a high uncertainty in observations
from radar r and AIS, the MSE of the two approaches remains
high when we only rely on these observations. By contrast,
the MSE is reduced to the pre-given threshold level ¢ when the
targets reside within the cameras’ FOV and are perceived by
the cameras. That is because the cameras are able to provide
us measurements with a lower uncertainty.

Exemplarily, we show in Fig. 8 the “continuous observa-
tion” of two approaches, i.e. we do not stop the experiment
once all targets are observed at least once. As a result, the
MSE of each target is reduced to the threshold level many
times, as shown in Fig. 9. It demonstrates that SAPP and
SMA-NBO are able to observe the targets continuously; how-
ever, they plan different trajectories for the cameras. Different
from SAPP, one target in SMA-NBO might be looked at
more times than the others although it has just been observed.
That is because allocating cameras to targets in SMA-NBO
depends on the target MSE instead of how long the targets
have not been observed. Consequently, the MSE of target 2 is
minimized many more times than that of the others, as shown
in Fig. 9.
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TABLE II: Comparison between SAPP and SMA-NBO in terms of observation duration and execution time when varying the number of

cameras and targets, and the length of time horizon.

Scenarios €| V| H SAPP SMA-NBO
Average Average Failed runs” Average Average Failed runs

observation execution observation execution

duration time (s) duration time (s)
1 ) 5 1 7.06 x 103 0.020 0 7.13 x 103 0.004 1
2 5 7.14 x 103 0.093 0 7.12 x 103 0.001 1
3 3 4 1 6.93 x 103 0.027 2 6.65 x 103 0.006 1
4 5 6.92 x 103 0.125 2 6.65 x 103 0.013 1
5 3 5 1 7.97 x 103 0.036 2 8.91 x 103 0.007 3
6 5 8.03 x 103 0.161 2 8.89 x 103 0.017 3
7 5 10 1 1.15 x 104 0.065 24 1.37 x 10* 0.013 49
8 5 1.15 x 104 0.294 23 1.37 x 10* 0.032 49
9 30 0 1 1.12 x 104 1.170 16 1.27 x 10% 0.397 20
10 5 1.15 x 104 4.636 22 1.26 x 10% 0.718 19
11 30 100 1 1.40 x 104 1.987 54 1.50 x 104 0.759 93
12 5 1.39 x 104 7.973 57 1.50 x 10% 1.483 95

Failed runs refer to the number of runs (out of 100) in which an approach failed to observe all targets in time (within 15,000 time steps).

[72]
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Fig. 10: Violin plots for the comparison between SAPP
and SMA-NBO in terms of observation duration. The violins
indicate the actual distribution of the results over 100 instances
per scenario.

Table II and Figure 10 present how SAPP and SMA-NBO
perform in different scenarios where we vary the camera
number |C|, the target number |V| and the time horizon length
H. Shown are (per row) the results for 100 instances; each
instance’s budget is 15,000 time steps. The “average obser-
vation duration” refers to our objective: the average number
of time steps needed (across all 100 instances) to observe
all targets once; lowest averages are highlighted in bold. The
“average execution time (s)” refers to the computational cost
in seconds per time step.

In almost all scenarios, SAPP observes all targets more
quickly than SMA-NBO. In SAPP, the trajectories for all cam-
eras are generated as soon as the proposed RML-based dis-
tributed path planning algorithm converges at an equilibrium
solution, resulting in a per-step execution time that is longer
than that of SMA-NBO. It is noteworthy that the execution
time increases when we plan trajectories over a longer time
horizon, i.e., 5 time steps. Nevertheless the running time of
SAPP is not too long, e.g., 1.170 s when we plan paths for

30 cameras over a 1-time-step horizon to observe 50 targets.
It demonstrates that SAPP is not computationally expensive,
and it can be deployed in real scenarios.

TABLE III: Results of Wilcoxon rank-sum test (p-value) and Cohen’s
d effect size for all scenarios. The former compares two groups of
data without assuming any specific pattern in the data; a p-value
of 0.01 or less is considered as strong evidence for a difference.
The latter characterises the practical benefits of SAPP over SMA-
NBO: an absolute value d = 0.2 is considered a “small” benefit, 0.5
represents a “medium” benefit, and 0.8 a large benefit.

Scenarios p-value Cohen’s d effect size
1 0.455 —0.03
2 0.636 —0.01
3 0.308 —-0.13
4 0.296 —0.13
5 0.003 0.38
6 0.005 0.34
7 < 0.001 0.93
8 < 0.001 0.93
9 < 0.001 0.57
10 0.008 0.43
11 < 0.001 0.86
12 < 0.001 0.91

To further characterise the performance differences, we
provide in Table III the outcomes of two statistical tests. As we
can see, both approaches perform comparably on the smallest
four scenarios. From Scenario 5 on forward (i.e. from just 5
targets on), SAPP outperforms SMA-NBO with medium to
large benefits in our favour.
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VI. CONCLUSION

In this paper, we have shown a sensor allocation and
path planning approach to enhance the awareness of multiple
targets in maritime situations. Here, the number of available
sensors is lower than the number of targets while their FOV
and detection range are limited. An optimization problem is
formulated to distribute multiple sensors and plan paths for
these sensors over a time horizon. Due to the complexity
and large search space of this problem, we cope with it
by developing two separate algorithms: a sensor allocation
algorithm and a distributed path planning algorithm. The
former relies on the sensor-target distance and the duration
that targets have not been observed to allocate the sensors. The
latter allows each camera to individually plan its trajectory to
observe the targets.

Our experimental results show that compared to the existing
solution, SAPP is efficient to minimize the duration to achieve
situational awareness improvement under several different
scenarios.
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