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Abstract001

Large language models (LLMs) for legal tasks002
are designed to assist judges and lawyers in003
decision-making, where ensuring fidelity to004
case facts and legal elements is crucial for005
generating reliable legal interpretations and ac-006
curate predictions. However, existing meth-007
ods, including prompt-based and fine-tuning008
approaches, either require extensive human ef-009
fort or lack an explicit mechanism to enforce010
fidelity in model outputs. To address these011
challenges, we propose Fidelity-Constrained012
Decoding (FCD), a tuning-free framework that013
constrains the decoding process to maintain014
strict alignment with case facts and legal ele-015
ments. Extensive experiments on three datasets016
using two open-domain LLMs show that FCD017
consistently enhances legal performance.018

1 Introduction019

Legal tasks such as legal judgment prediction020

(LJP) (Shui et al., 2023; Dong and Niu, 2021;021

Feng et al., 2022), legal document proofreading022

(LDP) (Liu and Luo, 2024; Kuleshov et al., 2020),023

and legal trigger words detection (LTD) (Yao et al.,024

2022; Fei et al., 2023), is a specialized research025

domain designed to assist practitioners in making026

legal decisions. In this context, fidelity—referring027

to a model’s ability to generate outputs that are not028

only accurate but also faithful to the underlying029

case facts and legal elements (Ma et al., 2021; Yu030

et al., 2022)—is particularly important.031

Recently, large language models (LLMs) have032

demonstrated impressive performance across var-033

ious tasks (Chang et al., 2024; Bai et al., 2023),034

leading researchers to explore their adaptation to035

the legal domain (Blair-Stanek et al., 2023; Nay,036

2023). One prominent approach is the prompt-037

based method (Jiang and Yang, 2023; Shui et al.,038

2023; Deng et al., 2023a), which involves creating039

carefully crafted legal prompts to guide LLMs in040

generating legally appropriate responses. While041

LabelInput LLM Output

(Credit card theft)

(Handing in ...  fee is the 
legal regulation...)

(Constitute, Beguile, Beguile) (Organize, Beguile, Organize)

(Case Fact: ... credit card ... xxx 
refuse to repay)

(Case Fact: ... organize... xxx be 
beguiled... organized...)

(Case Fact: Kyna... fee is the 
state administrative regulation...)

LJP

LDP

LTD

(Credit card fraud)

(Paying... fee is the state 
administrative regulation...)

Figure 1: Examples of the unfaithful outputs from LLM.
In LJP, LLM fabricates a non-existent charge. In LDP,
LLM simplifies the legal terminology into colloquial
language. In LTD, LLM fabricates trigger words not
present in the input case and repeats words that only
appear once.

this method yields promising results in producing 042

contextually relevant outputs, it requires extensive 043

effort in prompt engineering and often struggles to 044

ensure the fidelity of these outputs. As illustrated 045

in Figure 1, for three common legal tasks LJP, LDP 046

and LTD, the prompt-based method frequently gen- 047

erates free-form text that is often informal and lacks 048

the fidelity needed for these tasks. 049

The alternative method is fine-tuning, where 050

large-scale legal data are employed to inject legal 051

knowledge into LLMs (Yue et al., 2023; Wu et al., 052

2023a; Cui et al., 2023). This method implicitly 053

encourages the models to adhere to legal facts and 054

principles through next-token prediction. Despite 055

its effectiveness, this approach requires extensive, 056

high-quality data to adapt to various downstream 057

legal tasks and lacks an explicit mechanism to guar- 058

antee the fidelity of LLMs’ outputs. 059

In this paper, we propose a novel research per- 060

spective to address the challenges of fidelity and 061

efficiency in legal tasks by focusing on constrain- 062

ing the decoding process of LLMs, rather than re- 063

lying on traditional methods like prompt engineer- 064

ing or fine-tuning to inject legal knowledge. Our 065

approach, called Fidelity-Constrained Decoding 066

(FCD), ensures that only a specific subset of to- 067

kens that align with case facts and legal elements 068

is generated. This makes our method versatile and 069

compatible with LLMs in a retrieval-augmented 070

generation (RAG) manner, thereby enhancing their 071
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Figure 2: Overview of our FCD Framework. The LLM
processes case facts x and applies the Fidelity Con-
straint specific to the legal task to generate output y.

performance across various legal tasks.072

To validate the effectiveness of FCD, we conduct073

extensive experiments on three specific legal task074

datasets using two open-domain LLMs. The exper-075

imental results, evaluated under both zero-shot and076

RAG settings, demonstrate that FCD consistently077

enhances legal performance.078

2 Method079

2.1 Task Formulation080

When employing LLMs for legal tasks, the LLMs081

receive prompts from specific tasks along with the082

legal case facts and generate outputs:083

y = fLLM(x, prompt; θ), (1)084

where θ is the parameters of an open-domain LLM;085

prompt is the prompt related to the specific legal086

task; x is usually a legal case fact; y denotes the087

output results. Related work is in Appendix A.088

2.2 Fidelity-Constrained Decoding089

Framework090

During the LLM decoding process, tokens are gen-091

erated step by step. The next token tj is then se-092

lected based on the input x, prompt, and the pre-093

viously generated tokens t<j . Here, we use the094

greedy sampling strategy as an example, where the095

LLM selects the token with the highest probability096

at each step:097

tj = max
0≤i<|V |

pθ(ti|x, prompt, t<j), (2)098

where where θ is the parameters of the LLM and099

|V | is the vocabulary size.100

Our proposed Fidelity-Constrained Decoding 101

(FCD) affects the decoding process of the LLM 102

by adding the fidelity constraints. The number of 103

valid tokens at each step gradually decreases as the 104

decoding process progresses. In our framework, 105

the LLM determines tj through 106

tj = max
0≤i<|Vj |

pθ(ti|x, prompt, t<j), (3) 107

where |Vj | is the number of valid tokens in j-th 108

step decoding. 109

In the FCD framework, the fidelity constraints 110

encompass two aspects: fidelity to legal elements 111

and fidelity to case facts. In the following sections, 112

we will discuss the specific fidelity constraints im- 113

plemented for several typical legal tasks. 114

2.3 Legal Judgment Prediction 115

Fidelity to legal elements. In LJP, LLM is required 116

to output the charge given the legal case facts, and 117

this charge must be a valid charge (i.e., one type 118

of the legal element) from the charge library DY , 119

such as theft, traffic accident, etc. Therefore, we 120

treat these charges as the list of candidate tokens. 121

When the LLM outputs the first token, we truncate 122

the candidate token set from the size V (the size 123

of the vocabulary) to |DY | (the size of the charge 124

library). For each token generated thereafter, we 125

constrain the LLM to select the token correspond- 126

ing to the highest probability from the remaining 127

list of charge tokens. 128

Fidelity to case facts. To enhance fidelity to the 129

case facts, we propose utilizing the case facts to 130

retrieve from the training dataset cases with facts 131

and use the corresponding charges to constrain the 132

generation of the first token. Specifically, we use 133

BM25 (Robertson et al., 1995) to retrieve the top- 134

K candidate charges and rank them accordingly. 135

As we traverse the list of charges from the begin- 136

ning, if the token is among the top-K charges, we 137

directly select the corresponding charge token list, 138

constraining the model to generate only the remain- 139

ing tokens for that charge: 140

tj =

{
ti,0, if t0 = {ti,0 | i < K},
ti,j , when 0 < j < Ni,

(4) 141

where Ni is the number of the tokens in i-th charge 142

token list. 143

2.4 Legal Document Proofreading 144

Fidelity to legal elements. In LDP, the model 145

is required to output a corrected version of the 146
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original document, and most of the text should147

remain consistent with the original text. We first148

use the tool spaCy1 to identify legal-related text in149

the original document and obtain the positions P =150

{p0, p1...} of these texts corresponding to tokens151

Tl = {l0, l1, ...}. When the LLM generates tokens152

at these positions, we constrain the LLM to only153

generate the token that corresponds to the original154

document at that position, effectively setting the155

probability of all other tokens to zero.156

Fidelity to case facts. Legal workers may in-157

troduce errors into the documents due to grammar.158

Therefore, in the process of proofreading legal doc-159

uments, we refer to the original input document160

x and impose similarity constraints on the docu-161

ment. Specifically, when generating the i-th token,162

we decode the top-k tokens from the probability163

distribution generated by the LLM and check their164

phonetic and orthographic similarity (Mo, 2024)165

to the corresponding character at position i in the166

original text. We select the token with the highest167

similarity as the proofread token. Therefore, for168

LTD, the j-th token tj we generate is:169

tj =

lz, if j ∈ P ∧ j = pz,

max
0≤i<k

sim(xj , ti), otherwise.

(5)170

2.5 Legal Trigger Words Detection171

Fidelity to legal elements. In LTD, the model172

needs to identify trigger words for legal events173

from the original case facts. In the legal case, the174

trigger words are primarily composed of verbs (i.e.,175

one type of the legal element), as they usually de-176

scribe the actions or events that lead to legal dis-177

putes. Therefore, we use two tools, spaCy and178

pkuseg (Luo et al., 2019), to recall a set of candi-179

date trigger words from the input factual descrip-180

tions of legal cases by identifying verbs. These trig-181

ger words are then converted into tokens, forming182

the candidate token set. The LLM is constrained to183

only generate these tokens.184

Fidelity to case facts. Since there can be re-185

peated trigger words in a case, we also count the186

occurrences of these trigger words in the original187

text and incorporate these counts into constraints.188

If a certain token reaches its maximum allowed oc-189

currences, it will be removed from the subsequent190

token list. Therefore, the j-th token is generated191

according to Eq. 3.192

1https://github.com/explosion/spaCy

Table 1: Statistics of used datasets.
Dataset #Train #Test Avg_Len_I Avg_Len_O

LJP 1120 560 402.32 8.33
LDP 2983 840 66.49 66.30
LTD 35996 2000 67.57 8.28

3 Experiments 193

3.1 Experimental Settings 194

3.1.1 Dataset and Metric 195

LJP. We conduct experiments using the same 196

dataset as (Shui et al., 2023) from CAIL (Xiao 197

et al., 2018). We use Accuracy (Acc), Precision 198

(P), Recall (R), and F1-Score (F1) to evaluate the 199

prediction results of the charges (Feng et al., 2022; 200

Zhong et al., 2018). LDP. We use a dataset from 201

Tailing2. We use Char-level Precision (P) and F0.5 202

as metrics (Xu et al., 2022). Moreover, consider- 203

ing the LLM over-correction problem (Fang et al., 204

2023; Li et al., 2023b), we also use False Positives 205

(FP) (Zhang et al., 2022) as an evaluation metric. 206

LTD. We use a dataset from LEVEN (Yao et al., 207

2022) to complete the legal trigger words detec- 208

tion task. We use Precision (P), Recall (R), and 209

F1-Score (F1) to evaluate the detection results of 210

trigger words (Xu et al., 2023). The statistics of the 211

above datasets is shown in Table 1. Datails are in 212

Appendix B. 213

3.1.2 Base LLM 214

We use Qwen (Bai et al., 2023) and Baichuan (Yang 215

et al., 2023) as our base LLMs without any fine- 216

tuning. Specifically, we use Qwen1.5-7B-Chat and 217

Baichuan2-7B-Chat for evaluation and retrieve task 218

examples through BM25 (Robertson et al., 1995) 219

and Sentence-BERT (SBERT) (Reimers, 2019). 220

Additionally, we compared our approach with three 221

legal LLMs: fuzi.mingcha (Wu et al., 2023a), 222

DISC-LawLLM (Yue et al., 2023) and LexiLaw3. 223

3.1.3 Implementation Details 224

Considering resource consumption, we opted to 225

retrieve one example. In the task of legal judgment 226

prediction, we set K in Sec. 2.3 to 20. In the task of 227

legal document proofreading, we set k in Sec. 2.4 to 228

10. In this paper, we set do_sample as False, allow- 229

ing the LLM to adopt a greedy search strategy and 230

ensuring the reproducibility. All experiments were 231

conducted on Nvidia A6000 GPUs. More details, 232

the source code and datasets can be found at https: 233

//anonymous.4open.science/r/FCD-C3BB. 234

2https://github.com/DUTIR-LegalIntelligence/Tailing
3https://github.com/CSHaitao/LexiLaw
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Table 2: Results of LJP, LDP, and LTD. ↓ means smaller is better, in other cases, the larger the value. The best
performance is highlighted in bold. Legal LLM indicates the LLM has been fine-tuned on extensive legal dataset.

LJP LDP LTD

LLM Type Model Acc P R F1 FP↓ P F0.5 P R F1

Legal
fuzi.mingcha 22.86 44.44 22.65 27.08 1622 32.61 34.72 8.16 14.40 9.04
LexiLaw 16.61 24.39 16.46 16.89 1315 39.09 40.92 18.14 12.27 13.02
DiscLaw-LLM 52.86 69.72 52.39 55.20 1119 23.72 23.06 31.81 27.79 28.27

Open-domain

Qwen1.5-7B-Chat
Zero-shot 29.82 43.74 29.56 30.84 4380 14.77 17.07 47.83 51.69 46.62
Zero-shot w/ FCD 51.61 56.77 51.15 49.02 1936 25.11 27.00 56.65 59.52 54.29
Few-shot-BM25 41.79 63.85 41.42 45.53 2823 24.64 27.70 57.85 63.09 56.77
Few-shot-BM25 w/ FCD 58.93 64.72 58.93 57.17 1113 42.95 44.19 61.34 64.56 59.30
Few-shot-SBERT 37.14 55.72 36.81 40.14 2812 25.80 29.04 55.60 61.19 54.84
Few-shot-SBERT w/ FCD 55.71 61.19 55.71 54.18 1175 39.59 40.71 59.17 62.99 57.43

Baichuan2-7B-Chat
Zero-shot 28.39 39.96 28.14 29.31 1710 25.03 26.43 7.94 6.10 6.62
Zero-shot w/ FCD 43.75 50.80 43.34 41.32 624 31.05 26.52 31.41 21.29 23.52
Few-shot-BM25 36.61 61.44 36.28 41.61 1395 41.11 43.66 52.68 52.86 49.45
Few-shot-BM25 w/ FCD 56.61 64.82 56.61 55.11 722 52.81 51.81 56.83 52.71 51.18
Few-shot-SBERT 33.21 53.65 32.92 36.85 1382 40.42 42.32 48.80 46.94 44.68
Few-shot-SBERT w/ FCD 53.93 57.81 53.45 51.17 677 48.67 46.16 55.95 49.68 48.89

Table 3: The efficiency analysisof FCD.
Task Total (s) Per-token (ms) F-value

LJP 145.10 54.26 30.84
LJP w/ FCD 143.13 55.19 49.02
LDP 1553.52 41.65 17.07
LDP w/ FCD 1609.05 44.46 27.00
LTD 700.89 48.91 46.62
LTD w/ FCD 561.25 49.28 54.29

3.2 Results and Analysis235

3.2.1 Overall Performance.236

The main experimental results are shown in Ta-237

ble 2. Key findings include: 1) FCD outperforms238

few-shot: Unconstrained LLMs, even with exam-239

ples, perform worse than adding FCD directly. 2)240

FCD is compatible with RAG settings: Adding241

FCD on top of few-shot methods consistently leads242

to improvements. This indicates that FCD can be243

integrated with retrieval systems to further enhance244

the model’s performance. 3) FCD surpasses legal245

LLMs: Without fine-tuning, an open-domain LLM246

with one retrieved example and FCD achieves per-247

formance comparable to legal LLMs, highlighting248

FCD’s superiority.249

3.2.2 Efficiency Analysis250

We used Qwen in the zero-shot setting to explore251

the efficiency of FCD in three tasks on a Nvidia252

A6000 GPU, with the results shown in Table 3. In253

terms of total decoding time (Total), FCD achieved254

shorter total decoding times in both the LJP and255

LTD tasks. This is because FCD reduces the decod-256

ing space, enabling the LLM to focus more quickly257

on outputs that align with legal elements and case258

facts, thereby reducing the overall decoding time.259

For average decoding time per token (Per-token),260

the addition of FCD results in a time efficiency261
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Figure 3: Performances of FCD with various LLM sizes.

within 3 ms. However, given the significant perfor- 262

mance improvement, the slight increase in time is 263

almost negligible. 264

3.2.3 Improvement Across Various LLM Sizes 265

We investigate how FCD performs across different 266

LLM sizes (Qwen: 1.8B, 4B, 7B, 14B) on the LJP 267

task, in a zero-shot manner. The results are shown 268

in Fig. 3. We can see that adding FCD to LLMs of 269

different sizes consistently improves performance, 270

reflecting the universality and effectiveness of FCD. 271

Furthermore, we find that adding FCD to smaller- 272

scale LLMs can even surpass larger-scale LLMs 273

without constraints (e.g., “4B w/ FCD” performs 274

better than “14B”). This reflects that FCD can in- 275

troduce additional legal-specific knowledge and 276

reasoning abilities into smaller models, which even 277

larger models might not have learned without FCD. 278

4 Conclusion 279

This paper introduces a novel research perspective 280

to tackle the fidelity and efficiency issues in le- 281

gal tasks by constraining the decoding process of 282

LLMs. Our FCD explicitly ensures that only out- 283

puts aligned with case facts and legal elements are 284

generated. Experiments on three datasets using two 285

open-domain LLMs in zero-shot and RAG settings 286

demonstrate FCD’s effectiveness and adaptability. 287
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5 Limitations288

Although FCD has achieved superior performance,289

it still has the following limitations:290

First, FCD is a general framework that helps291

LLMs adapt to various legal tasks without any292

fine-tuning, but we have not explored its applica-293

tion across a broader range of legal tasks. There-294

fore, future work could involve extending FCD295

to more legal tasks, such as legal named-entity296

recognition (Leitner et al., 2019) and article pre-297

diction (Xiao et al., 2018). Additionally, when298

applying LLMs to legal tasks, hallucinations (Dahl299

et al., 2024; Li, 2023) may arise, and exploring300

how FCD can mitigate hallucinations is another301

potential direction for future research.302

Furthermore, this paper explores the combina-303

tion of FCD with the retrieval system to jointly304

enhance the LLM’s ability to perform legal tasks.305

However, we only selected two commonly used306

retrieval methods, BM25 and Sentence-BERT. Fu-307

ture research could explore the integration of more308

advanced retrieval-augmented generation (RAG)309

methods and retrieval models specifically designed310

for the legal domain, such as Lawformer (Xiao311

et al., 2021).312
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A Related Work529

A.1 LLM for Legal Tasks530

Recently, numerous studies have applied LLMs to531

the legal domain (Yu et al., 2022; Savelka et al.,532

2023; Wu et al., 2023b). Prompt-based meth-533

ods (Blair-Stanek et al., 2023; Nay, 2023; Jiang534

and Yang, 2023) enrich the prompts by retrieving535

similar examples to activate the LLM’s legal knowl-536

edge (Shui et al., 2023; Deng et al., 2023a). Addi-537

tionally, Legal LLMs (Yue et al., 2023; Cui et al.,538

2023; Wu et al., 2023a; Deng et al., 2023b) have539

also emerged, which, after fine-tuning on extensive540

legal data, have acquired the capability to engage541

in basic legal dialogues. Unlike previous works,542

this paper aims to provide a method that requires543

no fine-tuning at all, adapting open-domain LLMs544

to legal scenarios, which can be conveniently trans-545

ferred to any new legal task.546

A.2 Constrained Decoding547

In recent years, several works have proposed the548

use of constrained decoding to guide the generation549

process of LLMs, ensuring that the output meets550

expected standards. (Geng et al., 2023) introduced551

grammar-constrained decoding to enable LLMs to552

perform structured NLP tasks. (Lu et al., 2024)553

improved the quality of LLM outputs by introduc- 554

ing span-level pointwise mutual information scores 555

during the decoding process to select optimal spans. 556

Contrastive decoding constraints (Zhao et al., 2024; 557

Li et al., 2023a) have also been used to enhance 558

LLM’s text generation capabilities. (Huang et al., 559

2024) aligns LLMs during decoding to produce 560

content that aligns with human preferences. Unlike 561

previous works, our approach starts from the need 562

for high fidelity in legal scenarios. We have de- 563

signed decoding constraints that are faithful to the 564

legal elements and the case facts, ensuring that the 565

LLM’s outputs adhere to these fidelity constraints. 566

B More Details of Evaluated Models and 567

Datasets 568

Table 4 is the website URLs and corresponding 569

licenses of the evaluated models and datasets. The 570

datasets we use have all been anonymized. 571
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Type Dataset/LLM URL Licence

Dataset
CAIL2018 (LJP) https://github.com/china-ai-law-challenge/CAIL2018 MIT License
Tailing (LDP) https://github.com/DUTIR-LegalIntelligence/Tailing
LEVEN (LTD) https://github.com/thunlp/LEVEN

LLM

fuzi.mingcha https://github.com/irlab-sdu/fuzi.mingcha Apache-2.0 license
DISC-LawLLM https://github.com/FudanDISC/DISC-LawLLM Apache-2.0 license
LexiLaw https://github.com/CSHaitao/LexiLaw MIT license
Qwen1.5-7B-Chat https://huggingface.co/Qwen/Qwen1.5-7B-Chat Apache-2.0 license
Baichuan2-7B-Chat https://github.com/baichuan-inc/Baichuan2 Apache-2.0 license

Table 4: The dataset source URLs and licenses. The parts where the license is listed as empty indicate that the
author has not provided a License.
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