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Abstract

Large language models (LLMs) for legal tasks
are designed to assist judges and lawyers in
decision-making, where ensuring fidelity to
case facts and legal elements is crucial for
generating reliable legal interpretations and ac-
curate predictions. However, existing meth-
ods, including prompt-based and fine-tuning
approaches, either require extensive human ef-
fort or lack an explicit mechanism to enforce
fidelity in model outputs. To address these
challenges, we propose Fidelity-Constrained
Decoding (FCD), a tuning-free framework that
constrains the decoding process to maintain
strict alignment with case facts and legal ele-
ments. Extensive experiments on three datasets
using two open-domain LLMs show that FCD
consistently enhances legal performance.

1 Introduction

Legal tasks such as legal judgment prediction
(LJP) (Shui et al., 2023; Dong and Niu, 2021;
Feng et al., 2022), legal document proofreading
(LDP) (Liu and Luo, 2024; Kuleshov et al., 2020),
and legal trigger words detection (LTD) (Yao et al.,
2022; Fei et al., 2023), is a specialized research
domain designed to assist practitioners in making
legal decisions. In this context, fidelity—referring
to a model’s ability to generate outputs that are not
only accurate but also faithful to the underlying
case facts and legal elements (Ma et al., 2021; Yu
et al., 2022)—is particularly important.

Recently, large language models (LLMs) have
demonstrated impressive performance across var-
ious tasks (Chang et al., 2024; Bai et al., 2023),
leading researchers to explore their adaptation to
the legal domain (Blair-Stanek et al., 2023; Nay,
2023). One prominent approach is the prompt-
based method (Jiang and Yang, 2023; Shui et al.,
2023; Deng et al., 2023a), which involves creating
carefully crafted legal prompts to guide LL.Ms in
generating legally appropriate responses. While
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Figure 1: Examples of the unfaithful outputs from LLM.
In LJP, LLM fabricates a non-existent charge. In LDP,
LLM simplifies the legal terminology into colloquial
language. In LTD, LLM fabricates trigger words not
present in the input case and repeats words that only

appear once.

(Constitute, Beguile, Beguile) | | (Organize, Beguile, Organize)

this method yields promising results in producing
contextually relevant outputs, it requires extensive
effort in prompt engineering and often struggles to
ensure the fidelity of these outputs. As illustrated
in Figure 1, for three common legal tasks LJP, LDP
and LTD, the prompt-based method frequently gen-
erates free-form text that is often informal and lacks
the fidelity needed for these tasks.

The alternative method is fine-tuning, where
large-scale legal data are employed to inject legal
knowledge into LLMs (Yue et al., 2023; Wu et al.,
2023a; Cui et al., 2023). This method implicitly
encourages the models to adhere to legal facts and
principles through next-token prediction. Despite
its effectiveness, this approach requires extensive,
high-quality data to adapt to various downstream
legal tasks and lacks an explicit mechanism to guar-
antee the fidelity of LLMs’ outputs.

In this paper, we propose a novel research per-
spective to address the challenges of fidelity and
efficiency in legal tasks by focusing on constrain-
ing the decoding process of LLMs, rather than re-
lying on traditional methods like prompt engineer-
ing or fine-tuning to inject legal knowledge. Our
approach, called Fidelity-Constrained Decoding
(FCD), ensures that only a specific subset of to-
kens that align with case facts and legal elements
is generated. This makes our method versatile and
compatible with LLMs in a retrieval-augmented
generation (RAG) manner, thereby enhancing their
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Figure 2: Overview of our FCD Framework. The LLM
processes case facts « and applies the Fidelity Con-
straint specific to the legal task to generate output y.

performance across various legal tasks.

To validate the effectiveness of FCD, we conduct
extensive experiments on three specific legal task
datasets using two open-domain LLMs. The exper-
imental results, evaluated under both zero-shot and
RAG settings, demonstrate that FCD consistently
enhances legal performance.

2 Method

2.1 Task Formulation

When employing LLMs for legal tasks, the LLMs
receive prompts from specific tasks along with the
legal case facts and generate outputs:

y = fuLm(z, prompt; 0), (D

where 6 is the parameters of an open-domain LLM;
prompt is the prompt related to the specific legal
task; z is usually a legal case fact; y denotes the
output results. Related work is in Appendix A.

2.2 Fidelity-Constrained Decoding
Framework

During the LLM decoding process, tokens are gen-
erated step by step. The next token ¢; is then se-
lected based on the input x, prompt, and the pre-
viously generated tokens ;. Here, we use the
greedy sampling strategy as an example, where the
LLM selects the token with the highest probability
at each step:

b, = t: rompt, t; 2
; Ogg‘);‘pe(zmjp pt.t<;), (2

where where 6 is the parameters of the LLM and
|V'| is the vocabulary size.

Our proposed Fidelity-Constrained Decoding
(FCD) affects the decoding process of the LLM
by adding the fidelity constraints. The number of
valid tokens at each step gradually decreases as the
decoding process progresses. In our framework,
the LLM determines ¢; through

t; = max py(t;|z, prompt, t;), €)

0<i<|Vj]
where |V}| is the number of valid tokens in j-th
step decoding.

In the FCD framework, the fidelity constraints
encompass two aspects: fidelity to legal elements
and fidelity to case facts. In the following sections,
we will discuss the specific fidelity constraints im-
plemented for several typical legal tasks.

2.3 Legal Judgment Prediction

Fidelity to legal elements. In LJP, LLM is required
to output the charge given the legal case facts, and
this charge must be a valid charge (i.e., one type
of the legal element) from the charge library Dy,
such as theft, traffic accident, etc. Therefore, we
treat these charges as the list of candidate tokens.
When the LLM outputs the first token, we truncate
the candidate token set from the size V' (the size
of the vocabulary) to | Dy | (the size of the charge
library). For each token generated thereafter, we
constrain the LLM to select the token correspond-
ing to the highest probability from the remaining
list of charge tokens.

Fidelity to case facts. To enhance fidelity to the
case facts, we propose utilizing the case facts to
retrieve from the training dataset cases with facts
and use the corresponding charges to constrain the
generation of the first token. Specifically, we use
BM25 (Robertson et al., 1995) to retrieve the top-
K candidate charges and rank them accordingly.
As we traverse the list of charges from the begin-
ning, if the token is among the top-K charges, we
directly select the corresponding charge token list,
constraining the model to generate only the remain-
ing tokens for that charge:

tio,
tj _ 7,0
ti,j?

where NN; is the number of the tokens in ¢-th charge
token list.

ifto = {ti70 ‘ 1< K},

) “)
when 0 < j < N,

2.4 Legal Document Proofreading

Fidelity to legal elements. In LDP, the model
is required to output a corrected version of the



original document, and most of the text should
remain consistent with the original text. We first
use the tool spaCy' to identify legal-related text in
the original document and obtain the positions P =
{po, p1...} of these texts corresponding to tokens
T; = {lo, 1, ...}. When the LLM generates tokens
at these positions, we constrain the LLM to only
generate the token that corresponds to the original
document at that position, effectively setting the
probability of all other tokens to zero.

Fidelity to case facts. Legal workers may in-
troduce errors into the documents due to grammar.
Therefore, in the process of proofreading legal doc-
uments, we refer to the original input document
x and impose similarity constraints on the docu-
ment. Specifically, when generating the i-th token,
we decode the top-k tokens from the probability
distribution generated by the LLM and check their
phonetic and orthographic similarity (Mo, 2024)
to the corresponding character at position ¢ in the
original text. We select the token with the highest
similarity as the proofread token. Therefore, for
LTD, the j-th token ¢; we generate is:

Lz, iftje PAj=p:,

tj =

max sim(xj,t;), otherwise.

0<i<k

&)

2.5 Legal Trigger Words Detection

Fidelity to legal elements. In LTD, the model
needs to identify trigger words for legal events
from the original case facts. In the legal case, the
trigger words are primarily composed of verbs (i.e.,
one type of the legal element), as they usually de-
scribe the actions or events that lead to legal dis-
putes. Therefore, we use two tools, spaCy and
pkuseg (Luo et al., 2019), to recall a set of candi-
date trigger words from the input factual descrip-
tions of legal cases by identifying verbs. These trig-
ger words are then converted into tokens, forming
the candidate token set. The LLM is constrained to
only generate these tokens.

Fidelity to case facts. Since there can be re-
peated trigger words in a case, we also count the
occurrences of these trigger words in the original
text and incorporate these counts into constraints.
If a certain token reaches its maximum allowed oc-
currences, it will be removed from the subsequent
token list. Therefore, the j-th token is generated
according to Eq. 3.

"https://github.com/explosion/spaCy

Table 1: Statistics of used datasets.
Dataset #Train #Test Avg Len I Avg Len_O

LJP 1120 560 402.32 8.33
LDP 2983 840 66.49 66.30
LTD 35996 2000 67.57 8.28

3 Experiments

3.1 Experimental Settings
3.1.1 Dataset and Metric

LJP. We conduct experiments using the same
dataset as (Shui et al., 2023) from CAIL (Xiao
et al., 2018). We use Accuracy (Acc), Precision
(P), Recall (R), and F-Score (F;) to evaluate the
prediction results of the charges (Feng et al., 2022;
Zhong et al., 2018). LDP. We use a dataset from
Tailing2. We use Char-level Precision (P) and F 5
as metrics (Xu et al., 2022). Moreover, consider-
ing the LLM over-correction problem (Fang et al.,
2023; Li et al., 2023b), we also use False Positives
(FP) (Zhang et al., 2022) as an evaluation metric.
LTD. We use a dataset from LEVEN (Yao et al.,
2022) to complete the legal trigger words detec-
tion task. We use Precision (P), Recall (R), and
F1-Score (F;) to evaluate the detection results of
trigger words (Xu et al., 2023). The statistics of the
above datasets is shown in Table 1. Datails are in
Appendix B.

3.1.2 Base LLM

We use Qwen (Bai et al., 2023) and Baichuan (Yang
et al., 2023) as our base LLMs without any fine-
tuning. Specifically, we use Qwenl1.5-7B-Chat and
Baichuan2-7B-Chat for evaluation and retrieve task
examples through BM25 (Robertson et al., 1995)
and Sentence-BERT (SBERT) (Reimers, 2019).
Additionally, we compared our approach with three
legal LLMs: fuzi.mingcha (Wu et al., 2023a),
DISC-LawLLM (Yue et al., 2023) and LexiLaw?.

3.1.3 Implementation Details

Considering resource consumption, we opted to
retrieve one example. In the task of legal judgment
prediction, we set K in Sec. 2.3 to 20. In the task of
legal document proofreading, we set k in Sec. 2.4 to
10. In this paper, we set do_sample as False, allow-
ing the LLM to adopt a greedy search strategy and
ensuring the reproducibility. All experiments were
conducted on Nvidia A6000 GPUs. More details,
the source code and datasets can be found at https:
//anonymous . 4open.science/r/FCD-C3BB.

“https://github.com/DUTIR-Legallntelligence/Tailing
3https://github.com/CSHaitao/LexiLaw
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Table 2: Results of LJP, LDP, and LTD. | means smaller is better, in other cases, the larger the value. The best
performance is highlighted in bold. Legal LLM indicates the LLM has been fine-tuned on extensive legal dataset.

LJP LDP LTD
LLM Type  Model Acc P R F, |FP, P Fo5 | P R F
fuzi.mingcha 2286 4444 2265 27.08 | 1622 32.61 3472 | 8.16 1440 9.04
Legal LexiLaw 16.61 2439 1646 16.89 | 1315 39.09 40.92 | 18.14 1227 13.02
DiscLaw-LLM 52.86 69.72 5239 5520 | 1119 2372 23.06 | 31.81 27.79 2827
Qwen1.5-7B-Chat
Zero-shot 2982 4374 2956 30.84 | 4380 14.77 17.07 | 47.83 51.69 46.62
Zero-shot w/ FCD 51.61 56.77 51.15 49.02 | 1936 25.11 27.00 | 56.65 59.52 54.29
" Few-shot-BM25 | 41779 63.85 41.42 4553 [ 2823 24.64 27.70 | 57.85 63.09 56.77
Few-shot-BM25 w/FCD | 58.93 64.72 5893 57.17 | 1113 4295 44.19 | 61.34 64.56 59.30
" Few-shot-SBERT | 37.14 5572 3681 40.14 | 2812 25.80 29.04 | 55.60 61.19 54.84
Open-d Few-shot-SBERT w/FCD | 55.71 61.19 5571 54.18 | 1175 39.59 40.71 | 59.17 62.99 57.43
Baichuan2-7B-Chat
Zero-shot 2839 3996 28.14 2931 | 1710 25.03 2643 | 794 6.10 6.62
Zero-shot w/ FCD 4375 50.80 4334 4132 | 624 31.05 2652 | 3141 21.29 23.52
" Few-shot-BM25 | 36.61 6144 3628 41.61 ] 1395 4111 43.66 | 52.68 52.86 49.45
Few-shot-BM25 w/FCD | 56.61 64.82 56.61 55.11 | 722 5281 51.81 | 56.83 5271 51.18
" Few-shot-SBERT | 3321 53.65 3292 36.85 | 1382 40.42 4232 | 4880 4694 44.68
Few-shot-SBERT w/FCD | 53.93 57.81 5345 51.17 | 677 48.67 46.16 | 55.95 49.68 48.89
Table 3: The efficiency analysisof FCD. 0 e gwen v 70| o= imrovement 180@
Task Total (s) Per-token (ms) F-value C72 1442
o
LIP 145.10 54.26 30.84 2> -
LJP w/ FCD 143.13 55.19 49.02 236 72 3
LDP 1553.52 41.65 17.07 18 36 2
LDP w/ FCD  1609.05 44.46 27.00 0 o
LTD 700.89 4891 46.62 1.88 48 ’8 148
LTD w/FCD  561.25 4928 54.29 Figure 3: Performances of FCD with various LLM sizes.

3.2

3.2.1 Overall Performance.

Results and Analysis

The main experimental results are shown in Ta-
ble 2. Key findings include: 1) FCD outperforms
few-shot: Unconstrained LLLMs, even with exam-
ples, perform worse than adding FCD directly. 2)
FCD is compatible with RAG settings: Adding
FCD on top of few-shot methods consistently leads
to improvements. This indicates that FCD can be
integrated with retrieval systems to further enhance
the model’s performance. 3) FCD surpasses legal
LLMs: Without fine-tuning, an open-domain LLM
with one retrieved example and FCD achieves per-
formance comparable to legal LLMs, highlighting
FCD’s superiority.

3.2.2 Efficiency Analysis

We used Qwen in the zero-shot setting to explore
the efficiency of FCD in three tasks on a Nvidia
A6000 GPU, with the results shown in Table 3. In
terms of total decoding time (Total), FCD achieved
shorter total decoding times in both the LJP and
LTD tasks. This is because FCD reduces the decod-
ing space, enabling the LLM to focus more quickly
on outputs that align with legal elements and case
facts, thereby reducing the overall decoding time.
For average decoding time per token (Per-token),
the addition of FCD results in a time efficiency

within 3 ms. However, given the significant perfor-
mance improvement, the slight increase in time is
almost negligible.

3.2.3 Improvement Across Various LLM Sizes

We investigate how FCD performs across different
LLM sizes (Qwen: 1.8B, 4B, 7B, 14B) on the LJP
task, in a zero-shot manner. The results are shown
in Fig. 3. We can see that adding FCD to LLMs of
different sizes consistently improves performance,
reflecting the universality and effectiveness of FCD.
Furthermore, we find that adding FCD to smaller-
scale LLMs can even surpass larger-scale LLMs
without constraints (e.g., “4B w/ FCD” performs
better than “14B”). This reflects that FCD can in-
troduce additional legal-specific knowledge and
reasoning abilities into smaller models, which even
larger models might not have learned without FCD.

4 Conclusion

This paper introduces a novel research perspective
to tackle the fidelity and efficiency issues in le-
gal tasks by constraining the decoding process of
LLMs. Our FCD explicitly ensures that only out-
puts aligned with case facts and legal elements are
generated. Experiments on three datasets using two
open-domain LLMs in zero-shot and RAG settings
demonstrate FCD’s effectiveness and adaptability.



5 Limitations

Although FCD has achieved superior performance,
it still has the following limitations:

First, FCD is a general framework that helps
LLMs adapt to various legal tasks without any
fine-tuning, but we have not explored its applica-
tion across a broader range of legal tasks. There-
fore, future work could involve extending FCD
to more legal tasks, such as legal named-entity
recognition (Leitner et al., 2019) and article pre-
diction (Xiao et al., 2018). Additionally, when
applying LLMs to legal tasks, hallucinations (Dahl
et al., 2024; Li, 2023) may arise, and exploring
how FCD can mitigate hallucinations is another
potential direction for future research.

Furthermore, this paper explores the combina-
tion of FCD with the retrieval system to jointly
enhance the LLM’s ability to perform legal tasks.
However, we only selected two commonly used
retrieval methods, BM25 and Sentence-BERT. Fu-
ture research could explore the integration of more
advanced retrieval-augmented generation (RAG)
methods and retrieval models specifically designed
for the legal domain, such as Lawformer (Xiao
et al., 2021).
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A Related Work
A.1 LLM for Legal Tasks

Recently, numerous studies have applied LLMs to
the legal domain (Yu et al., 2022; Savelka et al.,
2023; Wu et al., 2023b). Prompt-based meth-
ods (Blair-Stanek et al., 2023; Nay, 2023; Jiang
and Yang, 2023) enrich the prompts by retrieving
similar examples to activate the LLM’s legal knowl-
edge (Shui et al., 2023; Deng et al., 2023a). Addi-
tionally, Legal LLMs (Yue et al., 2023; Cui et al.,
2023; Wu et al., 2023a; Deng et al., 2023b) have
also emerged, which, after fine-tuning on extensive
legal data, have acquired the capability to engage
in basic legal dialogues. Unlike previous works,
this paper aims to provide a method that requires
no fine-tuning at all, adapting open-domain LLMs
to legal scenarios, which can be conveniently trans-
ferred to any new legal task.

A.2 Constrained Decoding

In recent years, several works have proposed the
use of constrained decoding to guide the generation
process of LLMs, ensuring that the output meets
expected standards. (Geng et al., 2023) introduced
grammar-constrained decoding to enable LLMs to
perform structured NLP tasks. (Lu et al., 2024)

improved the quality of LLM outputs by introduc-
ing span-level pointwise mutual information scores
during the decoding process to select optimal spans.
Contrastive decoding constraints (Zhao et al., 2024;
Li et al., 2023a) have also been used to enhance
LLM’s text generation capabilities. (Huang et al.,
2024) aligns LLMs during decoding to produce
content that aligns with human preferences. Unlike
previous works, our approach starts from the need
for high fidelity in legal scenarios. We have de-
signed decoding constraints that are faithful to the
legal elements and the case facts, ensuring that the
LLM’s outputs adhere to these fidelity constraints.

B More Details of Evaluated Models and
Datasets

Table 4 is the website URLs and corresponding
licenses of the evaluated models and datasets. The
datasets we use have all been anonymized.



Type  Dataset/LLM URL Licence
CAIL2018 (LJP) https://github.com/china-ai-law-challenge/CAIL2018 MIT License
Dataset Tailing (LDP) https://github.com/DUTIR-LegalIntelligence/Tailing
LEVEN (LTD) https://github.com/thunlp/LEVEN
fuzi.mingcha https://github.com/irlab-sdu/fuzi.mingcha Apache-2.0 license
DISC-LawLLM https://github.com/FudanDISC/DISC-LawLLM Apache-2.0 license
LLM  LexiLaw https://github.com/CSHaitao/LexiLaw MIT license
Qwenl.5-7B-Chat https://huggingface.co/Qwen/Qwen1.5-7B-Chat Apache-2.0 license
Baichuan2-7B-Chat | https://github.com/baichuan-inc/Baichuan2 Apache-2.0 license

Table 4: The dataset source URLs and licenses. The parts where the license is listed as empty indicate that the
author has not provided a License.
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