
Infrastructure Ombudsman: Mining Future Failure Concerns from Structural
Disaster Response

Md Towhidul Absar Chowdhury1 , Soumyajit Datta1 , Naveen Sharma1 and Ashiqur R.
KhudaBukhsh1

1Rochester Institute of Technology
{mac9908, sd3528, naveen.sharma, axkvse}@rit.edu

Abstract

Current research concentrates on studying discus-1

sions on social media related to structural fail-2

ures to improve disaster response strategies. How-3

ever, detecting social web posts discussing con-4

cerns about anticipatory failures is under-explored.5

If such concerns are channeled to the appropriate6

authorities, it can aid in the prevention and miti-7

gation of potential infrastructural failures. In this8

paper, we develop an infrastructure ombudsman9

– that automatically detects specific infrastructure10

concerns. Our work considers several recent struc-11

tural failures in the US. We present a first-of-its-12

kind dataset of 2,662 social web instances for this13

novel task mined from Reddit and YouTube.14

1 Introduction15

On January 28, 2022, at 6.39 a.m. EST, the Fern Hollow16

Bridge in Pittsburgh, Pennsylvania collapsed. Due to the17

timing of the failure, thankfully, fewer vehicles were on the18

bridge and only ten people were injured with no fatalities.19

Pittsburgh, also known as the City of Bridges, was getting20

ready for a visit from President Biden that day. Biden vis-21

ited the collapse site and assured federal assistance to rebuild22

the bridge on the spot. This infrastructural failure, coinciding23

with a high-profile political visit and a push towards passing24

the Build Back Better infrastructure bill, attracted consider-25

able media attention to the flailing infrastructural health in26

the US.27

As we were sifting through the social web discussions sur-28

rounding this issue, broad themes such as words of compas-29

sion for the victims and typical responses in social web polit-30

ical discourse such as political name-calling, conspiracy the-31

ories, and partisan mud-slinging emerged. However, apart32

from these expected social web reactions, we noticed a small33

minority of interactions that talked about anticipatory failures34

of other bridges in the US. Table 1 lists a few illustrative ex-35

amples.36

The comments in Table 1, if mined efficiently and surfaced37

to the appropriate authorities, can present an effective path to38

intercept structural failure concerns. Failures that are yet to39

happen - but a responsible citizen is worried that they might.40

Social Media Post
There is a bridge in Lowell Massachusetts, it goes over
the Merrimack river and it is rusted strait through. It
won’t be long before we suffer major injuries because
that bridge is always bumper to bumper traffic!
I’m surprised the New Kensington bridge wasn’t the
first to go. Haha. Terrible condition.
The bridge on 1-81 that spans the Potomac between WV
and MD that could be next. It has a lot of 18 wheelers
beating it up. I kept a hammer in my car to get out if it
collapsed when I was on it.

Table 1: Illustrative examples indicating concerns over other vul-
nerable bridges following the collapse of the Fern Hollow Bridge in
Pittsburgh.

Vulnerabilities that they perhaps noticed before, but the sud- 41

den, exogenous shock in the form of a structural failure gives 42

them an outlet to voice their concerns. Extant research on dis- 43

aster response discourse focuses on a diverse set of tasks that 44

include: efficient distribution of relief [Varga et al., 2013], 45

crisis management, handling emergencies etc [Horita et al., 46

2017]. Much of this research has focused on natural disas- 47

ters such as typhoons [Zou et al., 2023], earthquakes [Sakaki 48

et al., 2012], floods [Feng et al., 2020], and accidents with 49

severe fatalities [Liu et al., 2020]. Analyzing social media re- 50

sponses to structural failures such as bridges or building col- 51

lapses is rather new and looking beyond the immediate, and 52

focusing on future potential crises has no prior literature to 53

the best of our knowledge. 54

This paper1 presents infrastructure ombudsman, an auto- 55

mated social media listener tool that surfaces infrastructure 56

concerns. Via a curated corpus of 2,662 instances (271 posi- 57

tives and 2391 negatives)2, we demonstrate that state-of-the- 58

art NLP and AI methods can be harnessed to build such tools 59

that can aid humans in identifying infrastructure concerns. 60

While the Pittsburgh Bridge collapse was an exogenous shock 61

that got people discussing other potential vulnerabilities, it is 62

possible that our findings point to a broader human pattern 63

where structural collapses trigger similar thoughts about an- 64

1Paper has been published in The ACM Web Conference
(WWW) 2024

2https://github.com/towhidabsar/InfrastructureOmbudsman



Figure 1: Dataset Creation Pipeline

ticipatory failures. Our dataset thus considers several recent65

infrastructure failures in the US and combines effective rare-66

class mining methods to present a more holistic resource to67

this novel task.68

Our contributions are the following:69

Novel task: detecting infrastructure concerns: We define70

a new task of detecting infrastructure concerns from social71

web posts. Our task presents a marked departure from exist-72

ing disaster response literature where our goal is to identify73

citizen concerns about possible, future structural failures.74

New resource: We release a dataset of 2,662 instances75

(271 positives and 2,391 negatives) of infrastructure concerns76

mined from millions of Reddit posts and YouTube comments.77

We present a suite of strong baselines trained on this dataset78

and demonstrate the feasibility of automatically detecting in-79

frastructure concerns with reasonably high precision and re-80

call. On unseen data, we demonstrate that our content clas-81

sifier can effectively aid humans in detecting potential candi-82

dates that express infrastructure concerns.83

2 Dataset84

We curate the first dataset for this novel task by collecting so-85

cial media instances from Reddit and YouTube by employing86

a multi-step pipeline to filter the data and identify the most87

likely candidates expressing infrastructure concerns. The88

process begins with keyword filtering using a set of search89

terms related to various structural failures. This high-recall90

approach [Halterman et al., 2021; Dutta et al., 2022] yields91

an initial corpus of over 140,326 Reddit posts and 416,00992

YouTube comments. Next, we prune the data using natu-93

ral language inference (NLI) where we only retain instances94

where an off-the-shelf NLI system predicts entailment be-95

tween the post and the hypothesis “There is a growing in-96

frastructure concern somewhere.” The filtered data is then97

annotated using a large language model (PaLM 2) [Chowdh-98

ery et al., 2022] in a zero-shot setting. We designed a prompt99

to guide the annotation process [Ziems et al., 2023], aligning 100

the model’s responses with the desired labels. This machine 101

annotation step further narrows the dataset to 243 Reddit ex- 102

amples and 2,419 YouTube examples. Each step of our data 103

creation process, visualized in Figure 1, focused on filtering 104

down the sample to just the most likely positive instances 105

of anticipatory infrastructure concerns. After collecting an 106

initial dataset of over 2 million social media discussions 107

from both Reddit and YouTube, we filtered it down to over 108

10,251 positives with textual entailment. Another round of 109

LLM-based zero-shot annotation lowered our sample size to 110

∼3,000 possible positives. The first round of partisan MTurk 111

annotation yielded 1,000 possible comments labeled as future 112

infrastructure concerns by at least two crowd-sourced annota- 113

tors. The two expert annotators then reduced this to just 271 114

highly confident positive examples, compared to 2,391 con- 115

firmed challenging negative examples (as it passed through 116

our three filters including crowdsourced workers), for a total 117

annotated corpus of 2,662 data points. 118

3 Experiments 119

A key contribution of our work is developing natural language 120

processing methods to automatically identify discussions ex- 121

pressing anticipatory infrastructure concerns. We frame this 122

as a binary text classification problem, where the goal is to 123

determine whether a given text contains evidence of concerns 124

about potential infrastructure failures. In what follows, we 125

design and evaluate a suite of classifiers trained on this bi- 126

nary classification task. 127

3.1 Zero-Shot Classification 128

We select three well-known LLMs (PaLM 2 [Chowdhery 129

et al., 2022], GPT-3.5-Turbo [noa, ], and Mistral 130

AI [Jiang et al., 2023]) to perform zero-shot classification 131

as our baselines. As already mentioned, this prompt has been 132

designed following best practices suggested by [Ziems et al., 133

2023]. We present the social web post following the prompt. 134



Model Precision Recall F1 Accuracy
BERTnomask 0.79±8e-5 0.82±1e-4 0.81±5e-4 0.92±1e-5
BERTmask 0.80±2e-4 0.83±2e-4 0.81±1e-4 0.93±2e-5
RoBERTanomask 0.78±8e-5 0.83±1e-4 0.80±3e-5 0.92±2e-5
RoBERTamask 0.82±1e-5 0.83±3e-4 0.82±9e-5 0.93±3e-5
LLAMA2nomask 0.83±2e-5 0.78±5e-5 0.80±2e-5 0.93±4e-5
LLAMA2mask 0.81±1e-4 0.79±1e-4 0.80±1e-4 0.93±4e-5
Mistralnomask 0.77±9e-6 0.75±5e-5 0.76±8e-5 0.91±6e-5
Mistralmask 0.83±2e-5 0.79±1e-4 0.80±5e-5 0.93±3e-5
Mistralzero 0.54 0.57 0.31 0.32
GPT3.5-Turbozero 0.53 0.57 0.35 0.38
PaLM2zero 0.58 0.63 0.59 0.80

Table 2: The results of the classifier performances on our dataset. We split our corpus into training and validation sets (70:30). All values
are the macro average results evaluated across a 5-fold run over the validation set except for the zero-shot classification. We report the mean
along with the variance.

3.2 Supervised Classification135

We consider multiple classifier models including smaller lan-136

guage models with around 700M parameters (BERT [Devlin137

et al., 2018] and RoBERTa [Liu et al., 2019]) as well as large138

language models with 7B parameters (Mistral and Llama139

2 [Touvron et al., 2023]). We fine-tuned each model on our140

dataset using a 70/30 train/test split for 5 epochs using Adam141

optimizer [Kingma and Ba, 2017]. We consider standard ma-142

chine learning performance metrics precision, recall, F1, and143

accuracy on the held-out validation set.144

Most of the instances present in our dataset mention physi-145

cal locations. All these locations can be clubbed into a place-146

holder <LOCATION> which might benefit a text classifier147

not to attend to irrelevant information. To isolate the impact148

of locale-specific references, we ran experiments under two149

settings: (1) masked locations, and (2) no masked150

locations. Under the masked location setting, we151

utilized named entity recognition (NER) to identify locations152

and geopolitical entities like cities and states within each153

comment using spaCy [Montani et al., 2023], replacing them154

with the generic token <LOCATION>. With no masked155

locations, we left the comments unmodified. This en-156

abled us to evaluate whether classifiers rely heavily on lo-157

cal references to identify infrastructure concerns, or can infer158

these concerns solely from high-level semantic content. Eval-159

uating performance with masked and unmasked locations can160

reveal opportunities to improve model robustness. Our exper-161

iments aim to determine the degree to which anticipatory in-162

frastructure concerns can be detected from language patterns163

alone, without relying on localization signals.164

4 Results165

Table 2 summarizes our supervised solutions’ performance.166

We observe all supervised solutions attaining reasonable pre-167

cision, recall, and F1 score. We do not observe any across-168

the-board discernible benefit in masking or not masking the169

location information indicating that our models are most170

likely learning from the semantic content of the infrastructure171

concern rather than being fixated on location mentions.172

In contrast with the fine-tuned models, we observe that the173

zero-shot models perform considerably poorly, with PaLM 2 174

emerging as the winner among the zero-shot LLMs. This is 175

possibly due to the nuanced nature of our task. 176

4.1 Performance In The Wild 177

To be practically useful, the infrastructure ombudsman, i.e., 178

our content classifier, will have to effectively mine infras- 179

tructure concerns in the wild. To evaluate in-the-wild perfor- 180

mance, we employ the top-performing classifier from Table 2 181

(RoBERTamask) to previously unseen Din-the-wild. 182

Running on this data, our classifier flagged 2,116 com- 183

ments as positive anticipatory infrastructure concerns, and 184

7,884 as negative. To estimate precision and recall on this 185

unlabeled set, we manually annotated a random sample of 186

100 predicted positives and 100 predicted negatives. 187

On these manually annotated samples, our classifier 188

achieved a macro precision of 0.82, recall of 0.85, F1 score of 189

0.85, and an accuracy of 0.82, in identifying true infrastruc- 190

ture concerns outside of the training data. This demonstrates 191

promising generalization to unseen data, with a high preci- 192

sion indicating most flagged instances were true positives. 193

5 Conclusion and Discussions 194

This paper presents a novel direction in mining anticipatory 195

concerns from social media following structural failures (e.g., 196

bridge or building collapses). To this end, we present the 197

first dataset resource to perform this novel task. We present a 198

suite of strong baselines relying on the recent advancements 199

in large language models. Our automated anticipatory infras- 200

tructure concern mining tool, dubbed infrastructure ombuds- 201

man, performs effectively in the wild. 202

Beyond infrastructure concerns: Our study reveals an in- 203

teresting pattern in human behavior where we observe that 204

people often discuss potential vulnerabilities following a 205

structural failure. There could be broader generalizability to 206

this phenomenon. Following a brawl in a bar that results in a 207

shooting incident can trigger discussions on other bars where 208

violence might happen. Similar methods can be employed to 209

intercept such concerns. 210
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