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Abstract001

Large Language Models (LLMs) have poorer002
performance on multilingual reasoning tasks003
than on English tasks due to limited pretraining004
data for these languages. In this paper, we pro-005
pose Knowledge Funnel, a novel multilingual006
reasoning framework that improves LLM per-007
formance through four steps: (1) Multilingual008
Knowledge Alignment, which enhances rea-009
soning by leveraging English knowledge; (2)010
Entity-Structured Knowledge, which extracts011
a structured representation of the question012
(3) Dependency Knowledge, which captures013
language-specific dependencies such as units014
and quantifiers; (4) Calculation and Answer015
Generation, which ensures accurate reason-016
ing results. Furthermore, it can be combined017
with other approaches, such as CoT, to achieve018
even better results. Our framework achieves019
11.3% and 11.1% improvements over Chain-020
of-Thought (CoT) methods on MGSM8K and021
MSVAMP, demonstrating its effectiveness in022
enhancing LLMs’ multilingual reasoning capa-023
bilities. We will release our code once accep-024
tance.025

1 Introduction026

Large language models (LLMs) have strong rea-027

soning capabilities across various reasoning tasks,028

whether it is numerical reasoning, commonsense029

reasoning or symbolic reasoning (Wei et al., 2022).030

But when it comes to multilingual sences, the rea-031

soning capabilitiy of LLMs vary between different032

languages (Huang et al., 2023a; Shi et al., 2023).033

For example, LLMs tend to be more accurate when034

solving problems in English compared to the same035

questions in other languages. We analyze that it036

can be attributed to the training process of LLMs.037

Since English serves as the primary language in038

training data, models tend to perform well in En-039

glish but struggle with other languages due to lim-040

ited training resources (She et al., 2024). There are041

three key challenges:042

0.75 bags per guest, as 1/4 of the

Christina is planning ... needs gift bags for each 

How much money 

invited guest,

Number of gift bags per guest: 0.75

Number of invited guests: 16

She invited 16 friends. 😵 💫

😄
💡

Cost per gift bag: 2 dollars

guests will not attend.

Each gift bag costs 2 dollars.

will she spend?
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Figure 1: Advantages of structured knowledge represen-
tation: Improving the semantic understanding ability of
LLMs.

1. Limited cross-linguistic generalization: 043

LLMs often fail to recognize problem rep- 044

resentations in languages with fewer training 045

examples. 046

2. Difficulty in understanding semantic struc- 047

tures: Complex semantic structures in non- 048

English languages can lead to misinterpreta- 049

tion of relationships between entities, which 050

affects reasoning accuracy. 051

3. Over-reliance on English alignment: Many 052

existing methods improve multilingual rea- 053

soning by aligning non-English problems 054

with English representations. However, 055

native-language training data contain valu- 056

able linguistic features that should not be over- 057

looked. 058

These challenges highlight the need for an ap- 059

proach that enhances multilingual reasoning ca- 060

pabilities of LLMs. 061

Existing methods for improving multilingual rea- 062

soning in LLMs can be categorized into four main 063

approaches: Direct translation: (Huang et al., 064

2023b; Qin et al., 2023) Translating multilingual 065

questions into English helps align them with the 066

model’s strengths. However, this approach relies 067
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on high-quality translation and may lose structured068

information due to linguistic differences. Chain-069

of-Thoughts (COT): (Qin et al., 2023) CoT im-070

proves reasoning by optimizing reasoning steps,071

but its effectiveness also depends on the language072

comprehension of the model, which will cause073

the continuous transmission of misunderstandings.074

In-Context Learning: (Brown et al., 2020) This075

method captures relationships within given exam-076

ples but struggles to identify key entities and rela-077

tionships beyond the provided context (Min et al.,078

2022). Supervised Fine-tuning (SFT): (Zhu et al.,079

2024; She et al., 2024) Although SFT improves080

performance in specific domains, it has two main081

limitations: (i) it requires large-scale labeled data,082

which makes it costly, and (ii) fine-tuning on one083

specific language can not generalize well across all084

languages.085

Existing methods primarily focus on optimizing086

the reasoning process but overlook the challenges087

LLMs face in understanding the semantic struc-088

tures of multilingual problems. To this end, we pro-089

pose Knowledge Funnel, which leverages struc-090

tured knowledge representation to enhance LLMs’091

semantic understanding of multilingual problems.092

By integrating structured representations into the093

reasoning process, our approach aims to improve094

LLMs’ multilingual reasoning capabilities. As095

shown in Figure 1, LLMs face greater challenges096

in understanding questions formulated in natural097

language compared to those presented in a struc-098

tured format. To address this, we transform natural099

language questions into structured knowledge rep-100

resentations, which allows the model to recognize101

that "0.75 bags per guest" and "1/4 of the guests102

will not attend" describe the same underlying rela-103

tionship, meanwhile filtering out irrelevant infor-104

mation that could interfere with reasoning. Our105

framework has the following three highlights:106

(1) We leverage a simple yet effective alignment107

strategy to transfer LLMs’ reasoning capabilities in108

English to other languages. By using English as an109

intermediary, we transform non-English problems110

into English representations, thereby enhancing the111

reasoning ability in low-resource languages.112

(2) Since LLMs struggle with understanding the113

semantic structures of non-English problems, we114

extract structured knowledge representations from115

natural language questions, converting complex116

multilingual problems into a more interpretable117

form.118

(3) While LLMs perform poorly in certain lan- 119

guages, language-specific features remain essen- 120

tial. Our framework preserves these features by 121

guiding the model to focus on language-specific 122

dependency knowledge, ensuring that the valuable 123

linguistic characteristics learned during training 124

could be retained. 125

Extensive experiments demonstrate that our 126

framework outperforms existing methods, includ- 127

ing Chain-of-Thought (CoT), across various mul- 128

tilingual reasoning tasks. The result illustrate that 129

by improving LLMs’ ability to interpret the se- 130

mantic structure of multilingual problems while 131

preserving language-specific knowledge, Knowl- 132

edge Funnel significantly enhances multilingual 133

reasoning performance. 134

Our contributions can be summarized as follows: 135

1. We proposed a framework called Knowledge 136

Funnel, which dynamically extracts entity 137

structured knowledge and language-specific 138

dependency knowledge from the questions. It 139

can significantly improve the multi-language 140

reasoning ability of LLMs at a very low cost. 141

2. To reflect the scalability of our framework, we 142

combined our framework with COT and other 143

methods, and verified it on multiple LLMs 144

and datasets. Taking GPT-3.5 and MGSM 145

datasets as examples, the average score of 146

this framework in all languages has increased 147

by 30.3% compared to the original method, 148

11.3% higher than the COT method, and bet- 149

ter than other baselines. 150

3. We further extend the framework to multi- 151

ple reasoning tasks, and the scores in each 152

language are better than other methods such 153

as COT, indicating that our framework has 154

strong generalization. 155

2 Related Work 156

This work is closely related to two topics: multilin- 157

gual reasoning and prompt learning. 158

2.1 Multilingual Reasoning 159

Large language model reasoning, which evaluates 160

the ability of LLMs to handle complex tasks, serves 161

as a straightforward measure of their efficiency 162

(She et al., 2024) . These reasoning tasks mainly 163

include numerical reasoning and commonsense rea- 164

soning. With the growing interest in multilingual 165
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LLM performance, researchers have begun inves-166

tigating how LLMs perform in multilingual envi-167

ronments. A common approach to improve perfor-168

mance on low-resource languages is pre-translation169

inference, which involves translating input ques-170

tions into a high-resource pivot language (e.g., En-171

glish or Chinese) before querying the LLM to lever-172

age the model’s proficiency in the pivot language173

(Huang et al., 2023b; Qin et al., 2023).174

In addition, Chain-of-Thoughts (CoT) prompt-175

ing has proven effective in enhancing complex rea-176

soning performance (Sap et al., 2020; Yu et al.,177

2023; Liu et al., 2023a) and has been widely ex-178

plored in existing studies (Huang et al., 2025). Liu179

et al. (2024) proposed several strategies to extend180

COT to multilingual scenarios, including "Native-181

CoT" where both questions and instructions are in182

the native language, "EN-COT" where instructions183

are in English, and "XLT" (Huang et al., 2023b),184

which involves translating questions into English185

and solving them step-by-step. In addition to non-186

parametric methods, some works introduce super-187

vised fine-tuning (SFT) (She et al., 2024; Zhu et al.,188

2024) to enhance the multilingual reasoning abil-189

ity of the model. For example, translating English190

training data into other languages, or mixing the191

original language and target language in a single192

query , and then fine-tuning the multilingual large193

language model (MLLM) for instructions (Chai194

et al., 2024). However, SFT suffers from data195

scarcity and catastrophic forgetting problems, and196

its cross-domain generalization ability is also lack-197

ing (She et al., 2024).198

Compared with the above methods, our frame-199

work is more suitable for multilingual reasoning:200

we pay more attention to the specific knowledge201

of different languages, and it is more generalizable202

than SFT because it can be applied to different203

tasks and different languages at low cost.204

2.2 Prompt Learning205

Prompt learning is a mainstream research method206

to improve the capabilities of LLMs. By designing207

a variety of prompt templates, LLMs are guided to208

reason in a non-parametric way (Liu et al., 2023b).209

Prompt learning can improve model capabilities210

without changing parameters and does not rely on211

a large amount of labeled data, significantly re-212

ducing the cost of model training and has stronger213

generalization capabilities. In the field of mul-214

tilingual reasoning, Chain-of-Thoughts (COT) is215

an efficient and simple method. Common COT 216

methods include basic CoT prompting (Wei et al., 217

2022), complex CoT (Fu et al., 2023) and multilin- 218

gual CoT (Shi et al., 2023), etc. In addition, Brown 219

et al. (2020) proposed in-context learning (ICL), 220

which generates prompts by combining some ex- 221

amples with instructions, and Puerto et al. (2024) 222

used LLMs to convert reasoning tasks into code 223

and execute them with the help of external inter- 224

preters to solve complex reasoning problems. In 225

terms of structured prompts, Madaan et al. (2022) 226

performed few-shot prompts on Codex LLM and 227

converted the task into a Python graph for process- 228

ing structured commonsense tasks, further expand- 229

ing the application scope of prompt learning. 230

As a prompt learning method, unlike COT and 231

other methods that focus on inference steps, our 232

framework focuses on improving the relationship 233

understanding ability of the model, using a more 234

concise method to structure the questions, and 235

can be applied to various multi-language reason- 236

ing tasks. In addition, our framework can also be 237

combined with other prompt learning methods to 238

improve reasoning effects in all aspects. 239

3 Methodology 240

In this section, we propose a novel prompting 241

framework, named Knowledge Funnel, aiming to 242

improve the performance of LLMs in multilingual 243

reasoning tasks. The overall framework of our 244

Knowledge Funnel is shown in Figure2. 245

3.1 Multilingual Alignment Knowledge 246

In the first step, all questions are translated into 247

English by LLMs. This step achieves language 248

alignment in a simple but effective way, using the 249

translation capabilities of LLM to convert ques- 250

tions in all other languages into English. This 251

step leverages LLMs’ strong English reasoning 252

capabilities to mitigate performance degradation 253

caused by limited training data in non-English lan- 254

guages, thereby improving the overall performance 255

of the model in multilingual reasoning tasks. By 256

using English as an intermediary, we transform 257

non-English problems into English representations, 258

so the model can understand the question more ac- 259

curately, ensuring semantic consistency and logic 260

during the reasoning process. 261
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Figure 2: Illustration of our Knowledge Funnel Frame-
work. Our Knowledge Funnel is designed to extract En-
tity Structured Knowledge and Dependency Knowledge
from multilingual questions, optimizing large models’
multilingual reasoning capabilities.

3.2 Entity-Structured Knowledge262

Next, named entity recognition (NER) is applied to263

extract key entities (e.g., numbers, units, objects)264

and their relationships in the question. These rela-265

tionships are identified sequentially based on their266

textual order, ensuring that critical information is267

accurately captured and clearly structured. This268

step not only clarifies the connections between269

entities, but also ensures that the semantic infor-270

mation can be accurately captured and effectively271

associated with the corresponding entities. In this272

way, the model can clearly identify the semantic273

structures in the question and avoid inference er-274

rors caused by misinterpretation of relationships.275

In addition, relationship extraction helps simplify276

problems and makes complex reasoning tasks more277

parsable. This step helps eliminate ambiguities, re-278

duce reasoning errors, and enhance the model’s279

ability to parse complex problems.280

3.3 Dependency Knowledge281

To preserve language-specific features, the model282

is required to identify the dependencies between283

values and units, quantifiers, and measurement284

words by utilizing the language knowledge learned285

by model during the training process. Unlike task- 286

specific prompting, this approach enables LLMs 287

to automatically handle linguistic dependencies 288

across languages, ensuring accurate semantic inter- 289

pretation and reducing inference errors caused by 290

syntactic variations. The recognition of language- 291

specific dependencies enhances the model’s ability 292

to process language characteristics and reduces in- 293

ference errors caused by differences in language 294

syntax. 295

3.4 Calculation And Answer Generation 296

Finally, the model performs calculations based on 297

the extracted relationships and dependency knowl- 298

edge. The computed answer is then translated back 299

into the original language, ensuring consistency 300

between input and output while maintaining inter- 301

pretability in multilingual settings. At this stage, 302

the final solution to the problem is reached through 303

the operation of relationships, while the translation 304

step ensures the seamless connection between dif- 305

ferent languages, allowing the reasoning task to be 306

successfully completed in a multilingual environ- 307

ment. 308

3.5 Analysis 309

Our framework offers several advantages: 310

• Multilingual Alignment Knowledge en- 311

hances reasoning performance in non-English 312

languages by leveraging English as an inter- 313

mediary. 314

• Entity-Structured Knowledge ensures clar- 315

ity in question semantics and accurate infor- 316

mation extraction. 317

• Dependency Knowledge Extraction enables 318

the model to recognize and retain language- 319

specific features, preserving semantic consis- 320

tency and improving reasoning accuracy. 321

Additionally, the method is highly scalable. It 322

is compatible with existing reasoning approaches, 323

such as Chain-of-Thought (CoT) and In-Context 324

Learning (TCL), and can be integrated with them 325

for further performance improvements. Unlike 326

fine-tuning, which requires large amounts of la- 327

beled data for specific tasks, our framework 328

provides a generalizable solution across diverse 329

multilingual reasoning tasks. Experimental re- 330

sults demonstrate its effectiveness across differ- 331

ent datasets, reasoning types (e.g., numerical and 332
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commonsense reasoning), and linguistic domains,333

highlighting its broad applicability and robustness.334

4 Experimental Setup335

In this section, we introduce the experimental set-336

tings, including base models, baselines, evaluation337

indicators, experimental settings, etc.338

4.1 Base Model339

In order to evaluate the effectiveness of our frame-340

work in improving multilingual reasoning, we341

use three LLMs as base models: GPT-3.5-Turbo,342

Qwen-7B-Instruct, and Mistral-7B-Instruct-v0.3.343

We not only conduct experiments on open source344

model(Qwen) and closed source model (GPT-3.5),345

but also add the Mistral model, an open source346

LLM that focuses on improving reasoning capa-347

bilities and is not specifically optimized for mul-348

tilingual tasks. Experimenting on this model can349

verify whether the framework can improve the mul-350

tilingual capabilities of models that are not good at351

multilingual capabilities.352

4.2 Datasets353

To verify the versatility of our framework, we con-354

ducted experiments on two multilingual numerical355

reasoning datasets, MGSM and MSVAMP, and a356

commonsense reasoning dataset, XCOPA.357

MGSM (Multilingual Grade School Math):358

MGSM (Shi et al., 2023) is a benchmark dataset359

of multilingual elementary school math reason-360

ing problems. The dataset is translated from the361

GSM8K dataset and contains 11 different lan-362

guages, which aims to evaluate the ability of mod-363

els to solve math problems in a multilingual envi-364

ronment.365

MSVAMP (Multilingual Semantic Value366

Math Problems): MSVAMP (Chen et al., 2024)367

is a math problem dataset focusing on multilin-368

gual semantic reasoning, designed to evaluate the369

mathematical reasoning and semantic understand-370

ing ability of models in different languages. The371

dataset contains math problems in multiple lan-372

guages, emphasizing the understanding of quantity,373

units, and measurement words.374

XCOPA (Cross-lingual Choice of Plausible375

Alternatives): XCOPA (Ponti et al., 2020) is a376

benchmark dataset for multilingual commonsense377

reasoning tasks. The questions involve reasoning378

scenarios in multiple cultural backgrounds and sup-379

port more than ten languages, including English,380

Arabic, Chinese, Spanish, French, German, Rus- 381

sian, etc. It aims to test cross-language reasoning 382

capabilities and the adaptability of models to dif- 383

ferent cultural backgrounds. 384

4.3 Baselines 385

For comparison, we selected some non- 386

parameterized methods and experimented 387

on the same model and dataset. 388

Basic Prompt: Only the most basic prompt 389

strategy (such as "Let’s solve the following prob- 390

lem") is used without any additional prompt strat- 391

egy. The questions are presented in the original 392

language and the instructions are presented in En- 393

glish. 394

Translate to English: (Trans) The questions 395

are presented in the original language, and the large 396

model is prompted in English to translate the prob- 397

lem into English, and then it is asked to answer it 398

directly. 399

English chain-of-thought (EN-COT): The 400

question is presented in the native language, but 401

the model is instructed to reason in English using 402

the phrase "Let’s think step by step in English." 403

Cross-lingual-thought (XLT): XLT (Huang 404

et al., 2023b) is an advanced prompting approach 405

for multilingual tasks, where the model is guided 406

to translate the question into English and solve it 407

step-by-step in English. 408

Must Think More Step (MTMS): MTMS (Jin 409

et al., 2024) is a prompting strategy that encourages 410

the model to perform more detailed and gradual 411

reasoning by explicitly asking it to break down the 412

problem into smaller steps, ensuring deeper and 413

more thorough thought processes. 414

4.4 Evaluation Metrics 415

Accuracy is used to access a model’s ability on 416

classification tasks and is commonly used for 417

multichoice and yes/no tests: Accuracy = Ncor- 418

rect/Ntotal (Jin et al., 2024). 419

4.5 Experiment Setting 420

To verify the effectiveness of our framework, we 421

designed the following experiments: 422

Ours: Our framework described in Section 3. 423

We report two versions of our method in the ex- 424

perimental results: one with only three basic steps, 425

excluding dependency knowledge (Ours (Basic)), 426

and another with all steps included (Ours (Full)). 427

This distinction is made because the effectiveness 428
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Model Method Language

En Sw Ja Be Th Te Ru Zh De Es Fr AVG

GPT

Original 54.4 25.6 36.8 35.2 24.8 24.8 46.8 42.4 39.2 42.0 38.0 37.3
Trans 54.4 29.2 29.6 25.2 30.4 18.4 34.0 43.2 58.4 68.8 48.8 40.0
COT 76.0 55.2 60.4 42.0 46.4 15.6 58.4 62.8 70.0 70.4 62.0 56.3
XLT 73.6 68.0 65.2 60.4 63.6 37.6 73.2 68.8 73.6 70.0 69.2 65.7
MTMS 73.6 58.4 55.6 41.6 46.0 16.4 63.6 63.6 70.0 71.2 66.4 56.9
Ours (Basic) 75.2 55.6 60.4 57.6 55.6 35.2 69.2 64.4 66.4 70.0 66.4 61.5
Ours (Full) 74.4 61.6 66.0 60.8 59.2 32.8 69.6 71.6 69.6 71.2 66.0 63.9
Ours (Basic) + few shot 74.0 63.6 65.2 59.2 60.0 36.8 71.2 66.4 66.8 74.0 68.4 64.1
Ours (Full) + few shot 74.0 66.4 63.6 63.6 60.4 36.0 70.4 69.2 70.4 74.0 65.6 64.9
Ours (Basic) + COT 78.4 65.6 73.2 61.2 63.6 38.4 73.6 74.8 70.8 75.2 69.2 67.6
Ours (Full) + COT 72.4 64.8 66.4 64.4 60.4 40.8 73.6 69.6 68.0 74.4 68.8 65.8

Qwen

Original 84.0 12.8 56.0 51.2 48.0 24.0 73.6 80.8 66.8 71.2 64.4 57.5
Trans 85.2 24.8 74.0 72.0 78.8 41.6 83.6 82.0 74.0 80.0 72.0 69.8
COT 83.6 14.0 73.2 61.6 78.4 39.2 78.8 81.6 74.0 77.6 72.0 66.7
XLT 87.6 27.2 78.4 73.2 80.8 39.2 86.8 83.2 73.2 78.4 73.2 71.0
MTMS 86.8 17.2 73.2 61.6 76.4 26.4 79.2 80.0 75.2 78.4 70.8 65.9
Ours (Basic) 84.0 25.6 73.2 68.8 78.4 36.4 80.8 83.6 69.6 75.2 74.0 68.1
Ours (Full) 85.2 27.2 73.2 69.6 75.6 36.4 79.6 79.2 72.0 80.8 73.2 68.4
Ours (Basic) + few shot 83.6 25.6 74.0 68.8 77.2 39.2 81.2 80.4 76.4 78.0 78.0 68.8
Ours (Full) + few shot 85.2 24.8 76.0 70.4 77.6 39.6 79.6 80.8 79.2 78.0 76.4 69.8
Ours (Basic) + COT 86.8 28.0 75.2 74.4 80.8 41.2 84.0 82.0 74.0 81.6 74.8 71.2
Ours (Full) + COT 85.6 27.6 74.4 69.2 79.2 38.0 79.2 80.0 73.2 78.4 72.0 68.8

Mistral

Original 36.8 2.4 16.4 10.4 7.6 20.4 22.0 22.4 21.6 21.6 3.2 16.8
Trans 48.0 5.2 12.4 21.6 23.2 29.2 40.0 29.2 29.2 31.2 5.2 24.9
COT 53.6 7.6 14.4 8.0 15.2 29.2 30.8 27.6 30.0 30.4 4.0 22.8
XLT 57.6 12.4 37.2 25.6 32.0 51.2 51.2 43.2 48.4 48.8 4.0 37.4
MTMS 55.2 6.0 14.0 4.0 15.6 30.4 39.6 30.8 30.0 33.2 2.0 23.7
Ours (Basic) 54.4 13.6 30.4 28.4 29.2 40.0 43.2 40.0 40.0 36.4 7.6 33.0
Ours (Full) 55.2 13.6 36.4 28.8 28.8 43.6 44.4 43.2 42.0 40.0 8.8 34.7
Ours (Basic) + few shot 51.2 12.0 38.8 29.6 33.6 44.0 48.0 43.2 42.8 44.0 8.4 36.0
Ours (Full) + few shot 49.6 11.6 43.6 30.8 35.6 48.8 46.0 44.4 45.2 45.2 7.2 37.1
Ours (Basic) + COT 56.4 14.0 36.0 32.4 33.2 49.6 47.6 43.2 45.6 44.8 11.2 37.6
Ours (Full) + COT 55.4 12.8 38.4 27.2 32.4 43.2 45.6 42.4 39.6 43.6 10.8 35.5

Table 1: Performance Comparison Across Models and Methods in Multilingual Tasks (MGSM Dataset). The
bolded values represent the highest scores, while the underlined values represent the second-highest scores.

of dependency knowledge extraction varies across429

different experiments. Both versions are also re-430

tained in subsequent combination methods.431

Ours+COT: A hybrid approach combining our432

framework with COT. After enhancing the seman-433

tic understanding ability of the model, it further im-434

proves the reasoning ability by guiding the model435

to make step-by-step reasoning.436

Ours+COT+few-shot: After combining our437

framework with COT, a small number of examples438

(few-shot) are used to guide the model to help the439

model better understand the task and perform ef-440

fective reasoning, thereby further improving multi-441

language reasoning performance.442

5 Results 443

In our experiments, we evaluated the performance 444

of different methods on multilingual reasoning 445

tasks. To ensure the fairness, we set up multi- 446

ple baselines: the original method without any 447

prompts (Original), the direct translation method 448

(Trans), and several mainstream reasoning frame- 449

works, including Chain-of-Thought (COT), Cross- 450

lingual-thought (XLT) , and Must Think More Step 451

(MTMS). All baselines are introduced in Section 452

4.3. Additionally, we tested our proposed method 453

and its combination with other reasoning methods, 454

such as COT and a few-shot setting, to further en- 455

hance performance. 456

Our experiments were conducted on two reason- 457
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Figure 3: Comparison of Accuracy Across Methods on
GPT-3.5 (MGSM Dataset). Both of our frameworks
maintain high accuracy across all languages.

ing tasks: numerical reasoning and commonsense458

reasoning. For numerical reasoning, we used the459

MGSM and MSVAMP datasets, while for com-460

monsense reasoning, we used the XCOPA dataset.461

The main results are presented in Tables 1 and462

Appendix A.463

5.1 Overall Results464

Table 1 shows the performance of each method on465

the MGSM dataset. The three comparison meth-466

ods mainly focus on optimizing reasoning steps,467

while our Knowledge Funnel focuses on enhanc-468

ing question understanding. As a result, it consis-469

tently outperforms traditional methods across all470

languages, with particularly significant improve-471

ments in languages where the original performance472

was lower. For instance, the score of Swahili in-473

creased by 29.2% and Thai increased by 30.8%,474

demonstrating that languages with weaker initial475

performance often suffer from poor relationship476

understanding.477

From the average score, our Knowledge Funnel478

improves model accuracy by 7.6% over COT and479

7.0% over MTMS, achieving the best results in480

most languages. This highlights its effectiveness in481

multilingual reasoning tasks. Additionally, incor-482

porating a few-shot setting further enhances multi-483

lingual reasoning performance. Furthermore, when484

combined with COT , the framework achieves ad-485

ditional improvements across all languages, with486

an average accuracy increase of 11.3% over COT487

and 10.7% over MTMS. This effect is more pro-488

nounced in languages where the model already per-489

forms well. For example, in Chinese, the hybrid490

approach boosts accuracy by an additional 10.4%491

compared to our method alone. More importantly,492

the average score of our combined framework sur-493

passes that of XLT by 1.9%, achieving the best 494

results in most languages. As shown in Figure 3, 495

we compared the accuracy of different methods 496

across various languages, demonstrating that our 497

framework leads in accuracy across all languages. 498

5.2 Ablation Study 499

To analyze the contribution of each step in our 500

method, we conducted ablation experiments, with 501

results presented in Table 2: 502

• Using only step 1 (Multilingual Alignment): 503

Performing only multilingual alignment with- 504

out relation analysis leads to a significant drop 505

in accuracy, highlighting the necessity of deep 506

relational processing. 507

• Using only step 2 (Entity Structured 508

Knowledge) or step 3 (Dependency Knowl- 509

edge): Extracting either entity structured 510

knowledge or dependency knowledge in iso- 511

lation achieves moderate performance, sug- 512

gesting their complementary roles. 513

• Omitting Step 1: Performance degrades sig- 514

nificantly in low-resource languages, empha- 515

sizing the importance of multilingual align- 516

ment. 517

• Omitting Step 2 or Step 3: Accuracy drops 518

sharply, indicating that both structured and de- 519

pendency knowledge are crucial for reasoning 520

performance. 521

5.3 Case Study 522

In Figure 3, we present examples where the tra- 523

ditional Chain-of-Thought (COT) method fails, 524

while our framework produces accurate results. 525

These cases highlight how our approach resolves 526

common errors in multilingual reasoning. 527

In Figure 3 (a) and 3 (b), language-specific am- 528

biguities cause COT to misinterpret units and dis- 529

counts. For instance, in Figure 3 (a), COT confuses 530

"per dozen eggs" with "per egg", leading to an in- 531

correct calculation. Similarly, in Figure 3 (b), the 532

Chinese expression "70% off" is misread by COT 533

as "a 70% reduction", rather than "70% of the orig- 534

inal price". Our framework effectively resolves 535

these issues by incorporating dependency knowl- 536

edge, ensuring correct numerical interpretation. 537

Figure 3 (c) and 3 (d) demonstrate how struc- 538

tural misunderstandings are addressed. In Figure 539

3 (c), COT fails to parse the relationship between 540
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Model Method Language

En Sw Ja Be Th Te Ru Zh De Es Fr AVG

GPT

Original 54.4 25.6 36.8 35.2 24.8 24.8 46.8 42.4 39.2 42.0 38.0 37.3
+ step 1 54.4 29.2 29.6 25.2 30.4 18.4 34.0 43.2 58.4 68.8 48.8 40.0
+ step 2 61.6 52.8 57.6 41.2 44.0 24.8 62.0 62.8 57.6 62.8 58.4 53.2
+ step 3 69.2 58.8 61.2 45.6 54.4 25.6 66.0 65.2 65.6 65.6 61.6 58.1

Ours 74.4 61.6 66.0 60.8 59.2 32.8 67.6 71.6 69.6 69.2 66.0 63.9
- step 1 74.8 58.8 58.4 58.4 57.6 31.2 67.6 69.2 66.0 69.2 63.2 61.6
- step 2 72.8 61.2 62.8 56.4 56.0 30.0 67.2 68.8 67.6 70.0 60.4 61.2
- step 3 75.2 54.8 60.4 57.6 55.6 31.2 69.2 63.2 65.2 70.0 66.4 60.8

Table 2: Ablation Study on GPT-3.5 for the MGSM Multilingual Dataset

Q:劳埃德有一个产蛋场。他的鸡每天
产 252 颗蛋，他每打鸡蛋卖 2 美
元。劳埃德每周从鸡蛋赚多少钱？

Lloyd has an egg farm. His chickens lay 252
eggs per day, and he sells a dozen eggs for 2

dollars. How much money does Lloyd earn
from eggs per week?

- 252 eggs per day
- 1 dozen = 12 eggs

- 2 dollars per dozen

Money earned each week = (252 / 12) * 2 * 7 = 294劳埃德每周从鸡蛋赚 3528 美元。

252 eggs/day * 7 days/week = 1764 eggs/week
1764 eggs/week * $2/egg = $3528/week

所以，劳埃德每周从鸡蛋赚 294 美元。

Q:约翰收养了一条狗。他把狗带去美
容，美容价格是 100 美元。因为他是
新顾客，所以宠物美容师给他打了七

折。这次美容花了多少钱？

John adopted a dog. He took the dog to grooming, and
the grooming price is 100 dollars. Because he is a new
customer, the pet groomer gave him a 30% discount.
How much money did he spend on grooming this time?

- Grooming price: 100 dollars
- Discount: 30%

100 * 0.7 = 70约翰这次美容花了30美元。

Discount amount = 100 * 0.7 = 70
Final amount = 100 - 70 = 30

约翰这次美容花了70美元。

玛丽莲的第一张唱片的销量是哈罗德
的 10 倍。如果他们一共卖出 88,000
张唱片，哈罗德卖出了多少张唱片？

 Marilyn's first album sales were 10 times Harold's.
If they sold a total of 88,000 albums, how many

albums did Harold sell?

- Marilyn's sales are 10 times Harold's.
- Total album sales = 88,000

the number of albums sold by Harold is x
the number of albums sold by Marilyn as 10x

Total albums sold = x + 10x = 11x
Given total albums sold = 88,000

11x = 88,000
x = 8,000

哈罗德卖出了80,000张唱片

the number of albums sold by Marilyn as x
the number of albums sold by Harold is 10x

The total number of albums sold isx + 10x = 11x
the total number of albums sold is 88,000

so x = 88,000 / 11 = 8,000
10x = 10 * 8,000 = 80,000

哈罗德卖出了8,000张唱片

克里斯蒂娜正在策划一场生日派对，需要
的礼品袋数量是每位受邀宾客 0.75 个，因
为 1/4 的宾客未出席。她邀请了 16 位朋
友。礼品袋每个 2 美元。她要花多少钱？

Christina is planning a birthday party and needs gift bags
for each invited guest, 0.75 bags per guest, as 1/4 of the
guests will not attend. She invited 16 friends. Each gift

bag costs 2 dollars. How much money will she spend?

-Number of invited guests: 16
- Number of gift bags per guest: 0.75

- Percentage of guests not attending: 1/4
-  only 3/4 of the guests will receive gift bags

- Cost per gift bag: 2 dollars

Total number of gift bags needed = 16 * 0.75 * 3/4 = 12
Total cost = 12 * 2 = $24

克里斯蒂娜要花 18 美元

Total number of guests = 16  * (1 - 1/4) = 12
Total number of gift bags = 12  * 0.75 = 9

Total cost = 9 gift bags * $2 = $18 

克里斯蒂娜要花 24 美元

(a) (b)

(c) (d)

(Harold sold 8,000 records)

(Harold sold 80,000 records)

(Lloyd makes $3,528 a week from eggs.)

(Lloyd makes $294 a week from eggs.)

(John spent $30 on this grooming.)

(John spent $70 on this grooming.)

(Christina will cost $18.)

(Christina will cost $24.)

Figure 4: Case study on four examples. The left half of each example illustrates the steps derived from the COT
method, and the right half presents the solution process based on our framework.

two entities’ sales figures, leading to cascading er-541

rors through the reasoning process. In Figure 3542

(d), COT misinterprets "0.75 bags per guest" and543

"1/4 of guests not attending" as separate conditions,544

leading to double-counting. Our framework struc-545

tures these relationships explicitly, preventing such546

misunderstandings.547

Overall, by integrating structured knowledge548

and dependency knowledge, our framework helps549

the model accurately extract and interpret relation-550

ships, reducing errors caused by ambiguous expres-551

sions across different languages.552

6 Conclusion553

In this paper, we propose Knowledge Funnel,554

a novel prompting framework for multilingual555

reasoning. By dynamically extracting entity-556

structured knowledge and language-specific de- 557

pendency knowledge, our method enhances the 558

model’s ability to understand relationships in non- 559

English questions, thereby improving multilin- 560

gual reasoning performance. Experimental results 561

demonstrate that our framework achieves signifi- 562

cant improvements across two tasks on three base- 563

line models, outperforming methods such as COT 564

and XLT. The experiments and analysis further con- 565

firm that our framework offers both strong general- 566

ization capabilities and cost-effective scalability. 567

Limitations 568

Similar to previous non-parametric methods, the 569

effectiveness of our framework depends on the 570

performance of LLMs. Additionally, due to limita- 571

tions in computational resources, our experiments 572
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were focused on numerical reasoning and common-573

sense reasoning tasks. If resources permit, we plan574

to explore the applicability of our framework to a575

broader range of multilingual tasks.576
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Model Method Language

En Sw Ja Be Th Ru Zh De Es Fr AVG

GPT

Original 77.0 68.1 68.4 48.7 61.8 74.3 68.0 73.4 73.3 73.4 68.6
COT 76.8 65.1 68.8 49.0 60.2 68.5 69.0 68.7 70.5 68.8 66.5

Ours (Basic) 81.4 74.4 79.1 66.0 72.1 76.8 79.1 76.0 78.0 77.4 76.0
Ours (Full) 83.2 77.0 78.2 66.5 76.4 78.2 81.2 77.2 79.6 78.8 77.6

Ours (Basic) + COT 81.1 75.1 80.6 66.8 71.8 77.9 78.1 78.3 79.6 79.2 76.9
Ours (Full) + COT 80.6 74.4 80.0 66.8 74.3 78.0 81.4 76.0 79.2 78.2 76.9

Table 3: Evaluation of Multilingual Numerical Reasoning Methods on MSVAMP using GPT-3.5

Model Method Language

Et Ht Id It Qu Sw Ta Th Tr Vi Zh AVG

GPT

Original 48.2 49.6 33.8 36.8 50.2 47.0 37.8 46.0 43.4 44.8 37.0 43.1
COT 77.0 63.4 78.6 82.2 50.0 67.0 53.2 67.2 79.6 77.0 76.0 70.1

Ours (Basic) 80.0 62.4 84.2 85.8 50.8 74.2 60.8 74.6 81.2 76.6 82.6 73.9
Ours (Full) 78.8 63.0 83.4 88.2 50.2 75.4 64.2 77.6 82.0 81.4 82.8 75.2

Ours (Basic) + COT 80.4 68.0 83.6 90.0 49.8 76.0 61.2 74.8 86.0 82.0 85.4 76.1
Ours (Full) + COT 80.0 64.2 83.6 88.0 50.2 74.8 63.4 74.8 83.4 82.0 84.2 75.3

Table 4: Evaluation of Multilingual Commonsense Reasoning Methods on XCOPA using GPT-3.5
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