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Abstract001

While counseling is a promising domain for002
applying large language model (LLM) based003
multi-agent simulations, research in this area004
remains in its early stages. In this study, we005
propose SimCounsel, a multi-agent simulation006
framework designed to explore the effective-007
ness of counseling interventions. SimCoun-008
sel incorporates emotion-aware memory re-009
trieval mechanisms and persona update strate-010
gies based on real psychological theories, en-011
abling more human-like and context-sensitive012
agent behavior. Both automated evaluations013
and expert evaluations confirmed that the pro-014
posed framework not only realistically simu-015
lates the behavior of real clients and therapists,016
but also effectively facilitates analysis of coun-017
seling outcomes. These findings suggest that018
SimCounsel holds significant promise as a scal-019
able and research-friendly tool for counseling-020
related simulations. All the code for the simu-021
lation is presented on GitHub.1.022

1 Introduction023

The remarkable performance of LLMs has demon-024

strated their ability not only to generate human-025

like text, but also to emulate complex patterns026

of thought and behavior (Yao et al., 2023; Shinn027

et al., 2023; Wei et al., 2022). This capability has028

driven significant progress in multi-agent simula-029

tions, a research area that seeks to replicate hu-030

man social phenomena by deploying autonomous031

agents capable of reasoning and interacting within032

virtual environments. For example, the Genera-033

tive Agents (Park et al., 2023) introduced how034

LLM-driven agents, when placed in a simulated vil-035

lage, can engage in realistic social behaviors such036

as information diffusion, relationship formation,037

and cooperative problem-solving, closely mirror-038

ing real-world dynamics. Building on this foun-039

dation, subsequent multi-agent simulation studies040

1Link to be provided after review for anonymity.

have extended these approaches to domain-specific 041

applications (Li et al., 2025; Zhang et al., 2024; Li 042

et al., 2023b), addressed technical limitations (Yan 043

et al., 2025), and incorporated insights from psy- 044

chology and social science to enhance the realism 045

and complexity of agent interactions (Mitsopoulos 046

et al., 2024; Wang et al., 2023; Sun et al., 2024a). 047

These advances highlight the unique strengths of 048

multi-agent simulations, including cost efficiency, 049

scalability, and the ability to control experimental 050

conditions without the logistical and ethical chal- 051

lenges associated with human subjects. 052

Nevertheless, although these simulations increas- 053

ingly capture the complexity of human behavior, 054

most agent memory models still fall short of ad- 055

equately incorporating the influence of emotion. 056

Psychological studies have shown that emotionally 057

intense experiences are more likely to be retained 058

over long periods (Yonelinas and Ritchey, 2015) 059

and that the likelihood of recalling a memory can 060

vary substantially depending on the individual’s 061

emotional state at the time of recall (Kuiken, 1991; 062

Blaney, 1986). This gap underscores the need for a 063

more human-like memory model that incorporates 064

emotional context alongside traditional cognitive 065

attributes. 066

Moreover, while multi-agent simulations offer 067

valuable insights into human behavior, their appli- 068

cation in the mental health domain remains under- 069

explored. Current research in this area primarily 070

focuses on replicating psychotherapy sessions (Lee 071

et al., 2024; Qiu and Lan, 2024), often neglecting 072

the broader, real-life contexts in which these in- 073

teractions occur. As a result, while these studies 074

can assess the quality of therapeutic dialogues, they 075

struggle to capture the long-term, real-world im- 076

pact of therapy on the overall behavior, cognition, 077

and emotional well-being of the client agents. 078

To address these limitations, we propose Sim- 079

Counsel, a novel multi-agent simulation framework 080

designed to evaluate the real-world impact of psy- 081
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Figure 1: Overview of the SimCouncel Framework

chotherapy. Our framework bridges the gap be-082

tween isolated therapy sessions and the broader083

life contexts of clients by integrating realistic client084

agents modeled on actual behavioral data. It also085

introduce a memory model that accounts for emo-086

tional context, providing a more human-like ap-087

proach to memory retrieval, and allows for contin-088

uous persona updates, enabling real-time observa-089

tion of therapeutic effects. Figure 1 presents an090

overview of the proposed framework, illustrating091

key components and interactions within the system.092

Our main contributions are as follows:093

• We introduce an emotion-aware memory re-094

trieval that allows agents to recall experiences095

in a manner more closely aligned with human096

memory processes, capturing both cognitive097

and emotional contexts.098

• We develop a realistic client simulation based099

on real-world data, supporting more authentic100

therapeutic interactions.101

• We implement a dynamic persona update mech-102

anism that allows continuous tracking of client103

agents, providing a more comprehensive view104

of the long-term impact of therapeutic interven-105

tions.106

2 Related Works107

2.1 Psychological Foundations of Memory,108

Emotion, and Behavior109

According to the Adaptive Control of Thought-110

Rational (ACT-R) model (Anderson, 2014; An-111

derson et al., 2004) and Instance-Based Learning112

(IBL) theory (Gonzalez et al., 2003), human mem-113

ory is shaped by external stimuli and experiences,114

which significantly influence decision-making and115

behavior. However, emotion also plays a critical116

role, as emotionally charged events tend to form117

stronger and more enduring memories compared to118

neutral ones (LaBar and Cabeza, 2006; Hogeveen119

et al., 2016; Yonelinas and Ritchey, 2015). The120

Emotional Binding Model suggests that the amyg-121

dala forms stronger associations between items and 122

emotions than between items and context, leading 123

to longer retention of emotionally intense expe- 124

riences (Yonelinas and Ritchey, 2015). This ef- 125

fect is further amplified as emotional arousal in- 126

creases, promoting more robust memory consol- 127

idation (LaBar and Cabeza, 2006). Additionally, 128

memory and mood interact through multiple mech- 129

anisms, including mood dependence and mood con- 130

gruence. Mood dependence refers to the tendency 131

for information learned in a particular mood to be 132

more easily recalled when the same mood is expe- 133

rienced again (Kuiken, 1991). In contrast, mood 134

congruence describes the tendency for emotionally 135

congruent information to be more readily remem- 136

bered when it aligns with the current mood (Blaney, 137

1986). These mood-related memory biases can rein- 138

force negative memory schemas in mood disorders, 139

contributing to the persistence of symptoms (Tyng 140

et al., 2017; Lewis and Critchley, 2003). Recently, 141

there has been growing interest in computational 142

approaches that integrate emotional factors into 143

human-like memory systems, aiming to capture 144

the nuanced ways in which memory, emotion, and 145

behavior interact (Huang et al., 2024). 146

2.2 Persona and Memory Systems in 147

Autonomous Agents 148

Autonomous agents are self-directed systems that 149

sense their environment and act accordingly based 150

on the information they perceive (Franklin and 151

Graesser, 1997). They typically consist of four 152

main modules: Profile, Memory, Planning, and 153

Action (Wang et al., 2024a). Among these, the 154

Profile and background information collectively 155

form the agent’s Persona, which defines its unique 156

identity and plays a critical role in creating real- 157

istic, human-like simulations that enhance user 158

immersion (Chen et al., 2023; Sun et al., 2024b). 159

Persona has been utilized in various contexts, in- 160

cluding the recreation of historical figures (Shao 161

et al., 2023), the generation of fictional characters 162

(Li et al., 2023a; Ahn et al., 2024), and the mod- 163

eling of real-world social dynamics based on de- 164

mographic data (Mitsopoulos et al., 2024; Chuang 165

et al., 2024b; Wang et al., 2023). However, main- 166

taining long-term consistency in persona remains a 167

significant challenge, and various approaches have 168

been proposed to address this issue (Madotto et al., 169

2019; Chen et al., 2023; Ahn et al., 2024). 170

Human-like Memory modules such as short- 171

term and long-term memory structures (Zheng 172
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Figure 2: Architecture of the Agent Module

et al., 2024) are also crucial for making agents173

behave more like humans. Furthermore, there have174

been attempts to enhance memory retrieval perfor-175

mance through emulating human memory mecha-176

nisms (Hou et al., 2024; Park et al., 2023). In addi-177

tion to Persona and Memory, Planning and Action178

modules are essential for autonomous agents to set179

goals and execute actions independently. There are180

also ongoing efforts to improve their performance181

through reinforcement learning with natural lan-182

guage (Shinn et al., 2023) and external knowledge183

(Yao et al., 2023).184

2.3 Multi-Agent Interaction and Social185

Dynamics186

Agent-Based Modeling (ABM) has been widely187

used to model collective opinion formation, behav-188

ioral change, and social dynamics by represent-189

ing individual agents as quantified state values in-190

teracting through predefined rules (Terna, 2000;191

Flache et al., 2017). However, traditional ABM192

approaches often struggle to capture the rich com-193

plexity of human communication, including lin-194

guistic nuance, emotional responses, and identity-195

based interactions (Flache et al., 2017). To address196

these limitations, recent research has focused on197

LLM-based multi-agent simulation, which signifi-198

cantly extends the expressive power of traditional199

ABM by leveraging natural language understand-200

ing and generation capabilities (Gao et al., 2023).201

Building on the foundation of Generative Agents202

(Park et al., 2023), recent studies have developed203

agents that evolve emotions, cognition, and person-204

ality over time (Li et al., 2024), incorporate internal205

drives and social connectedness (Wang et al., 2023),206

and simulate social dynamics by modulating cogni-207

tive biases and memory structures (Chuang et al., 208

2024a). 209

2.4 Realistic Client Simulation for Counseling 210

Counseling using LLMs is a recent research trend, 211

but existing datasets face challenges due to privacy 212

concerns and the lack of high-quality, realistic data 213

(Lee et al., 2024; Qiu and Lan, 2024). To overcome 214

these challenges, (Lee et al., 2024) and (Qiu and 215

Lan, 2024) proposed a method to create synthetic 216

data using LLMs to generate virtual counseling 217

data. Client simulation for counselor training is 218

another related research trend, which offers advan- 219

tages in terms of cost and safety compared to tradi- 220

tional training methods (Demasi et al., 2019; Wang 221

et al., 2024b; Yang et al., 2025). Beyond these 222

trends, other approaches include frameworks that 223

transform expert feedback into prompts for more 224

accurate client responses (Louie et al., 2024), and 225

studies focused on building clients to evaluate the 226

effectiveness of Digital Therapeutics (DTx) (Re- 227

ichenpfader and Denecke, 2024), highlighting the 228

growing interest in creating realistic, data-driven 229

training environments for counseling. 230

3 Method 231

The proposed framework consists of an Agent 232

Module and a Simulation Module, which together 233

manage the overall simulation environment. The 234

Agent Module is composed of a Memory System 235

and a Persona System, allowing each agent to re- 236

alistically emulate predefined character traits and 237

behaviors. In contrast, the Simulation Module co- 238

ordinates multiple Agent Modules, as well as Loca- 239

tion and Conversation Systems, in parallel, ensur- 240

ing that agent behaviors and interactions are seam- 241
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lessly integrated based on their personas, resulting242

in more natural and contextually appropriate simu-243

lations.244

3.1 Agent Module245

The Agent Module serves as the core component246

that enables agents to interact with their environ-247

ment, learn from their experiences, and adapt their248

behavior over time. The overall structure of the249

Agent Module is illustrated in Figure 2.250

3.1.1 Memory System251

The Memory System is responsible for storing and252

managing an agent’s experiences, both in the short253

and long term.254

• Short-Term Memory (STM) temporarily255

stores recent interactions, events, and plans, al-256

lowing agents to quickly recall the recent contexts.257

It consists of four main types: Event, Chat, Day258

Plan, and 15-Minute Plan, each designed to han-259

dle specific types of short-term information.260

• Long-Term Memory (LTM) is designed to261

preserve experiences that have long-term signifi-262

cance, such as emotional changes, cognitive shifts,263

and personal growth. LTM contains only a sin-264

gle type, Thought, which is generated through the265

Reflection of recent experiences in STM and the266

summary of conversations.267

• Memory Retrieval (STM+LTM) integrates268

various factors like Recency, Poignancy, Rele-269

vance, Emotion Score, and Emotion Relevance270

to identify the most relevant memories from both271

STM and LTM. Typically, it selects the top 5 mem-272

ories from them, resulting in a final set of 10 memo-273

ries that can be used for planning, decision-making274

or further interaction.275

Detailed information about the memory system can276

be found in Appendix A.1.277

3.1.2 Persona System278

The Persona System is responsible for defining the279

core traits, current emotional state, and history of280

each agent. These personas are generated using281

LLMs based on real-world experience data and282

serve to simulate diverse characters within the vir-283

tual environment. Personas form the foundation284

for planning, reflection, and conversation, guiding285

how agents respond to different situations and in-286

teract with others. Additionally, these personas287

evolve dynamically based on the agent’s accumu-288

lated experiences within the simulation, allowing289

for realistic personality changes over time.290

Figure 3: Simulation cycle through Planning, Action,
Memory Update, Reflection, and Plan Update.

3.2 Simulation Module 291

The Simulation Module is a core component that 292

manages the daily behaviors, interactions, and self- 293

reflection processes of agents. It operates in a 294

cyclical structure with multiple stages, including 295

planning, interaction, memory management, and 296

persona updates. The details of each stage are pro- 297

vided in the following sections, and the overall 298

structure is illustrated in Figure 3. 299

(1) Planning. In this stage, the agent formulates 300

a plan for the next 15 minutes based on the recur- 301

sively decomposed planning approach proposed 302

in previous studies (Park et al., 2023; Wang et al., 303

2023). The agent generates context-appropriate ac- 304

tions by considering its current persona, surround- 305

ing environment, and short-term and long-term 306

memories. 307

(2) Action & Interaction. During this stage, the 308

agent executes the planned activities by moving to 309

the appropriate location and initiating predefined 310

actions. If another agent is present at the selected 311

location, the conversation module is triggered, al- 312

lowing spontaneous interactions to take place. 313

(3) Memory Update. In this stage, the agent 314

stores the actions performed and conversations it 315

has participated in within the STM. These memo- 316

ries play a critical role in the subsequent Reflection 317
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Figure 4: Conversation System Pipeline

& Persona Update stage, contributing to the agent’s318

short-term experience accumulation.319

(4) Reflection & Persona Update. When a pre-320

defined threshold of memory generation is reached,321

the agent enters the reflection phase, evaluating322

recent actions and conversations. This process gen-323

erates reflections that are stored in LTM and used324

to update the agent’s persona. This stage captures325

long-term personality development based on real326

experiences, enabling agents to evolve beyond sim-327

ple repetitive behaviors.328

(5) Plan Update. In this final stage, the agent329

reviews and potentially revises its existing plans330

based on the updated persona, recent behavioral331

patterns, and environmental context. This allows332

the agent to adapt to changing circumstances.333

3.2.1 Location System334

This simulation framework models the physical en-335

vironment in which agents operate as a hierarchical336

graph, allowing for more realistic spatial interac-337

tions. Agents determine their next location based338

on their current position and plan using natural339

language responses generated by an LLM. This ap-340

proach reflects the intentional planning observed341

in human behavior. For a detailed overview of the342

specific conditions used in this framework, please343

refer to the Appendix A.2.344

3.2.2 Conversation System345

The Conversation System is a core component de-346

signed to simulate natural interactions between347

agents. As shown in Figure 4, a conversation is348

initiated probabilistically based on the relationship349

score when agents occupy the same physical space. 350

When a conversation begins, each agent generates 351

responses based on its persona and memory, al- 352

lowing for contextually appropriate interactions. 353

These responses are stored in the agent’s STM. 354

The dialogue continues for up to 10 turns to pre- 355

vent excessive memory accumulation and to ensure 356

balanced resource usage across agents. After the 357

conversation ends, each agent summarizes the inter- 358

action based on its persona and stores it in the LTM, 359

while also updating the relationship score with the 360

other agent based on the conversation content. This 361

structure is essential for modeling realistic social 362

interactions and the dynamic evolution of relation- 363

ships within the simulation. 364

4 Experiment 365

4.1 Agent Information 366

Client Agents. For realistic client simulations, 367

this study utilized the Patient-Psi Dataset (Wang 368

et al., 2024b), which is derived from actual therapy 369

sessions summarized by GPT-4 Turbo and manu- 370

ally structured by expert clinicians into detailed 371

cognitive models. This dataset includes 106 cogni- 372

tive models in English, each containing key client 373

information such as intermediate beliefs, histo- 374

ries, behaviors, situations, and automatic thoughts. 375

In this study, we used the behavior sections of 376

these cognitive models to initialize the memories 377

of client agents. Their initial personas were con- 378

structed based on their histories and generated 379

memories. To generate initial plans, we considered 380

not only histories and behaviors but also situations 381

and automatic thoughts, ensuring a comprehensive 382

representation of each client’s cognitive context. 383

For consistency and ease of evaluation, we selected 384

only cognitive models specifically related to insom- 385

nia, resulting in a final set of three client agents for 386

the simulations. 387

Counselor and Layperson Agents. To enable 388

meaningful social interactions, we also imple- 389

mented Counselor Agents and Layperson Agents. 390

These agents were designed to promote persona 391

updates in client agents through repeated interac- 392

tions. Unlike client agents, they were manually 393

configured using predefined memories and situ- 394

ations, rather than real-world data. Layperson 395

Agents primarily engage in casual conversations 396

without specialized therapeutic skills, providing 397

only surface-level empathy. Their interactions are 398

generally supportive but lack the deeper cognitive 399
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insights required for formal counseling. In contrast,400

Counselor Agents are specifically designed to use401

Socratic questioning techniques (Paul and Elder,402

2019; Paul and Binker, 1990) to identify and chal-403

lenge distorted cognitions in client agents’ speech.404

4.2 Experimental Conditions405

To examine the impact of counseling within the406

simulation, each client agent was tested under three407

experimental conditions:408

(1) Client-only Condition. Client agents run409

the simulation alone without interacting with other410

agents, relying solely on their persona and mem-411

ory to respond to events and progress through the412

simulation.413

(2) Client-Layperson Condition. This condi-414

tion includes a layperson agent within the environ-415

ment, allowing agents to form relationships through416

conversations and interactions, thus providing a417

more realistic representation of social interactions.418

(3) Client-Counselor Condition. This condi-419

tion introduces a counselor agent capable of So-420

cratic questioning to guide psychological insight.421

It extends beyond simple emotional interactions,422

creating an environment where external support can423

influence cognitive restructuring, emotional shifts,424

and self-awareness in the client agents.425

Detailed parameter settings for each condition426

are provided in Appendix A.3 and A.4.427

4.3 Evaluation Methods428

To assess the realism and effectiveness of this429

framework, both automated and human evaluations430

were conducted.431

4.3.1 Automated Evaluation432

SRS Evaluation. Counseling effectiveness was433

assessed using the Session Rating Scale (SRS)434

(Campbell and Hemsley, 2009; Duncan et al., 2003)435

and G-eval (Semnani et al., 2023; Liu et al., 2023;436

Chiang and yi Lee, 2023) methods. The SRS mea-437

sures four key aspects of the counseling relation-438

ship: therapeutic alliance, goals and topics, ap-439

proach and method, and overall satisfaction. It pro-440

vides a direct assessment of the client-counselor441

relationship quality. Additionally, G-eval uses a442

large language model as the evaluator, capable of443

automated scoring with accuracy comparable to444

human raters. After each conversation, G-eval was445

applied to evaluate SRS scores between agents, pro-446

viding a 1-to-10-point rating based on context.447

Activity Pattern Analysis. Following the 448

methodology of (Wang et al., 2023), plan data 449

from pre- and post-simulation runs for all three 450

client agents were collected and segmented into 451

15-minute behavioral sequences for K-means 452

clustering analysis. A total of 722 action data 453

points (before: 278, after: 494) were analyzed. The 454

optimal number of clusters was determined using 455

the Elbow Method, allowing for a comparative 456

analysis of changes in activity patterns before and 457

after counseling sessions. 458

4.3.2 Human Evaluation 459

The study involved 60 participants, including 30 460

general participants and 30 experts from psychol- 461

ogy and medical fields, to evaluate three aspects of 462

simulation. The general participant group focused 463

on evaluating agent’s memory retrieval while the 464

expert group assessed persona consistency and per- 465

sona update. All evaluations used a 1-to-5 Likert 466

scale, where higher scores indicate better perfor- 467

mance. Further details regarding the human evalu- 468

ation can be found in Appendix A.5. 469

Memory Retrieval Evaluation. General partici- 470

pants assessed the impact of emotion-based mem- 471

ory retrieval by comparing responses generated by 472

the emotion-aware memory agent with those gen- 473

erated using the memory retrieval function from 474

prior studies (Park et al., 2023). Evaluation criteria 475

included Response Appropriateness and Memory 476

Relevance, aiming to determine whether emotion- 477

aware memory retrieval leads to more human-like 478

thought processes. 479

Persona Consistency Assessment. Experts eval- 480

uated the degree to which generated client and 481

counselor agents resembled real-world clients and 482

counselors. They reviewed persona profiles and 483

conversation transcripts from client agents, rating 484

them across four dimensions: Client Data Consis- 485

tency (alignment with initial persona data), Sim- 486

ilarity to Real Clients (resemblance to real client 487

responses), Client Coherence (internal consistency 488

in client replies), and Similarity to Real Counselors 489

(alignment with real counselor speech patterns). 490

This assessment aimed to evaluate how closely the 491

agents’ thought patterns and conversational behav- 492

iors mirrored those of real clients and counselors, 493

considering both initial persona settings and ongo- 494

ing dialogue consistency. 495
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Persona Update Evaluation. In this session, ex-496

perts evaluated the persona shifts of simulated497

clients before and after counseling. This evaluation498

examined the impact of counseling on persona up-499

dates by comparing the three primary simulation500

conditions: Client-only, Client-Layperson, and501

Client-Counselor.502

5 Result & Discussion503

5.1 Automated Evaluation504

SRS Evaluation. Conversations between client505

agents and counselor agents (n=55) or layperson506

agents (n=66) were analyzed using the SAS, which507

evaluates four key dimensions: relationship, goals,508

approach, and overall satisfaction. Significant dif-509

ferences (p < .01) were observed across all di-510

mensions, with average scores of 9.71, 9.90, 8.57,511

and 4.39 for counselor interactions, compared to512

5.87, 1.96, 4.13, and 1.66 for layperson interac-513

tions. These results indicate that counselor agents514

facilitated more effective therapeutic dialogues and515

established stronger rapport with client agents, de-516

spite both agent types attempting empathetic en-517

gagements.518

However, interpreting SRS scores requires cau-519

tion. A total SRS score below 36, or an individual520

item score below 9, may indicate inadequate re-521

lationship formation within the session (Duncan522

et al., 2003). While counselor agents generally re-523

ceived higher scores, some sessions still fell below524

these thresholds, particularly in the overall satis-525

faction dimension, which had the lowest average526

score. This pattern may be partially attributed to527

the experimental constraint that limited conversa-528

tion length to a maximum of 10 turns, potentially529

cutting off critical discussions prematurely.530

Activity Pattern Analysis. Clustering analysis531

of 722 action data points identified six behavior532

clusters, reordered based on semantic similarity533

across agents. Cluster proportions were normal-534

ized to compare pre- and post-simulation behav-535

iors. Notably, C0 (emotion and thought immersion)536

and C3 (routine recovery and emotional regula-537

tion) increased from 16.0% to 30.3% and 11.5%538

to 14.8%, respectively, indicating more reflective,539

recovery-oriented behaviors. In contrast, the C1540

(sleep failure and fatigue) cluster decreased from541

23.6% to 19.3%, suggesting a reduction in negative542

emotional states.543

Clustering analysis further highlighted the coun-544

selor’s impact. In one case, the C5 (asleep) cluster545

Figure 5: Effect of Counselor Agent on Cluster Transi-
tions of Client Agent

was activated only during counselor interactions, re- 546

flecting improved sleep-related behavior. Another 547

case showed a notable increase in relationship- 548

focused cognition (15.8% to 28.7%) after counselor 549

engagement, indicating a greater willingness to con- 550

front sensitive social issues. Overall, simulations 551

with a counselor agent promoted recovery-oriented 552

behaviors and reduced negative affect, emphasiz- 553

ing the importance of psychotherapy interventions. 554

Figure 5 visualizes these cluster changes before 555

and after the simulation. 556

5.2 Human Evaluation 557

Memory Retrieval Evaluation. The impact of 558

emotion-based memory retrieval was evaluated by 559

30 general participants. While the emotion-based 560

approach received slightly higher average scores, 561

the differences were not statistically significant 562

compared to the baseline method. Specifically, Re- 563

sponse Appropriateness scores were 4.39 vs. 4.28 564

(p = .255), and Memory Relevance scores were 565

4.23 vs. 4.13 (p = .239). The minimal difference 566

in scores may be due to the generally high perfor- 567

mance of both methods, making it challenging for 568

participants to perceive a clear distinction. This is 569

supported by the fact that both methods achieved 570

average scores above 4 on a 5-point scale. Ad- 571

ditionally, open-ended survey responses revealed 572

that 10 out of 30 participants reported no noticeable 573

difference between the two approaches, while 9 par- 574

ticipants noted that the emotion-based method pro- 575

duced responses that felt more empathetic. These 576

findings suggest that emotional memory can con- 577

tribute to more human-like responses, aligning with 578

the goal of creating contextually appropriate and 579

emotionally resonant interactions. 580

Persona Consistency Assessment. A separate 581

evaluation by 30 experts assessed dialogues be- 582

tween three client agents and a counselor agent 583

across four key metrics. The average scores were 584
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Figure 6: Evaluation of Persona Consistency in Client
and Counselor Agents

4.09, 3.79, 3.92, and 3.84, indicating that, while585

the generated agents do not perfectly replicate real586

clients and counselors, they demonstrate a reason-587

able level of realism from the perspective of hu-588

man evaluators. These scores also highlight the589

broader challenge of defining and evaluating what590

constitutes "client-like" or "counselor-like" behav-591

ior, given the inherent diversity in real-world clini-592

cal interactions. Figure 6 presents a visualization593

of the average scores for the three client and coun-594

selor agents, illustrating their performance across595

the four evaluation metrics.596

Persona Update Evaluation. An evaluation by597

30 experts assessed persona changes in three agents598

across three different simulation environments.599

The average persona change scores were 2.97, 3.20,600

and 4.10, indicating a statistically significant differ-601

ence among the three simulation environments (F(2,602

87) = 22.01, p < .001). Post-hoc analysis using603

Tukey’s HSD showed that the difference between604

the agent-only and agent-layperson conditions was605

not statistically significant (q = 1.83, p > .05). How-606

ever, the agent-counselor condition demonstrated a607

statistically significant improvement compared to608

both the agent-only (q = 8.88, p < .001) and agent-609

layperson (q = 7.05, p < .001) conditions. Detailed610

analyses of individual agents and evaluations of611

persona update are provided in Appendix C.1. Fig-612

ure 7 presents a summary of expert-rated persona613

changes before and after the simulations, where614

scores above 3 indicate positive persona changes,615

while scores below 3 reflect negative changes.616

These findings indicate that simulations can ef-617

fectively induce meaningful persona changes in618

client agents, particularly in mental health contexts.619

The significantly larger improvements observed in620

the agent-counselor condition suggest that substan-621

tial persona shifts are more likely to occur when622

Figure 7: Evaluation of Persona Shift in Client Agents

meaningful counseling interventions are integrated 623

into the simulation environment. This underscores 624

the potential of such simulations as practical tools 625

for predicting and validating counseling effects, 626

highlighting their value in both clinical research 627

and therapeutic training. 628

6 Conclusion 629

This study presents a multi-agent simulation frame- 630

work designed to realistically replicate clients’ 631

emotional and cognitive changes induced by psy- 632

chotherapy. The framework integrates memory 633

structures enriched with emotional context, allow- 634

ing agents to engage in more human-like inter- 635

actions. Client agents with insomnia symptoms 636

and counselor agents were developed based on 637

this approach to simulate realistic persona changes 638

through interactive sessions. Experimental results 639

show that memory retrieval incorporating emo- 640

tional elements not only facilitates the extraction of 641

contextually relevant memories but also generates 642

more empathetic and realistic responses. Addi- 643

tionally, the findings indicate that only interactions 644

involving counselor agents resulted in significant 645

persona and cognitive changes in client agents, em- 646

phasizing the critical role of meaningful therapeutic 647

intervention. These outcomes highlight the poten- 648

tial of this framework as a real-time simulation tool 649

for observing and evaluating the effects of counsel- 650

ing on cognitive and emotional states. 651

Limitations 652

The proposed framework provides an environ- 653

ment for pre-observing counseling effects through 654

emotion-based agent simulations, but it also has 655

several limitations. First, the maximum number of 656

conversation turns was capped at 10 due to memory 657

accumulation and resource usage. This restriction 658

may limit the framework’s ability to capture the 659

longer, more iterative nature of real-world coun- 660
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seling sessions, which often involve more exten-661

sive exchanges. Additionally, the weighting fac-662

tors used in the memory retrieval function were663

set to arbitrary values, and it is unclear whether664

these values represent the most effective settings.665

This lack of fine-tuning could reduce the accuracy666

and realism of emotionally contextualized agent667

responses. Furthermore, as noted in previous stud-668

ies (Park et al., 2023; Mitsopoulos et al., 2024;669

Lin et al., 2023), multi-agent simulations still face670

challenges in fully replicating the complexity of hu-671

man psychology and behavior, making it difficult to672

guarantee that simulation outcomes will precisely673

match real-world interactions. In particular, real674

clients often require longer periods of intervention675

to achieve meaningful psychological changes, cre-676

ating a potential gap between simulated and actual677

therapeutic outcomes.678

To address these limitations, future studies could679

explore several key improvements. One approach680

is to remove the turn limit, allowing for longer,681

more realistic counseling sessions that better re-682

flect the depth and duration of real-world thera-683

peutic interactions. Another important direction684

is to conduct further experiments to fine-tune the685

weighting factors used in memory retrieval, po-686

tentially improving the precision of emotionally687

enriched responses. Finally, increasing the number688

of agents and expanding the diversity of simulated689

environments could help capture a wider range of690

social contexts, providing a more comprehensive691

evaluation of the therapeutic effects observed in692

simulations.693

Ethical Considerations694

Safety. This study aims to support individuals expe-695

riencing mental health challenges and novice coun-696

selors by providing a simulation that enables pre-697

liminary observation of therapeutic effects. How-698

ever, the outcomes of the simulation should not be699

blindly trusted or treated as universally applicable.700

The effectiveness of counseling for real clients may701

vary depending on individual traits, environments,702

and personal backgrounds. Therefore, we recom-703

mend that any therapeutic strategies demonstrated704

in the simulation be used as a reference under the705

supervision of trained professionals, rather than be-706

ing followed uncritically. Furthermore, this study707

involved human evaluators. To ensure their safety,708

the research team obtained approval from an In-709

stitutional Review Board (IRB) and verified that710

the evaluation environment met ethical and safety 711

standards. 712

Privacy. Given the highly sensitive nature of 713

mental health counseling, ensuring the privacy of 714

related data is paramount. In constructing the client 715

agents, the research team utilized a dataset from 716

prior work that had undergone prior ethical re- 717

view, thereby minimizing privacy concerns. Fur- 718

thermore research team obtained permission from 719

the dataset owners for its use in this study. Ad- 720

ditionally, all agent names used in the simulation 721

were pseudonyms created by the research team to 722

further ensure anonymity and confidentiality. 723

Bias. While the study is based on GPT-4o, it is 724

important to acknowledge that large language mod- 725

els may carry inherent societal biases and stereo- 726

types present in the data on which they were trained. 727

Users of this system should remain aware that such 728

biases may lead to skewed or unbalanced simula- 729

tion outcomes, particularly in relation to certain 730

demographic groups. 731
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A Additional Description1007

This section provides detailed descriptions of the1008

modules and systems that compose our simulation.1009

A.1 Memory System1010

The memory system is divided into STM and LTM,1011

each optimized for different timescales and types1012

of cognitive processing.1013

A.1.1 Memory Types1014

Short-Term Memory (STM) STM is respon-1015

sible for temporarily storing recent interactions,1016

immediate plans, and short-term goals. It consists1017

of four primary memory types:1018

1019

• Event Memory. Stores discrete, context-1020

specific experiences, including routine obser-1021

vations and significant moments. Each Event1022

Memory is assigned a unique node_id and in-1023

cludes key attributes such as Poignancy (1-101024

scale), Emotion, and Emotion Intensity. These1025

attributes allow the agent to assess the psycho-1026

logical impact of each event, supporting more1027

contextually appropriate responses during re-1028

trieval.1029

• Chat Memory. Records conversational ex-1030

changes, including both the agent’s own utter-1031

ances and those of conversation partners. Each1032

message is tagged with attributes like Emotion,1033

Poignancy, and Emotion Intensity, providing1034

a richer context for understanding emotional 1035

tone. Messages are grouped by chat_set_id and 1036

message_id, facilitating the analysis of conver- 1037

sation dynamics over time. 1038

• Day Plan Memory. Stores structured daily 1039

plans, focusing on time management and task 1040

organization. Unlike Event and Chat Memories, 1041

Day Plan Memories do not include emotional 1042

or importance scores, reflecting their more util- 1043

itarian nature. 1044

• 15-Minute Plan Memory. Provides more gran- 1045

ular, short-term task planning. These memories 1046

capture brief, focused goals without emotional 1047

context, optimizing efficiency in task manage- 1048

ment. 1049

Long-Term Memory (LTM) Preserves long- 1050

term experiences and significant cognitive insights, 1051

capturing broader emotional changes, cognitive 1052

shifts, and personal growth. 1053

1054

• Thought Memory. Stores high-level reflec- 1055

tions, including significant emotional shifts, 1056

cognitive insights, and self-discovery moments. 1057

These memories are typically generated when 1058

short-term memories in STM exhibit high 1059

Poignancy or Emotion Score, triggering the 1060

creation of more deeply reflective entries. This 1061

structure aligns with the high-level cognitive 1062

processes described by (Park et al., 2023), sup- 1063

porting long-term narrative consistency. 1064

A.1.2 Memory Retrieval Mechanism 1065

The memory retrieval process integrates both STM 1066

and LTM, using a combination of semantic simi- 1067

larity, emotional relevance, and recency to identify 1068

the most contextually appropriate memories for a 1069

given input. The retrieval process involves several 1070

key steps: 1071

(1) Sentence Embedding. Each memory is con- 1072

verted into a text embedding at the time of storage, 1073

enabling efficient semantic comparison. Retrieval 1074

begins by generating an embedding for the input 1075

query, which is then compared to stored embed- 1076

dings using cosine similarity. 1077

(2) Emotion Similarity Evaluation. Emotional 1078

tone is a critical component of memory relevance. 1079

This step evaluates the emotional alignment be- 1080

tween the input query and stored memories, as- 1081

signing higher scores for similar emotions (e.g., 1082

joy-joy) and lower scores for opposing emotions 1083

(e.g., joy-sadness). Neutral or unrelated emotions 1084
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receive moderate scores, capturing a broader range1085

of emotional nuances.1086

(3) Memory Ranking. Final memory scores are1087

calculated based on a weighted combination of five1088

core factors: Recency, Poignancy, Relevance, Emo-1089

tion Score, and Emotion Relevance. The weights1090

used in this study are as follows:1091

• Recency: 0.11092

• Relevance: 0.251093

• Poignancy: 0.401094

• Emotion Score: 0.151095

• Emotion Relevance: 0.101096

(4) Final Memory Selection. The top 5 memo-1097

ries from both STM and LTM are selected based on1098

these scores, resulting in a final set of 10 highly rel-1099

evant memories. This balanced approach ensures1100

that both recent context and long-term insights are1101

considered, supporting more contextually appropri-1102

ate responses.1103

A.1.3 Retrieval Score Calculation1104

The final retrieval score for each memory is calcu-1105

lated using the following formula:1106

Total Score = (Wrc × Recency) + (Wp × Poignancy)1107

+ (Wes × Emotion Score) + (Werl × Emotion Relevance)1108

+ (Wrl × Relevance) (1)1109

where:1110

1111

• Wrc = Weight for Recency1112

• Wp = Weight for Poignancy1113

• Wes = Weight for Emotion Score1114

• Werl = Weight for Emotion Relevance1115

• Wrl = Weight for Relevance1116

1117

This formula integrates multiple contextual fac-1118

tors, ensuring that memory retrieval is both seman-1119

tically and emotionally aligned with the input query.1120

By balancing short-term context with long-term in-1121

sights, this approach supports the generation of re-1122

sponses that are contextually appropriate and emo-1123

tionally resonant.1124

A.2 Location System1125

Based on a previous study (Wang et al., 2023),1126

the location system in this simulation framework1127

models the physical environment as a hierarchical1128

graph, representing each agent’s possible locations.1129

This structure captures the spatial relationships be-1130

tween locations, facilitating more realistic agent1131

interactions. The following section presents an ex- 1132

ample of the specific location hierarchy used in one 1133

of the simulation scenarios. 1134

world_client_friend.yaml 1135

World Structure 1136

World 1137

|-- Ethan's house 1138

| |-- Ethan's Kitchen 1139

| |-- Ethan's Living Room 1140

| |-- Ethan's Bedroom 1141

| |-- Ethan's Garden 1142

| 1143

|-- Theodore's house 1144

| |-- Theodore's Kitchen 1145

| |-- Theodore's Living Room 1146

| |-- Theodore's Bedroom 1147

| |-- Theodore's Garden 1148

| 1149

|-- Zane's house 1150

| |-- Zane's Kitchen 1151

| |-- Zane's Living Room 1152

| |-- Zane's Bedroom 1153

| |-- Zane's Garden 1154

| 1155

|-- Johnson Park 1156

|-- Counseling center 1157

|-- Market 1158

Agents 1159

• Ethan: Ethan’s Bedroom 1160

• Zane: Zane’s Bedroom 1161

A.3 Model Settings 1162

In all simulation conditions, each agent primarily 1163

utilizes the GPT-4o model for advanced reason- 1164

ing and natural language processing. For simpler 1165

tasks such as emotion classification and intensity 1166

measurement, the GPT-4o-mini model is used. Ad- 1167

ditionally, the text-embedding-ada-002 model is 1168

employed for memory embedding, ensuring accu- 1169

rate retrieval of semantically relevant memories 1170

based on inputs. 1171

A.4 Simulation Setup 1172

In the simulation, one full cycle of interaction was 1173

defined as a "turn." Each client agent underwent 1174

200 turns per condition. Each turn corresponded 1175

to 15 minutes of simulated time. The simulation 1176

was accelerated at a rate of three times relative 1177

to real time, meaning that one turn took approxi- 1178

mately 5 minutes in real-world time. Consequently, 1179
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each simulation ran for approximately 16.7 hours1180

in real time, corresponding to roughly 50 hours of1181

simulated time.1182

A.5 Detailed Description of Human1183

Evaluation1184

The human evaluation consisted of a total of 601185

Korean participants, comprising 30 general eval-1186

uators and 30 expert evaluators. General evalu-1187

ators were undergraduate and graduate students1188

from various academic backgrounds, while expert1189

evaluators were graduate students majoring in psy-1190

chology or counseling, as well as individuals with1191

clinical experience in counseling. The number of1192

evaluators was determined through a priori power1193

analysis, assuming a medium effect size (Cohen’s1194

d = 0.5), with a significance level of 0.05 and sta-1195

tistical power of 0.95. Participants were recruited1196

via a survey link and took part in the experiment1197

either online or offline. As compensation for their1198

participation, general evaluators received a gift1199

voucher worth 10,000 KRW, while expert evalu-1200

ators received a gift voucher worth 30,000 KRW.1201

Participants were informed about the purpose of1202

the study and were given an explanation of how1203

their evaluations would be used.1204

Each evaluator was presented with utterance logs1205

and persona logs generated from the simulation and1206

was asked to respond to evaluation items using a1207

5-point Likert scale. In the case of memory re-1208

trieval evaluation, additional qualitative feedback1209

was collected through open-ended questions regard-1210

ing their subjective impressions. To ensure accurate1211

assessments and account for the potential language1212

barriers, all data were translated into Korean and1213

provided in the participants’ native language.1214

B Simulation Example1215

Tables 1-4 contain example outcomes from the sim-1216

ulation. All names appearing in the examples are1217

pseudonyms designated by the authors to ensure1218

anonymity.1219

C Evaluation Result1220

Tables 5-7 show additional evaluation results for1221

automatic and human evaluation.1222

C.1 Additional analysis of persona shift1223

Experts not only evaluated persona shifts of dif-1224

ferent conditions, but also assessed whether the1225

observed persona shifts in the simulations were1226

realistically achievable in real-world clients. The 1227

average scores for this assessment were 3.62, 3.80, 1228

and 3.70 for the agent-only, agent-layperson, and 1229

agent-counselor conditions, respectively. These re- 1230

sults suggest that the persona shifts observed in the 1231

simulations reflect plausible real-world outcomes, 1232

supporting the ecological validity of the simulated 1233

interventions. However, it is important to note that 1234

the extent and nature of persona changes can vary 1235

significantly depending on individual client char- 1236

acteristics and contextual factors. This variation 1237

indicates that not all clients will respond uniformly 1238

to similar interventions, emphasizing the need for 1239

personalized approaches in both simulation design 1240

and real-world therapeutic settings. 1241
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00:15 am: try to get some rest and sleep 00:30 am: continue efforts to sleep
00:45 am: continue efforts to sleep 01:00 am: continue efforts to sleep
01:15 am: continue efforts to sleep 01:30 am: continue efforts to sleep
01:45 am: continue efforts to sleep 02:00 am: restless and still awake
02:15 am: restless and still awake 02:30 am: restless and still awake
02:45 am: restless and still awake 03:00 am: restless and still awake
03:15 am: wake up briefly and struggle with sleep due to anxious thoughts 03:30 am: lie in bed,
trying to calm racing thoughts
03:45 am: lie in bed, trying to calm racing thoughts 04:00 am: manage to fall back asleep
04:15 am: manage to fall back asleep 04:30 am: sleep
04:45 am: sleep 05:00 am: sleep
05:15 am: sleep 05:30 am: sleep
05:45 am: sleep 06:00 am: still asleep
06:15 am: still asleep 06:30 am: wake up and start morning routine (shower, breakfast, etc.)
06:45 am: continue morning routine 07:00 am: finish breakfast and prepare for the day
07:15 am: begin work from home, focus on easy tasks 07:30 am: continue working
07:45 am: continue working on easy tasks 08:00 am: continue working
08:15 am: stay on task with simple work activities 08:30 am: continue working
08:45 am: take a short break with deep breathing 09:00 am: resume work with simple tasks
09:15 am: continue working 09:30 am: take a break with a short walk around the neighborhood
09:45 am: take a break with a short walk around the neighborhood 10:00 am: resume work with a
fresh mindset
10:15 am: continue work, push to tackle slightly more challenging tasks 10:30 am: stay focused on
current tasks
10:45 am: stay focused on current tasks 11:00 am: take a brief break to clear mind
11:15 am: resume work 11:30 am: continue working
11:45 am: stay focused on current tasks 12:00 pm: take a lunch break, enjoy a calming hot drink
12:15 pm: take a lunch break, enjoy a calming hot drink 12:30 pm: unwind briefly before returning
to work
12:45 pm: unwind briefly before returning to work 01:00 pm: resume work, focus on less
demanding tasks to manage stress
01:15 pm: continue working on manageable tasks 01:30 pm: continue working
01:45 pm: continue working 02:00 pm: brief distraction period, procrastinate
02:15 pm: brief distraction period, procrastinate 02:30 pm: refocus attention on work
02:45 pm: refocus attention on work 03:00 pm: return to work with a renewed focus on one task at a
time

Table 1: Sample 15-Minute Plan for the Client Agent
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Ethan: I’ve been feeling really overwhelmed lately with how things are in my family. It seems like
no matter how hard I try to keep the peace, I end up feeling even more powerless and alone. It’s
frustrating to feel like speaking up might just lead to more conflict, but staying quiet makes me feel
trapped.
Theodore: It sounds like you’re in a tough spot, feeling stuck between wanting to speak up and the
fear of more conflict. Can you recall moments when you’ve navigated family tensions in the past
that felt slightly more manageable or offered a sense of relief?
Ethan: Honestly, it’s hard to remember a time when dealing with family didn’t feel overwhelming. I
often feel trapped in a cycle of wanting to stand up for myself yet fearing the fallout every time. The
few times I tried to voice my feelings, like with Candace, only left me feeling more isolated and
powerless.
Theodore: Ethan, it sounds really challenging to feel both isolated and fearful of backlash when you
try to voice your feelings. I wonder if there’s been any instance, even if small, where you
experienced a moment of connection or understanding despite these difficult dynamics? Such
moments can sometimes offer a new perspective or a bit of hope.
Ethan: Honestly, Theodore, it’s really hard for me to pinpoint any specific moment of connection or
understanding in the midst of all this tension. It often feels like I’m trapped in a cycle where
standing up for myself only leads to being more isolated and misunderstood. The fear of backlash
keeps me from risking those rare moments that might bring some relief.
Theodore: I’m really sorry to hear that it feels so challenging, Ethan. When you think about the
idea of risking those moments that might bring some relief, what thoughts or images come to your
mind? Sometimes reflecting on what holds us back can be revealing in itself.
Ethan: Honestly, when I think about taking those risks, I mostly feel a sense of dread and fear of
causing drama in the family. It’s hard to shake off the idea that speaking up will just end in more
conflict and isolation like it did with Candace. I guess I see myself feeling trapped, powerless, and
like I’m just destined to maintain the peace at my own expense.
Theodore: It sounds like you’re really wrestling with the thought of advocating for yourself, only to
fear more isolation and conflict. Considering your courage in sharing this, I’m curious if there’s
something you need or wish you could receive from your family to feel supported in this challenging
situation?
Ethan: Honestly, Theodore, I wish I could feel a sense of support and understanding from my
family when I try to speak up. It’s hard not to fear the backlash and potential isolation that might
follow. Sometimes, I just want to know they’re willing to listen without assuming the worst of me.
Theodore: Ethan, it seems like you’re longing for a space where your voice is heard and validated
without fear. What might it look or feel like for you if your family were to offer that understanding
and support you’re seeking?

Table 2: Sample Dialogue Between Client (Ethan) and Counselor (Theodore)
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Characteristic: Based on the statements provided, Ethan’s core characteristics can be described as
follows:
1. Conflict Avoidance and Fear of Rejection: Ethan seems to prioritize maintaining peace and
harmony within her family, even to the point of personal detriment. She has a deep fear of conflict
leading to abandonment or disrupting family unity, suggesting a strong desire for acceptance and
belonging.
2. Anxiety and Stress: Her anxiety about upcoming family events and the loss of sleep indicate that
Ethan experiences significant stress related to her family dynamics. This anxiety likely stems from
her fear of conflict and feeling trapped in her current situation.
3. Feelings of Powerlessness and Low Self-Worth: Ethan feels powerless and incapable of
enacting change in her family relationships. Her belief that standing up for herself will worsen
situations suggests she has low self-esteem and a lack of confidence in her ability to influence
outcomes.
4. Inner Conflict and Growing Frustration: While she feels powerless, Ethan also experiences
mounting frustration, particularly with specific family members like Candace. This indicates an
internal conflict between her desire to maintain peace and her need to address personal grievances.
5. Tendency Toward Avoidance: Her procrastination at work may be a coping mechanism, where
she avoids responsibilities or tasks due to the emotional burden and mental fatigue from her family
issues.
Overall, Ethan appears to be a compassionate individual who struggles with assertiveness and
self-advocacy, resulting in stress and emotional turmoil.

Recent feeling: Based on the statements provided, Ethan appears to be struggling with feelings of
anxiety, powerlessness, and a lack of control over her recent progress in life. She seems to be
experiencing significant stress related to family dynamics, leading to symptoms such as
procrastination and sleep loss. Her beliefs about her role in the family suggest that she feels trapped
and weak, perceiving herself as unable to assert herself or change her situation without negative
consequences. This indicates a sense of helplessness and fear of conflict or rejection, which may
contribute to her overall anxiety and stress.

Table 3: Client Persona before the simulation (Day1)

17



Background:
Characteristic: Ethan’s core characteristics, as derived from the statements provided, present a
multifaceted picture of someone who is deeply introspective and emotionally aware. Here’s a
summary based on the information you’ve given:
1. Introspective and Self-Aware: Ethan tends to reflect deeply on his personal experiences and
understands the influence of his past, especially familial conflicts, on his current emotional and
relational dynamics.
2. Conflict Avoidant: He shows a strong aversion to confrontation, a trait that stems from previous
negative familial interactions and the fear of further discord or abandonment.
3. Emotionally Vulnerable: Ethan deals with low self-esteem and carries a significant fear of
rejection, impacting his interactions and making it challenging for him to express his emotions or
needs assertively.
4. Harmony-Oriented: Prioritizing peace is a significant trait for Ethan, often at the expense of his
own needs. This drive arises from his fear that any conflict might lead to isolation or family
breakdown.
5. Commitment to Growth: Despite internal challenges, Ethan is focused on personal development.
He strives to be more assertive and resilient, learning from past patterns while attempting to
overcome them.
6. Internal Conflict: There exists a consistent struggle within Ethan between the desire to advocate
for himself and the fear of potential negative repercussions. This conflict complicates his journey
toward empowerment.
7. Hopeful and Open to Change: Ethan maintains an optimistic outlook and shows a willingness to
change, believing in his capacity for emotional and relational improvement despite occasional
feelings of being stuck.
8. Influence of Supportive Figures: Support from individuals like Theodore plays an essential role
in Ethan’s progress. These figures encourage him, provide perspective, and help bolster his
optimism.
Overall, Ethan is navigating a delicate balance between self-preservation and self-expression. He is
working towards healthier relationships and greater emotional maturity by confronting his fears and
slowly disentangling himself from past constraints. His journey is marked by an ongoing effort to
develop resilience and assertiveness, with the support and encouragement of those around him, as he
moves toward a more empowered state of being.

Recent feeling: Ethan’s feelings about his recent progress in life are best described as a blend of
cautious optimism and internal struggle. He is learning to voice his needs and take steps toward
personal empowerment, but these efforts are accompanied by a sense of vulnerability and fear. The
relief he feels when he manages to assert himself is often overshadowed by anxiety about potential
disapproval and the consequences of his actions. Despite this, Ethan is committed to growth and is
hopeful that each small step will build his confidence and resilience.His introspective nature allows
him to see how past family conflicts shape his current emotional responses, which include fears of
confrontation and abandonment. These fears make it challenging for him to assert his needs, causing
an internal conflict between his desire for self-expression and the preservation of familial harmony.
Yet, Ethan remains optimistic about his ability to change and improve, buoyed by support from
individuals like Theodore.
Overall, Ethan’s journey is marked by a careful navigation between maintaining self-preservation
and moving towards self-expression. He is striving for healthier relationships and emotional
maturity by addressing his fears and gradually breaking free from past limitations, even as he
continues to deal with internal complexities.

Table 4: Client Persona after the simulation with counselor-characteristic (Day3)
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With Therapist With Layperson
Relationship 9.71 5.87
Goals and Topics 9.90 1.96
Approach and Method 8.57 4.13
Overall 4.39 1.66

Table 5: SAS-Based Evaluation of Counseling Quality in Client–Therapist and Client–Layperson Conversations

With Emotion(ours) Without Emotion
Response Appropriateness 4.39 4.28
Retrieved Memory Appropriateness 4.23 4.13

Table 6: Human Evaluation Results for Memory Retrieval With and Without Emotion
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Table 7: Overall Human Evaluation Results of Agent Persona Changes Across Different Conditions
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