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ABSTRACT

Large Reasoning Models (LRMs) have achieved impressive performance on chal-
lenging tasks, yet their deep reasoning often incurs substantial computational costs.
To achieve efficient reasoning, existing reinforcement learning methods still strug-
gle to construct short reasoning path during the rollout stage, limiting effective
learning. Inspired by Evidence Accumulation Models, we find that LRMs have
accumulated sufficient information early in reasoning, making further reasoning
steps redundant. Based on this insight, we propose Just-Enough Thinking (JET),
which trains models to proactively terminate unnecessary reasoning. JET performs
trajectory truncation during rollout to expose the model to short, distributionally
consistent reasoning paths. Besides, it uses a quality-controlled length reward to
better encourage concise reasoning while maintaining correctness. Extensive exper-
iments demonstrate that JET significantly improves reasoning efficiency without
sacrificing accuracy. Especially, DeepSeek-Distill-Qwen-1.5B achieves a 4.6%
accuracy gain while reducing output length by 46.3% on the Olympiad benchmark.
Our code is available in the GitHub 1.

1 INTRODUCTION

Large Reasoning Models (LRMs) have achieved substantial performance gains on highly structured
and complex reasoning tasks, such as mathematical problem solving (Shao et al., 2024) and competi-
tive programming (Jiang et al., 2024). Their reasoning process involves elaborate intermediate steps,
reflective self-verification, and exploring alternative solution strategies (Min et al., 2024). These
developments are widely regarded as an approximation of human System-2 cognitive processes (Qu
et al., 2025a; Li et al., 2025). Models including OpenAI o1 (OpenAI, 2025) and DeepSeek-R1 (Guo
et al., 2025) empirically demonstrate this capability in practice.

Despite these advances, the System-2 style reasoning of LRMs incurs substantial computational
costs. LRMs frequently perform more reasoning steps than necessary and consuming excessive
computational resources to reach correct answers, a phenomenon we refer to as “overthinking”
(Chen et al., 2024; Luo et al., 2025b). This contrasts sharply with the efficiency and adaptability
of human cognition. Therefore, developing methods that maintain high accuracy while improving
computational efficiency has become a central challenge for LRMs.

To address the challenge of reasoning efficiency, Reinforcement Learning (RL) has emerged as a
promising paradigm (Hu et al., 2025b; Liu et al., 2025a). The core idea is to use additional reward
signals to guide model generation toward answers that are both correct and concise. Existing
approaches fall into two main categories. (i) adaptive thinking mode selection methods equip models
with multiple reasoning modes (think/no-think) via Supervised Fine-Tuning (SFT), and then use RL
with thinking rewards to select the most suitable mode for each problem (Zhang et al., 2025; Wu
et al., 2025a; Huang et al., 2025a). (ii) length-based optimization approaches introduce explicit length
rewards to encourage more concise reasoning (Team et al., 2025; Gao et al., 2025).

Effective reward-based methods depend on exposing the model to diverse samples, yet LRMs
naturally favor verbose outputs, rarely generating short reasoning trajectories. This inherent verbosity
biases the training data (as shown in the left of Figure 1), leading to a flawed reward signal that
fails to encourage concise reasoning (Wu et al., 2025b). A straightforward solution is to compress

1https://anonymous.4open.science/r/Just-Enough-Think/

1



054
055
056
057
058
059
060
061
062
063
064
065
066
067
068
069
070
071
072
073
074
075
076
077
078
079
080
081
082
083
084
085
086
087
088
089
090
091
092
093
094
095
096
097
098
099
100
101
102
103
104
105
106
107

Under review as a conference paper at ICLR 2026

0 1000 2000 3000 4000 5000 6000 7000
0.00

0.03

0.06

0.09

0.12

0.15

0.18 Average Token Length

Fr
eq

ue
nc

y

Token Length

100%
92%

74%

46%

2919

2386

1945

1163
100% 75% 50% 25% 

0

20

40

60

80

100

A
RR

 /
 A

cc
ur

ac
y 

(%
)

Truncation Ratio

ARR Average Token Length Accuracy

1200

1600

2000

2400

2800

A
ve

ra
ge

 T
ok

en
 L

en
gt

h

-18.3%

-33.4%

-60.2%

Figure 1: Left: The token length distribution of 500 answers generated by DeepSeek-Distill-Qwen-
7B on a math problem. Answers shorter than 1,000 tokens are extremely rare, showing that LRMS
hard to produce short answers on their own. Right: The effect of truncation ratios on the Accuracy
Retention Ratio (ARR) and token compression for the DeepSeek-Distil-Qwen-7B model on the
MATH500 dataset.

long answers or provide external short answers. Yet, such interventions introduce a significant
distribution mismatch between the model’s natural generation distribution and the artificially
shortened samples, which destabilizes gradient updates and impairs learning within the model’s own
generative process (Huang et al., 2025b).

To overcome these limitations, it’s necessary to identify short, distributionally consistent reasoning
trajectories from the model’s own long reasoning chains. Inspired by Evidence Accumulation Models
(Lee & Cummins, 2004) in cognitive science, which describe that human decision-making is a
dynamic process where information is integrated until a threshold is reached, after which further
evidence serves only to support the decision. We hypothesize that LRM reasoning operates similarly.
The early part of a reasoning trajectory already contains enough information to determine the final
answer, and continues to generate results in redundant reasoning. Our pilot experiments also support
this hypothesis.

Building on this core insight, we propose Just-Enough Thinking (JET), a method that trains models to
proactively terminate unnecessary thinking. Specifically, JET operates through two key components.
First, we additionally perform trajectory truncation during RL rollout, exposing the model to reasoning
paths of varying lengths while keeping them aligned with the model’s natural generation. Second,
we introduce a quality-controlled length reward to better guide the model toward efficiency. This
reward identifies the shortest correct trajectory in each reasoning group as a baseline and assigns
length penalties to longer correct trajectories.

Our main contributions are as follows:

• Inspired by the Evidence Accumulation Models, we propose the Just-Enough Thinking (JET),
which leverages trajectory truncation to expose the model to reasoning paths of varying lengths
during rollout, and length-aware rewards to guide more efficient reasoning.

• We empirically demonstrate that LRMs accumulate sufficient information early in reasoning. By
truncating trajectories during rollout, we can construct short reasoning paths that remain aligned with
the model’s natural generation distribution. This provides a natural basis for training JET.

• Extensive experiments demonstrate that JET achieves superior efficient reasoning on complex and
challenging tasks. For example, on the Olympiad benchmark, DeepSeek-Distill-Qwen-1.5B achieves
a 4.6% improvement in accuracy while reducing output length by 46.3%. Furthermore, the model’s
ability to proactively terminate reasoning generalizes across other reasoning tasks.

2 PILOT EXPERIMENTS

LRMs often produce long multi-step reasoning sequences, but it remains unclear whether the full
sequence is necessary to arrive at the correct answer. In this section, we investigate whether the
model accumulates sufficient information during the initial reasoning steps to produce correct
answers. Therefore, we conduct pilot experiments on the MATH500 dataset with DeepSeek-Distill-
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Qwen-7B. We mainly evaluate how limiting the model to only the early portion of its reasoning
sequence affects answer correctness.

2.1 TASK DEFINITION

Let M be a large reasoning model. For a given problem q ∈ Q, M generates a sequence of
intermediate reasoning states S = [s1, s2, . . . , sL] and produces a final answer oq, where L denotes
the total length of reasoning steps. Following the standard autoregressive generation paradigm, this
process is formulated as:

P
(
Sq, oq | q

)
=

L∏
i=1

P
(
si | q, s<i

)
· P

(
oq | q, Sq

)
. (1)

We define a truncated reasoning sequence S
(T )
q as the first ⌊T · L⌋ intermediate reasoning process

of the full sequence, where S
(T )
q = [s1, s2, . . . , s⌊T ·L⌋], T ∈ [0, 1). At the truncation point, a forced

stop-thinking signal zstop is inserted, instructing the model to stop thinking and produce a final
answer Â(T ) based on the available intermediate reasoning steps.

ô(T )
q ∼ P (oq | q, S(T )

q , zstop), (2)

To quantify the model’s performance under truncation, we use two complementary metrics that
capture correctness and efficiency:
Accuracy Retention Ratio. ARR measures the proportion of originally correct problems that remain
correct after truncation. Let Qcorrect = { q ∈ Q | oq = o∗q } be the set of problems correctly solved
with the full reasoning sequence, where o∗q is the ground-truth answer. Then

ARR(T ) =
1

|Qcorrect|
∑

q∈Qcorrect

I
(
ô(T )
q = o∗q)

)
. (3)

Token Compression Ratio. It quantifies the reduction in reasoning tokens achieved by relying solely
on the truncated prefix to produce the final answer.

TCR(T ) = 1− |S(T )
q |
|Sq|

(4)

2.2 PILOT EXPERIMENTS AND ANALYSIS

We first establish a baseline by allowing the model to generate complete reasoning traces and its final
answers. We then truncate the reasoning process, retaining only the first 75%, 50%, and 25% of the
original reasoning chain, and insert a stop-thinking cue, like “Wait, I have enough information to
get the final answer. Therefore, the final answer is...” (as shown in the left of Figure 2), to prompt
the model to produce the final answer from the partial reasoning. We evaluate its performance under
these conditions.

LRMs retain most of their accuracy even when large portions of the reasoning chain are removed. As
shown in the right of Figure 1, restricting the model to the first 75% of its reasoning preserves over
90% of the originally correct solutions, and using only the first half still yields correct answers on
roughly three-quarters of those problems. Even with just a quarter of the reasoning, nearly half of the
originally correct solutions survive. This indicates that the essential problem-solving information is
accumulated early and later steps contribute little to correctness.

Truncation also yields substantial reductions in token consumption. Full reasoning averages about
2,900 tokens per problem. Using only the first three-quarters reduces cost by about 18% with minimal
accuracy loss, and using only half cuts almost 1,000 tokens while retaining most performance. Even
at 25% of the reasoning chain, token usage drops to less than 40% of the original. Although accuracy
declines at this point, the model still achieves non-trivial performance at a fraction of the inference
cost, underscoring the efficiency potential of front-loaded reasoning.

Highlights

LRMs accumulate most of the crucial problem-solving information early in their reasoning
process, allowing them to maintain high accuracy while significantly reducing the number of
reasoning tokens.
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How many positive whole-number divisors does 196 have?
(2) Truncated trajectory (1) Full reasoning 

I'll start by finding its prime
factorization.
First, divide 196 by 2...
Next, divide 49 by 7... 
           ...... 
(Omit reasoning steps)
The final answer is 9. 
ToTal Tokens: 2480

.....

First, divide 196 by 2...
Next, divide
/*stop-thinking*/
Wait, I have enough information to
get the final answer.
Therefore, the final answer is 9. 
ToTal Tokens: 1326

q

q

q

Full reasoning path

Truncated trajectory

+ stop-thinking

q

+ stop-thinking

+

+

+

Stage2

Stage1

+ stop-thinking

Figure 2: Left: An example of a truncated reasoning trajectory; Right: The process of Two-stage
Rollout Construction.

3 METHODS

Motivated by our observation that LRMs accumulate most problem-solving information in the early
stages of reasoning, we introduce JET, a reinforcement learning approach based on DAPO (Yu et al.,
2025a). JET trains LRMs to stop reasoning once sufficient information has been gathered, enabling
them to produce accurate answers and concise reasoning steps.

3.1 TWO-STAGE ROLLOUT CONSTRUCTION

To expose the model to diverse reasoning behaviors and enable efficient policy learning, we employ a
two-stage rollout construction strategy during reinforcement learning, which is shown in Figure 2.

Stage1: Full Reasoning In the first stage, corresponding to the standard rollout phase in RL,the
model produces full reasoning trajectories under its natural autoregressive generation process. This
step exposes the model to its unconstrained reasoning behavior, capturing complete chains that
include both intermediate reasoning steps and the final answer. These full trajectories provide a rich
reference set for later truncation and allow us to sample diverse reasoning paths in Stage 2.

Stage2: Trajectory Truncation This stage constructs shorter reasoning paths by truncating full
trajectories. Starting with the full reasoning trajectories obtained in Stage 1, we generate multiple
shortened versions by cutting each trajectory at various intermediate steps. At each truncation
point, we add explicit “stop-thinking” sentence that encourages the model to immediately provide
a conclusion, rather than continuing its reasoning process. These truncated trajectories maintain
consistency with the model’s generation distribution while increasing the diversity of reasoning paths
during reinforcement learning rollouts.

Identify the Truncation Position. Determining the optimal truncation point is challenging. Cutting
too early may produce incorrect answers, while cutting too late adds redundant reasoning. Exhaus-
tively searching for this point is computationally expensive and reduces RL training efficiency, we
propose Progressive Early-Stopping (PES) strategy.

For each full reasoning trajectory, PES generates a sequence of truncated variants at positions

tk = t0 + k∆t, k = 0, 1, . . . ,K, (5)

where t0 is the initial cutoff, ∆t is the predefined step size or quantile interval, and K controls
the number of truncations. At each cutoff tk, an explicit stop-thinking cue prompts the model to
immediately produce its final answer.

This progressive sampling (i) preserves consistency with the model’s own generation distribution,
(ii) increases the chance of including the optimal or near-optimal cutoff t∗, and (iii) provides diverse
early-stopped trajectories. These trajectories help the model learn when to halt reasoning while
maintaining answer correctness, improving both efficiency and policy stability.

Together, the two stages generate diverse reasoning trajectories that guide the RL policy to reason
efficiently without sacrificing accuracy. Full trajectories provide comprehensive coverage, while
truncated trajectories encourage concise reasoning, enabling the model to balance correctness and
brevity.
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3.2 REWARD AND OBJECTIVE DESIGN

Another critical component in RL training is the design of reward system, which guides the model
toward desired behaviors. Our reward mechanism consists of two main components: a base reward
that encourages correct and well-formatted answers, and a length reward that encourages concise
reasoning.

Base Reward. Following standard RL practices, the base reward combines two components: the
format reward rf and the correctness reward racc. The format reward rf ∈ {0, 1} ensures proper
answer presentation by requiring final answers to be enclosed in \boxed{} tags. The correctness
reward racc ∈ {0, 1} evaluates answer accuracy through exact string matching with the ground-truth
solution.

Length Reward. To encourage concise reasoning without compromising correctness, we design an
accuracy-conditioned length reward based on the following principles:

Correctness first: Only correct responses are eligible for length rewards, ensuring that accuracy
remains the primary objective.
Conciseness preference: Among correct responses, shorter reasoning paths receive higher rewards,
promoting brevity in reasoning.
Per-question normalization: Rewards are measured relative to the shortest and longest correct
responses for each question, preventing biases caused by differing length distributions across
questions.

Formally, let C = {i | racc(i) = 1} denote the set of correct responses for a question. Within this set,
we define ℓmin = minj∈C ℓj and ℓmax = maxj∈C ℓj as the shortest and longest correct responses,
respectively. The length reward for a response i is then:

rℓ(i) =

{(
ℓmax−ℓi

ℓmax−ℓmin+ε

)
· α · (1− δ) + δ, if i ∈ C

0, if i /∈ C
(6)

Here, α controls the rate at which reward decays with length, δ ∈ (0, 1) sets a minimum reward for
all correct responses, and ε > 0 avoids division by zero when all correct responses have equal length.

Total Reward. The total reward combines the contributions of correctness, formatting, and concise-
ness to guide the model toward accurate, well-formatted, and concise reasoning. Formally, for a
sample i, the total reward is defined as:

R(i) = wf · rf (i) + wacc · racc(i) + wℓ · rℓ(i) (7)
where rf (i), racc(i), and rℓ(i) are the format, correctness, and length rewards, respectively, and
wf , wacc, and wℓ are non-negative coefficients that balance their contributions. By combining these
components, the reward function ensures that the model not only produces correct answers but also
maintains proper formatting and favors concise reasoning paths.

Training Objective. The original DAPO algorithm optimizes the policy by sampling a set of outputs
{oi}Gi=1 for each input query q and corresponding answer A, with the objective formulated as:

JDAPO(θ) = E(q,a)∼D,{oi}G
i=1∼πθold (·|q)[

1∑G
i=1 |oi|

G∑
i=1

|oi|∑
t=1

min
(
ri,t(θ)Âi,t, clip

(
ri,t(θ), 1− εlow, 1 + εhigh

)
Âi,t

)] (8)

Here, the importance sampling ratio is ri,t(θ) =
πθ(oi,t|q,oi,<t)
πθold (oi,t|q,oi,<t)

, and the advantage estimate is

Âi,t =
Ri−mean({Ri}G

i=1)

std({Ri}G
i=1)

.

Unlike standard DAPO, which computes the loss only on full reasoning trajectories, JET incorporates
both full trajectories and those obtained by truncating a reasoning chain and then completing it.
By including these truncated-and-completed trajectories in the objective, the policy learns to stop
reasoning once sufficient information has been gathered, producing answers that are both correct and
concise. The complete algorithm is shown in Appendix 1.
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Table 1: Performance of different baselines across various math tasks. Values in parentheses under
ACC indicate the accuracy change ∆acc relative to the Base, and values under Length denote the
token compression ratio (%) with respect to Base.

Methods GSM8K MATH500 AIME24 AMC Olympiad AVG
ACC Length ACC Length ACC Length ACC Length ACC Length ACC Length

DeepSeek-Distill-Qwen-1.5B
Base 76.0 468 79.6 3617 28.7 11046 63.3 7644 47.0 7679 58.9 4765
SFT 81.4 (+5.4) 559 (+19.4) 78.8 (-0.8) 2591 (-28.4) 27.7 (-1.0) 9139 (-17.3) 57.2 (-6.1) 5394 (-29.4) 42.5 (-4.5) 5532 (-28.0) 57.5 (-1.4) 3583 (-16.7)

DPO 80.2 (+4.2) 530 (+13.2) 78.6 (-1.0) 2652 (-26.7) 24.0 (-4.7) 9966 (-9.8) 59.0 (-4.3) 5482 (-28.3) 44.0 (-3.0) 5929 (-22.8) 57.2 (-1.7) 3744 (-14.9)

DAPO 80.0 (+4.0) 826 (+76.5) 85.8 (+6.2) 3106 (-14.1) 26.7 (-2.0) 8583 (-22.3) 66.3 (+3.0) 5666 (-25.9) 46.6 (-0.4) 5822 (-24.2) 61.1 (+2.1) 3822 (-2.0)

AdaThink 82.0 (+6.0) 772 (+65.0) 79.6 (+0.0) 1905 (-47.3) 23.7 (-5.0) 7434 (-32.7) 58.7 (-4.6) 3983 (-47.9) 49.8 (+2.8) 4706 (-38.7) 58.8 (-0.2) 2948 (-20.3)

Laser-D 84.9 (+8.9) 1073 (+129.3) 85.2 (+5.6) 2424 (-33.0) 30.0 (+1.3) 7271 (-34.2) 65.8 (+2.5) 4355 (-43.0) 53.2 (+6.2) 4813 (-37.3) 63.8(+4.9) 3221 (-3.6)

Laser-DE 84.1 (+8.1) 1179 (+151.9) 84.2 (+4.6) 2798 (-22.6) 29.7 (+1.0) 7960 (-27.9) 65.2 (+1.9) 5018 (-34.4) 50.5 (+3.5) 5265 (-31.4) 62.7 (+3.8) 3604 (+7.1)

LCR1 75.0 (-1.0) 443 (-5.3) 77.6 (-2.0) 1851 (-48.8) 19.0 (-9.7) 7155 (-35.2) 56.4 (-6.9) 3897 (-49.0) 44.0 (-3.0) 4193 (-45.4) 54.4 (-4.5) 2682(-36.8)

JET 83.8 (+7.8) 605 (+29.3) 83.0 (+3.4) 2072 (-42.7) 32.0 (+3.3) 6641 (-39.9) 66.1 (+2.8) 3872 (-49.3) 51.6 (+4.6) 4121 (-46.3) 63.3 (+4.4) 2710 (-29.8)

DeepSeek-Distill-Qwen-7B
Base 87.0 469 92.0 2918 51.3 9812 78.9 6013 63.1 6782 74.5 4026
SFT 87.3 (+0.3) 438 (-6.6) 91.4 (-0.6) 2568 (-12.0) 48.7 (-2.6) 9814 (+0.0) 78.6 (-0.3) 5836 (-2.9) 62.7 (-0.4) 6441 (-5.0) 73.7 (-0.7) 3862 (-5.3)

DPO 86.1 (-0.9) 438 (-6.6) 90.0 (-2.0) 2590 (-11.2) 53.0 (+1.7) 9552 (-2.6) 77.2 (-1.7) 5797 (-3.6) 60.4 (-2.7) 6465 (-4.7) 73.4 (-1.1) 3839 (-5.8)

DAPO 90.1 (+3.1) 583 (+24.3) 91.6 (-0.4) 2720 (-6.8) 53.3 (+2.0) 8414 (-14.2) 81.7 (+2.8) 4903 (-18.5) 63.4 (+0.3) 5361 (-21.0) 76.0 (+1.5) 3405 (-7.2)

AdaThink 88.9 (+1.9) 304 (-35.2) 87.8 (-4.2) 1325 (-54.6) 50.7 (-0.6) 8131 (-17.1) 77.2 (-1.7) 3871 (-35.6) 61.3 (-1.8) 4656 (-31.3) 73.2 (-1.3) 2720 (-34.8)

Laser-D 91.6 (+4.6) 965 (+105.8) 92.0 (+0.0) 1950 (-33.2) 52.7 (+1.4) 6361 (-35.2) 82.8 (+3.9) 3505 (-41.7) 64.7 (+1.6) 3755 (-44.6) 76.8 (+2.3) 2649 (-9.8)

Laser-DE 91.5 (+4.5) 948 (+102.1) 92.4 (+0.4) 1942 (-33.4) 53.0 (+1.7) 5809 (-40.8) 82.9 (+4.0) 3357 (-44.2) 64.6 (+1.5) 3713 (-45.3) 76.9 (+2.4) 2554 (-12.3)

LCR1 86.0 (-1.0) 386 (-17.7) 87.6 (-4.4) 1313 (-55.0) 50.0 (-1.3) 6329 (-35.5) 76.5 (-2.4) 3173 (-47.2) 59.1 (-4.0) 3575 (-47.3) 71.8 (-2.6) 2238 (-40.5)

JET 86.1 (-0.9) 324 (-30.9) 91.2 (-0.8) 2091 (-28.3) 54.0 (+2.7) 7981 (-18.7) 81.0 (+2.1) 4301 (-28.5) 63.9 (+0.8) 5083 (-25.1) 75.2 (+0.8) 2999 (-26.3)

4 EXPERIMENTS

4.1 EXPERIMENT SETUPS

Models. To assess the effectiveness of our method across of different sizes, we adopt two represen-
tative and widely used LRMs, Deepseek-Distill-Qwen7B and 1.5B (DeepSeek-AI et al., 2025), as
backbone models.

Datasets. Training data. We construct a mixed-difficulty training dataset by combining MATH and
DAPO-MATH 2. We then remove all Chinese-language problems, resulting in 14,564 examples.

Test data. We evaluate our model across a diverse suite of benchmarks to assess its performance in both
in-domain and out-of-domain scenarios. For in-domain mathematical reasoning, we use datasets of
varying difficulty, including AIME 20243, MATH500 (Lightman et al., 2023), GSM8K (Cobbe et al.,
2021), AMC4, and Olympiad (He et al., 2024) problems. To measure out-of-domain generalization,
we teste the model on GPQA-Diamond, CommonsenseQA, and a subset of MMLU created by
sampling 2,000 problems per subject. Finally, to ensure statistical robustness, all experiments on
AIME 2024 and AMC are independently repeated 10 times.

Metrics. We evaluate model performance using the following four metrics: Accuracy (Acc) for
correctness, Output Length (Length) for conciseness, Accuracr change ∆acc to track performance
shifts, and the token compression ratio (Eq. 4) to measure efficiency.

Baselines. In addition to backbone models, we compare JET with several efficient reasoning
methods. Specifically, (1) Supervised Fine-tuning (SFT): Following OVERTHINK (Chen et al.,
2024), we construct training datasets from the shortest correct answers generated during our method’s
rollout stage to fine-tune the backbones; (2) Direct Preferene Optimization (DPO): We also create
a preference dataset, by labeling the shortest correct answer as “chosen” and the longest as “reject”;
(3) DAPO: A widely used RL algorithm for enhancing reasoning capabilities, analogous to R1; (4)
AdaptThink (AdaThink): An RL algorithm that teaches reasoning models when to think or not
think to solve a given query; (5) IC-R1: A GRPO-based method that improves reasoning efficiency
by pruning invalid steps; (6) Laser: It’s also an RL-based method that promotes reasoning efficiency
by using a step-function reward based on target sequence length. Detailed experimental settings and
hyperparameters for these baselines are provided in the Appendix A.

2https://huggingface.co/datasets/BytedTsinghua-SIA/DAPO-Math-17k
3https://huggingface.co/datasets/math-ai/aime24
4https://huggingface.co/datasets/AI-MO/aimo-validation-amc
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Table 2: Generalization ability of different methods on other reasoning tasks. Values in parentheses
under ACC indicate the accuracy change ∆acc relative to the Base, and values under Length denote
the token compression ratio (%) with respect to Base.

Methods CSQA GPQA-Diamond MMLU AVG
ACC Length ACC Length ACC Length ACC Length

D
S-

Q
w

en
-1

.5
B

Base 44.2 787 32.3 5619 43.8 1306 40.1 1370
SFT 47.0 (+2.8) 740 (-6.0) 34.9 (+2.6) 5288 (-5.9) 44.7 (+0.1) 1122 (-14.1) 42.2 (+2.1) 1227 (-8.7)

DPO 44.6 (+0.4) 690 (-12.3) 30.3 (-2.0) 5283 (-6.0) 44.5 (+0.7) 1143 (-12.5) 39.8 (-0.3) 1221 (-10.3)

DAPO 45.6 (+1.4) 479 (-39.1) 37.9 (+5.6) 4591 (-18.3) 46.5 (+1.8) 856 (-34.4) 43.3 (+3.2) 938 (-30.6)

AdaptThink 48.0 (+3.8) 887 (+12.7) 32.3 (+0.0) 4601 (-18.1) 44.5 (-2.0) 1224 (-6.3) 41.6 (+1.5) 1299 (-3.9)

Laser-D 47.1 (+2.9) 685 (-13.0) 34.3 (+2.0) 5352 (-4.8) 47.2 (+3.4) 1143 (-12.5) 42.9 (+2.8) 1223 (-10.1)

Laser-DE 47.8 (+3.6) 685 (-13.0) 33.8 (+1.5) 5575 (-0.8) 46.2 (+2.4) 1217 (-6.8) 42.6 (+2.5) 1279 (-6.9)

LCR1 44.3 (+0.1) 431 (-45.2) 33.8 (+1.5) 3678 (-34.5) 42.7 (-1.1) 744 (-43.0) 40.3 (+0.2) 802 (-40.9)

JET 45.6 (+1.4) 407 (-48.3) 43.4 (+11.1) 4182 (-25.6) 44.6 (+0.8) 715 (-45.3) 44.5 (+4.4) 806 (-39.7)

D
S-

Q
w

en
-7

B

Base 63.7 631 47.5 6359 60.1 1022 57.1 1191
SFT 65.4 (+1.7) 593 (-6.0) 45.5 (-2.1) 5418 (-14.8) 60.2 (+0.1) 1044 (+2.2) 57.0 (-0.1) 1136 (-6.2)

DPO 65.9 (+2.2) 586 (-7.1) 49.0 (+1.5) 5519 (-13.2) 60.1 (+0.0) 947 (-7.3) 58.3 (+1.2) 1083 (-9.2)

DAPO 65.7 (+2.0) 519 (-17.7) 51.0 (+3.5) 5485 (-13.7) 58.9 (-1.3) 907 (-11.3) 58.5 (+1.4) 1034 (-14.3)

AdaptThink 65.9 (+2.2) 536 (-15.1) 44.4 (-3.1) 4820 (-24.2) 57.3 (-2.8) 840 (-17.8) 55.9 (-2.6) 962 (-19.0)

Laser-D 65.8 (+2.1) 600 (-4.9) 51.0 (+3.5) 4417 (-30.5) 62.3 (+2.2) 1059 (+3.6) 59.7(+2.6) 1090 (-10.6)

Laser-DE 64.8 (+1.1) 553 (-12.4) 46.5 (-1.0) 3884 (-38.9) 63.4 (+3.3) 1027 (+0.5) 58.2 (+1.1) 1023 (-16.9)

LCR1 65.0 (+1.3) 404 (-36.0) 50.0 (+2.5) 3429 (-46.1) 56.5 (-3.6) 611 (-40.2) 57.2 (+0.1) 700 (-40.8)

JET 66.4 (+2.7) 531 (-15.8) 52.5 (+5.0) 5530 (-13.0) 63.9 (+3.8) 860 (-15.9) 60.9 (+3.8) 1013 (-14.9)

4.2 MAIN RESULTS

JET achieves substantial output length reduction without compromising accuracy, demonstrat-
ing superior efficiency. Some methods such as LCR1 attain higher compression but at the cost of
accuracy. For example, on MATH500 with the 7B model, LCR1 reduces length by over 50% but
drops accuracy by 4.4pp, undermining the goal of efficient reasoning. In contrast, JET consistently
attains large reductions, averaging 39.7% on the 1.5B model, while maintaining or even improving
accuracy across tasks, reflecting a more favorable efficiency and accuracy trade-off.

JET shows outstanding performance on challenging mathematical reasoning tasks. On high-
level competition datasets such as AIME24 and AMC, JET provides notable gains. With the 7B
model, it achieves 54.0 accuracy on AIME24 (+2.7 over Base) and 81.0 on AMC (+2.1 over Base).
These improvements indicate that JET efficiently captures critical reasoning steps, reduces redundant
computation, and produces higher-quality solutions. Its output is also shorter than other methods,
showing a more efficient reasoning process.

JET also demonstrates a distinct advantage on simpler tasks. While other methods, such as Laser
and AdaThink, tend to generate unnecessarily lengthy reasoning even on easy problems (GSM8K).
However, JET is not passively compressing, it possesses task-awareness and aims to allocate fewer
tokens in low-complexity scenarios. In contrast, for more challenging tasks, JET ensures adequate
space for deeper reasoning. This intelligent resource allocation mechanism highlights its stable
performance across tasks of varying difficulty levels.

JET maintains stable performance across model scales. It performs well across LRM models of
different parameter scales. This consistent improvement across scales indicates that JET ’s reasoning
strategy is inherently effective and can be reliably applied to models of varying sizes.

4.3 GENERALIZATION ANALYSIS OF JET

JET exhibits robust generalization across domains and difficulty levels in commonsense rea-
soning tasks, indicating that its effectiveness stems from an optimized, domain-agnostic reasoning
framework rather than incidental factors. Although initially developed for mathematical reasoning,
JET achieves consistently strong results on CSQA (commonsense judgment), GPQA (professional
reasoning), and MMLU (multidisciplinary evaluation), underscoring its versatility.

The largest gains emerge on the challenging GPQA-Diamond benchmark, highlighting JET ’s
capacity to handle complex semantic structures, a central element of its generalization. On

7



378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431

Under review as a conference paper at ICLR 2026

w / o F i x P E S

4 0 0

6 0 0

8 0 0
G S M 8 K

7 5

8 0

8 5

w / o F i x P E S
3 5 0 0

4 0 0 0

4 5 0 0 O l y m p i a d

4 5

4 8

5 1

w / o F i x P E S

3 6 0 0

3 9 0 0

4 2 0 0 A M C

Av
er

ag
e T

ok
en

 Le
ng

th
 A v e r a g e  T o k e n  L e n g t h
 A c c u r a c y

6 0

6 4

6 8

w / o F i x P E S

2 6 0 0

2 8 0 0

3 0 0 0 A V G

5 7

6 0

6 3

Ac
cu

rac
y (

%)

Figure 3: Performance of different rollout strategies during the RL training.
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this dataset, JET delivers +5.0 improvement with the 7B model, substantially outperforming other
methods, and an even larger +11.1 gain with the 1.5B model. This “the harder, the stronger” pattern
indicates that JET enhances the model’s ability to capture deep reasoning structures, rather than
relying on superficial pattern matching, and maintains high performance even in unfamiliar domains.

4.4 IMPACT OF PES-INDUCED ANSWER DIVERSITY ON TRAINING

To investigate how the diverse answers generated through PES strategy impact model performance,
we compare PES with fixed-position truncation (Fix) and full reasoning generation without early
stopping (w/o PES), analyzing the impact of diverse samples during rollout on training outcomes.
Results are shown in Figure 3, more additional analysis are in Appendix C.5. The backbone used is
Deepseek-Distill-Qwen-1.5B.

PES leverages answer diversity to enhance reasoning accuracy and efficiency. By generating reasoning
paths of varying lengths, PES exposes the model to different problem-solving strategies, allowing
it to learn when additional reasoning improves outcomes and when early stopping prevents error
accumulation. In contrast, w/o PES experiences error accumulation in longer sequences, and Fix
cannot adapt to problem complexity. Case studies in Appendix C.6 further illustrate how PES enables
proactive stop-thinking behavior during inference.

4.5 EFFICIENCY ANALYSIS OF PES

PES achieves significant computational efficiency. Instead of performing a costly search for the
optimal truncation points, PES employs a simple and effective progressive approach to approximate
the optimal reasoning length. By truncating full reasoning trajectories, PES reduces computational
overhead during rollout. The shortened trajectories require fewer forward passes and enable faster
gradient computation, further accelerating RL training. Compared to the baseline strategy that
generates full reasoning chains, PES achieves up to a five-fold speedup in rollout generation and
policy optimization, as shown in Figure 4.

4.6 LENGTH REWARD DESIGN ANALYSIS

We compare three length reward design in JET, including linear reward (Linear), weighted linear
reward (ours), and exponential decay reward (Exp). The linear reward assigns scores proportionally
based on the shortest and longest reasoning lengths. Our weighted linear reward adds a scaling factor
and an offset to encourage concise reasoning while maintaining a minimum reward. Exponential

8



432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485

Under review as a conference paper at ICLR 2026

decay penalizes longer outputs more sharply. The detailed formulations are in Appendix C.4. The
results are shown in Figure 5.

Across eight datasets, the weighted linear reward effectively reduces reasoning token length. By
amplifying incentives for shorter outputs while preserving a minimum reward, it retains essential
reasoning steps and eliminates redundant content, achieving a superior balance between accuracy and
efficiency. The results of accuracy are in the Table 3. Linear rewards offer weak control, allowing
verbose outputs, whereas exponential decay can truncate reasoning prematurely, leading to unstable
accuracy. Further analysis is shown in Appendix C.4.

5 RELATED WORK

Enhancing Deep Thinking Capability in LLMs. Unlike the rapid, heuristic-driven behavior of
LLMs, slow-thinking reasoning systems enhance their capabilities by introducing deliberate and
analytical reasoning (Snell et al., 2024). These approaches employ test-time scaling, enabling models
to allocate more computation and time to reasoning before responding to challenging questions
(Muennighoff et al., 2025b). Reinforcement Learning (RL) has become the main technique for
building strong reasoning abilities in LLMs during post-training stage. OpenAI’s o1 model (Jaech
et al., 2024) was the first large-scale use of RL for deep reasoning, showing excellent performance
on complex tasks. Soon after, DeepSeek-R1 (DeepSeek-AI et al., 2025) became the first open-
source model to match o1’s performance, making these techniques available to more researchers.
This progress has led to many powerful long reasoning models, including Gemini 2.5 (Comanici
et al., 2025), QwQ (Team, 2025), and Phi-4 (Abdin et al., 2024). Recent work has shown that
Reinforcement Learning with Verifiable Rewards (RLVR) (Chu et al., 2025; Betley et al., 2025) can
greatly improve model’s performance on challenge reasoning task, especially in mathematics and
programming (Shao et al., 2024; Hu et al., 2025a). At the same time, more better RL algorithms like
GRPO (Shao et al., 2024), DAPO (Yu et al., 2025b), and Dr.GRPO (Liu et al., 2025b) are proposed
to make the post-training process faster, more stable and effective.

Efficient Reasoning. While detailed reasoning often leads to more correct answers, the redundant
thought process of LRMs greatly increases the inference time and computational cost, a problem
known as “overthinking” (Sui et al., 2025; Feng et al., 2025). Many work have proposed methods to
improve reasoning efficiency from different perspectives.
One group of methods sets a fixed token budget for reasoning. They directly control the length of
reasoning by setting explicit token limits (Muennighoff et al., 2025a; Sun et al., 2025; Aggarwal &
Welleck, 2025; Anthropic, 2025). Examples include CoT-Valve (Ma et al., 2025) and L1 (Aggarwal
& Welleck, 2025). However, it is hard to choose the right budget for problems of different difficulty
levels. Another line of work teaches the model to adapt its reasoning length to the difficulty of the
question. For example, Adar1 (Luo et al., 2025a) and DAST (Shen et al., 2025) build preference
datasets to train the model to decide by itself whether to use a “think” or “no-think” mode for each
query (Lou et al., 2025; Zhang et al., 2025; Bai et al., 2023). Another growing body of work explores
reinforcement learning to achieve efficient reasoning. Methods such as O1-Pruner (Luo et al., 2025b;
Qu et al., 2025b; Dai et al., 2025), ThinkPrune (Hou et al., 2025), and Kimi (Team et al., 2025) add
length-based penalties to the reward function to encourage concise but accurate reasoning.

6 CONCLUSION

In this paper, we propose Just-Enough Thinking (JET), a method that trains LRMs to proactively
terminate unnecessary reasoning and achieve efficient reasoning. JET tackles the difficulty that
LRMs seldom produce short reasoning paths during reinforcement learning, leading to biased training
samples. Artificially constructed short answers often diverge from the model’s natural probability
distribution, which hinders effective learning. Inspired by Evidence Accumulation Models, we design
a two-stage rollout strategy, where one stage applies trajectory truncation to construct short reasoning
paths consistent with the model’s natural distribution. This enables the model to observe multiple
reasoning paths for the same question that differ in both length and correctness. We also introduce a
quality-controlled length reward to guide the model toward more efficient reasoning. Experiments on
two representative LRMs demonstrate that JET significantly reduces output length without sacrificing
accuracy, and this efficiency generalizes effectively to other reasoning tasks.
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results.
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APPENDIX

A EXPERIMENTS DETAILS

Hardware and Software Platform. All experiments are conducted on workstations equipped
with four NVIDIA A800 PCIe GPUs with 80GB memory each, running Ubuntu 20.04.6 LTS. Our
implementation is based on the Verl (Sheng et al., 2025) framework.

Training Configuration. We generate rollouts using temperature sampling (τ = 1.0) with enforced
end-of-sequence tokens, and employ vLLM for efficient batched decoding with 128 rollout slots and
paged attention. During RL training, the maximum prompt length is set to 2,048 tokens, and the
maximum response length is 10,000 tokens. Training is conducted for 100 steps with a batch size of
64, and the actor model is optimized using the Adam optimizer with a learning rate of 1× 10−6.

During the rollout stage, we employ a grouped sampling strategy with a group size of G = 12
per problem. Specifically, we first generate three complete answers. To obtain partial reasoning
trajectories, the initial truncation point is set to t0 = 25% of the original length, the increment ∆t is
25%, and we perform k = 3 truncations. At each truncation point, the model is required to produce a
final prediction. This process yields nine short answers and three full answers, resulting in a total of
12 responses per query.

For RL optimization, the clipping parameters are set to a low of 0.2 and a high of 0.28. Reward
weights are assigned as wacc = 0.9, wf = 0.1, and wℓ = 1 to balance accuracy, formatting, and
output length during training.

Inference Configuration. During inference, we set the temperature to 0.6, the maximum model
length to 30,000 tokens, the maximum tokens to 16,000 tokens, and top-p to 0.95.

Length Reward Design. In Section 4.6, we introduce two additional length reward strategies: the
linear reward and the exponential decay reward. The linear reward is defined as:

rℓ(i) =

{
ℓmax−ℓi

ℓmax−ℓmin+ε , if i ∈ C,
0, otherwise.

(9)

The exponential decay reward replaces the linear term with an exponential function, and is defined as

rℓ(i) =

{(
ℓmax−ℓi

ℓmax−ℓmin+ε

)α

· (1− δ) + δ, if i ∈ C,
0, otherwise.

(10)

For all experiments, the hyperparameters are fixed as α = 1.2, δ = 0.05, and ε = 1× 10−8.

Baseline Implementation. We provide a detailed description of the baseline implementation.

• For AdaptThink, LCR1, and Laser, we initially attempted to reproduce the results using
the official GitHub repositories provided in their papers. However, our reproduced results
did not fully match the reported performance. To ensure fairness and avoid weakening the
original results, we instead directly download the trained models from Hugging Face and
evaluate them with the prompt configurations specified in the papers, while adopting the
inference parameters listed in Appendix A.

• For both the SFT and DPO baselines, we sample 12 answers per problem from JET under the
Two-Stage Rollout. The shortest correct answer serves as the SFT training target and as the
preferred response for DPO, while the longest answer is designated as the rejected response
for DPO. This process yields training sets of 5.8K samples for DeepSeek-Distill-Qwen-7B
and 5.6K samples for the 1.5B model. Both models are fine-tuned with LoRA for one epoch
using using a cutoff length of 4,096 tokens, a learning rate of 1.0e-5, and a maximum of
100,000 training samples.

• For DAPO, we employ the same training data and parameter settings as JET. The only
modification lies in the rollout and reward configurations, where the length reward is
removed and only the accuracy and formatting rewards are retained.

14



756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

Under review as a conference paper at ICLR 2026

Table 3: Comparison of accuracy for three reward strategies on eight benchmark datasets.

Strategy GSM8K MATH500 AIME24 AMC Olympiad CSQA GPQA MMLU AVG
Ours 83.8 83.2 32 66.1 51.6 45.6 43.4 44.6 56.3
Linear 82.6 82.6 31.7 64.2 50.2 45.6 38.9 45.2 55.1
Exp 85.3 84.6 33 63.6 52.3 46.0 43.4 45.9 56.8
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Figure 6: Evolution of accuracy and output length of the DeepSeek-Distill-Qwen-1.5B model across
benchmarks during JET training.

B ALGORITHM

Based on the description in Section 3.1, we present the pseudocode of the JET algorithm in Algo-
rithm 1, which outlines its key steps and facilitates the reproducibility of our method.

C FURTHER ANALYSIS

C.1 PERFORMANCE EVOLUTION DURING RL TRAINING

We track how model performance evolves throughout JET training across multiple downstream tasks
for both DeepSeek-Distill-Qwen-1.5B and 7B. Figures 6 and 7 illustrate the main trends.

The average token length decreases significantly over training steps, while accuracy remains stable or
improves, indicating that our method successfully encourages concise yet accurate responses. In early
stages (steps 20–40), both models exhibit relatively long outputs with moderate accuracy, reflecting
an exploration stage where the policy is still learning to balance quality and brevity. As training
proceeds (steps 50–80), output length drops sharply—especially on structured reasoning tasks such
as MATH500, GSM8K, and AMC, where the average token count decreases by more than 50%.
Crucially, this compression coincides with sustained or improved accuracy, indicating that shorter
outputs are semantically meaningful rather than merely truncated.

The 7B model converges faster and exhibits smoother trends than the 1.5B variant. It achieves higher
final accuracy and more consistent length reduction, likely due to its stronger generalization capacity
and richer representations. Nonetheless, the smaller model also shows substantial improvement,
confirming that the method scales effectively across model sizes.

Overall, the in-domain metrics trace a clear progression from long, low-efficiency outputs to shorter,
more precise responses with stable performance. This trajectory highlights the success of our RL
design in aligning model behavior with the dual goals of correctness and conciseness.

C.2 ANALYSIS OF PROACTIVE STOP-THINKING IN JET

To validate the adaptive reasoning capability of the JET method, we evaluate its performance on
mathematical problems of varying difficulty from the MATH500 dataset, and compare it with the
manual truncation method (75% cutoff). The results are shown Figure 10.

The JET method can proactively stop reasoning based on task difficulty, significantly reducing token
consumption while maintaining high accuracy. This advantage stems from the fact that JET is
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Figure 7: Evolution of accuracy and output length of the DeepSeek-Distill-Qwen-7B model across
benchmarks during JET training.

Algorithm 1 Just-Enough Thinking (JET) Algorithm
Require: Initial policy πθ , training setQ, rollout size G, policy updates µ
Ensure: Trained policy πθ

1: for step = 1 to M do
2: Sample mini-batchQb ⊂ Q
3: Save current policy: πθold ← πθ

4: for each q ∈ Qb do
5: Stage 1: Full trajectory rollout
6: Generate Gfull complete reasoning trajectories. {ofull

i }
Gfull
i=1 ∼ πθold(· | q)

7: Stage 2: Truncated trajectory rollout
8: for each ofull

i and truncation ratio T ∈ T do
9: Truncate ofull

i at T , append stop-thinking cue, and complete: ôi,T ∼ πθold(· | q, o
(T )
i , zstop)

10: end for
11: Collect all trajectories Oq and compute rewards racc, rf , rℓ (Eq. 6)
12: Compute token-level advantages Âi,t for all trajectories
13: end for
14: for iteration = 1 to µ do
15: Update policy πθ by maximizing JDAPO (Eq. 8)
16: end for
17: end for
18: return πθ

trained with different reasoning lengths via reinforcement learning, allowing the model to learn the
optimal reasoning depth for different tasks. In contrast to manual truncation, which uses a fixed 75%
cutoff, the fixed truncation may lead to insufficient reasoning for simpler tasks and overly shallow
reasoning for more complex tasks. The ability of JET to dynamically adjust reasoning depth prevents
over-reasoning and ineffective reasoning during inference, enabling adaptive adjustments based on
task complexity.

C.3 IMPACT OF CURRICULUM LEARNING ON JET TRAINING

We evaluate the effect of curriculum learning on JET training using the DeepSeek-Distill-Qwen-7B
backbone. Figure 8 summarizes the results.

Training without curriculum learning demonstrates substantially higher efficiency. Each training
step converges in approximately 600–800 seconds, compared to roughly 1,400 seconds per step with
curriculum learning, representing nearly a 50% reduction in computational overhead.

In terms of model outputs, the non-curriculum strategy produces more concise responses without
compromising correctness. Both methods achieve comparable accuracy on the MATH500 dataset,
whereas curriculum learning tends to generate longer answers relatively.

These observations can be explained as follows. Curriculum learning is designed to gradually expose
the model to increasingly difficult samples, which can help in scenarios with high variability in
sample difficulty or when the model is prone to local optima. However, in our JET setting, the
training data and rollout strategy already provide diverse and informative samples across difficulty
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Figure 8: Impact of curriculum learning on JET training. From left to right: RL training time per
step, rollout generation time, token output length, and accuracy on MATH500, all measured using the
DeepSeek-Distill-Qwen-7B model.
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Figure 10: Performance of JET
at different difficulty levels.

levels. As a result, random sampling without curriculum learning sufficiently exposes the model
to the necessary learning signals, allowing it to achieve similar or better performance with reduced
training cost. Moreover, the direct exposure to diverse samples enables the model to learn to produce
concise yet correct answers more effectively.

C.4 DETAILS OF THREE REWARD STRATEGIES

In the main text, we focus on the impact of the three length reward mechanisms on output length.
Here, we also evaluate their effects on accuracy, with the results reported in Table 3.

The exponential weighting reward achieves the highest average accuracy, particularly on challenging
math tasks. Our weighted linear reward performs slightly lower on these tasks but remains competitive
on knowledge benchmarks such as GPQA and MMLU, demonstrating stability and generalization.
The standard linear reward performs worst on most tasks, indicating insufficient incentive for complex
problems.

In terms of length control, the linear reward is weak, leaving models prone to noise from verbose
reasoning. The exponential decay reward imposes stronger penalties but can cause premature
truncation, leading to incomplete reasoning and unstable accuracy on difficult tasks.

C.5 FURTHER ANALYSIS OF PES

In Section 4.4, we analyze the impact of exposing the model to diverse reasoning paths during training.
Here, we also include results on AIME24 and MATH500, shown in Figure 9, and further analyze the
effect of PES.

Longer reasoning sequences do not always lead to better performance; they can introduce
error propagation and noise that degrade final accuracy. Comparing PES with the no-PES
baseline reveals a counterintuitive finding: while generating complete reasoning chains might seem
advantageous, it actually underperforms PES. Across datasets of varying difficulty, PES consistently
surpasses all baseline strategies.
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C.6 CASE STUDIES

We present two types of cases: (i) comparisons of JET with the Base and AdaptThink models in
answering questions (Cases 1), and (ii) examples where the trained JET method actively terminates
its reasoning process when sufficient information has been accumulated (Cases 2 and 3).

Case 1: Comparison with Base and AdaptThink models. In this case, the Base 7B model produces a
correct answer but generates an overly long response, consuming 4,087 tokens. AdaptThink produces
a much shorter answer, using only 636 tokens, but the response is incorrect. In contrast, JET produces
a concise and correct answer with just 1,537 tokens. This demonstrates that JET effectively balances
accuracy and brevity, generating answers that are both correct and substantially shorter than the
baseline outputs.

Case 2: Active early stopping based on confidence. During reasoning, JET detects that sufficient
information has been accumulated and that its answer is likely correct. The model then terminates
the reasoning process early and outputs the final answer. This highlights JET ’s ability to adaptively
determine when to stop reasoning, reducing unnecessary computation while maintaining correctness.

Case 3: Early termination upon reaching the correct answer. In this case, JET identifies during
reasoning that it has already obtained the correct solution. The model then terminates the reasoning
process immediately and outputs the final answer. This demonstrates JET ’s ability to recognize
when further reasoning is unnecessary, effectively reducing redundant computation while ensuring
correctness.

Overall, these cases show that JET can simultaneously achieve concise, correct, and well-formatted
outputs, and that its adaptive reasoning strategy allows the model to terminate reasoning when
sufficient information is obtained. Compared to baseline methods, JET improves efficiency, output
quality, and alignment with task-specific requirements.

Case Study 1: JET VS Base / AdaptThink

/* Question */
What integer n satisfies 0 ≤ n < 18 and n ≡ −11213141 (mod 18)?

/* Base Response (Total Tokens: 4087)*/
<think>
Okay, so I have this problem where I need to find an integer n such that 0 ≤ n < 18 and
n ≡ −11213141 (mod 18).
Hmm, okay, so I need to find the equivalent positive residue of −11213141 modulo 18. That
means I need to figure out what −11213141 is congruent to modulo 18, and then express it
as a number between 0 and 17 inclusive.
First, I remember that modulo operation with a negative number can sometimes be tricky, so
maybe I should start by finding the positive equivalent of −11213141 modulo 18.
Alternatively, I can find the remainder when −11213141 is divided by 18. But since negative
numbers can complicate things, perhaps it’s easier to find the modulo of the absolute value
and then adjust the sign accordingly.

( ... more reasoning tokens omitted for brevity )

Therefore, 11213141 ≡ 5 (mod 18), so −11213141 ≡ −5 (mod 18), which is 13

(mod 18).
So, yes, n = 13.
I think that’s solid. So, the integer n is 13.

</think>
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To find the integer n such that 0 ≤ n < 18 and n ≡ −11213141 (mod 18), we need to
determine the equivalent positive residue of −11213141 modulo 18.
First, we compute 11213141 mod 18. We use the property that 10k ≡ 10 (mod 18) for
k ≥ 1 and 100 ≡ 1 (mod 18).
Breaking down 11213141 digit by digit and computing each term modulo 18:
- Position 0: 1 × 1 = 1 - Position 1: 4 × 10 = 40 - Position 2: 1 × 10 = 10 - Position 3:
3× 10 = 30 - Position 4: 1× 10 = 10 - Position 5: 2× 10 = 20 - Position 6: 1× 10 = 10 -
Position 7: 1× 10 = 10

Summing these results: 1 + 40 + 10 + 30 + 10 + 20 + 10 + 10 = 131

Next, we find 131 mod 18: 131÷ 18 = 7 remainder 5
Thus, 131 ≡ 5 (mod 18).
Therefore, 11213141 ≡ 5 (mod 18). Hence, −11213141 ≡ −5 (mod 18).
To convert −5 to a positive residue modulo 18: −5 + 18 = 13

Thus, the integer n that satisfies the given condition is 13 . ✓

/* AdaptThink Response (Total Tokens: 636)*/
<think></think>
To find the integer n such that 0 ≤ n < 18 and n ≡ −11213141 (mod 18), we need to
determine the remainder when −11213141 is divided by 18.
First, we can simplify the problem by finding the remainder when 11213141 is divided by
18, and then take the negative of that remainder, adjusting it to be within the range 0 to 17 if
necessary.
1. Find the remainder of 11213141 divided by 18:
- We can use the property that the remainder of a number modulo 18 is the same as the sum
of its digits modulo 18. This is because 18 is a multiple of 9, and the sum of the digits of a
number is congruent to the number modulo 9. However, for modulo 18, we need to consider
the alternating sum of digits in groups of two from the right.
2. Calculate the alternating sum of digits in groups of two:
- Let’s break down 11213141 into groups of two from the right: 11, 21, 31, 41. - Now,
compute the alternating sum: 11− 21 + 31− 41.
- Calculate step-by-step: - 11− 21 = −10 - −10 + 31 = 21 - 21− 41 = −20

3. Find the remainder of −20 modulo 18:
- −20 ÷ 18 = −2 with a remainder. To find the positive remainder, add 18 to −20: -
−20 + 18 = −2 (still negative, so add another 18)
- −2 + 18 = 16

- Therefore, the remainder is 16.
4. Determine the final result:
- Since we initially had −11213141, the remainder when divided by 18 is the negative of the
above remainder, adjusted to be within 0 to 17.
- −16 mod 18 = 2 because −16 + 18 = 2.
Thus, the integer n that satisfies 0 ≤ n < 18 and n ≡ −11213141 (mod 18) is:
2 ✗
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/* JET Response (Total Tokens: 1537)*/
<think> To find the integer n such that 0 ≤ n < 18 and n ≡ −11213141 (mod 18), I’ll
start by simplifying the problem.
First, I recognize that finding n modulo 18 is equivalent to finding the remainder when
−11213141 is divided by 18.
Instead of dealing with the negative number directly, I can find the remainder of 11213141
when divided by 18 and then subtract that from 18 to get the equivalent positive remainder.
To find the remainder of 11213141 divided by 18, I’ll use the property that a number is
congruent to the sum of its digits modulo 9. Since 18 is a multiple of 9, this method is
applicable.
Calculating the sum of the digits of 11213141:
1 + 1 + 2 + 1 + 3 + 1 + 4 + 1 = 14.
Now, 14 modulo 9 is 5, which means 11213141 ≡ 5 (mod 9).
Since 18 is twice 9, I need to find a number that is 5 modulo 9 but also adjusts for the fact
that we’re dealing with modulo 18.
Considering −11213141 ≡ −5 (mod 9), which simplifies to 4 (mod 9) because −5+ 9 =

4.
To find the corresponding modulo 18, I can use the fact that 4 and 18 share the same remainder
when divided by 9. Thus, −11213141 ≡ 4 (mod 18).
Therefore, the integer n that satisfies the given condition is 4. </think> To find the integer
n satisfying 0 ≤ n < 18 and n ≡ −11213141 (mod 18), we can compute −11213141

modulo 18.
First, note that −11213141 modulo 18 is equivalent to finding the remainder when
−11213141 is divided by 18. Since negative remainders can be converted to positive by
adding 18, we can calculate:

−11213141 mod 18 = (18− (11213141 mod 18)) mod 18

Calculating 11213141 mod 18, we find that 11213141 leaves a remainder of 5 when divided
by 9 (since the sum of its digits is 14, and 14 mod 9 = 5).
( ... more reasoning tokens omitted for brevity )

Therefore, the correct final answer is 13 . ✓

Case Study 2: Active Stop-Thinking of JET

/* Question */
Convert the point (0, 3) in rectangular coordinates to polar coordinates. Enter your answer in
the form (r, θ), where r > 0 and 0 ≤ θ < 2π.

/* JET Response */
<think>
Okay, so I need to convert the rectangular coordinate (0, 3) to polar coordinates. Hmm, I
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1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126
1127
1128
1129
1130
1131
1132
1133
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remember that polar coordinates are represented as (r, θ), where r is the radius and θ is the
angle.
First, let me recall the formulas for conversion. I think r is calculated using the distance
formula, which is the square root of (x2 + y2). So,
r =

√
x2 + y2.

In this case, x = 0 and y = 3. Plugging those in,
r =

√
02 + 32 =

√
0 + 9 =

√
9 = 3.

So, r = 3. That part was straightforward.
Now, I need to find θ, the angle. I remember that θ can be found using the arctangent function
since
tan θ = y

x .

But wait, in this case, x = 0. Hmm, dividing by zero might be an issue here. Let me think
about it. When x = 0, the point lies on the y-axis. Since y = 3 > 0, the point is on the
positive y-axis, which should correspond to an angle of π

2 radians.
But just to make sure, let me visualize the point (0, 3). On the rectangular coordinate system,
that’s located straight up along the y-axis. So, from the positive x-axis, the angle to reach
there is 90◦, which is π

2 radians.
So, θ = π

2 .
Putting it all together, the polar coordinates are

(
3, π

2

)
. Let me just double-check if r is

positive and θ is within the required range. r = 3 > 0, and π
2 ∈ [0, 2π), so that’s correct.

I think that’s it. I don’t see any mistakes here. Yeah, I’m confident with this answer.

</think>

The polar coordinates are (3,
π

2
) .

Case Study 3: Active Stop-Thinking of JET

/* Question */
What is the smallest positive perfect cube that can be written as the sum of three consecutive
integers?

/* JET Response */
<think>

Okay, so I need to find the smallest positive perfect cube that can be written as the sum of
three consecutive integers. Hmm, let’s see. I remember that consecutive integers are numbers
that come one after the other without any gaps. For example, 1, 2, 3 or 5, 6, 7. So, the question
is asking for a perfect cube (like 1, 8, 27, etc.) that can be expressed as the sum of such a
triplet.
Let me start by defining the three consecutive integers. Let’s call the first integer n. Then the
next two integers would be n+ 1 and n+ 2. So, the sum of these three numbers would be
n+ (n+ 1) + (n+ 2).

Let me compute that:
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1134
1135
1136
1137
1138
1139
1140
1141
1142
1143
1144
1145
1146
1147
1148
1149
1150
1151
1152
1153
1154
1155
1156
1157
1158
1159
1160
1161
1162
1163
1164
1165
1166
1167
1168
1169
1170
1171
1172
1173
1174
1175
1176
1177
1178
1179
1180
1181
1182
1183
1184
1185
1186
1187
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n+ n+ 1 + n+ 2 = 3n+ 3.

So, the sum simplifies to 3n+ 3. I can factor that as 3(n+ 1). So, the sum is three times one
more than the first integer in the triplet.
Now, the sum needs to be a perfect cube. Let me denote the perfect cube as k3, where k is a
positive integer. Therefore, I have the equation:
3(n+ 1) = k3.

From this equation, I can express n+ 1 as k3

3 . Since n+ 1 has to be an integer (as n is an
integer), k3 must be divisible by 3. That means k itself must be a multiple of 3, because if a
prime number divides a cube, it must divide the base. So, let me let k = 3m, where m is a
positive integer.
Substituting back, k = 3m, so k3 = (3m)3 = 27m3. Plugging this into the equation:
3(n+ 1) = 27m3.

Dividing both sides by 3:
n+ 1 = 9m3.

Therefore, n = 9m3−1. Since n is the first integer in the triplet, it just needs to be an integer,
which it will be as long as m is an integer.
Now, the sum 3(n+1) = 27m3 must be a positive perfect cube. The smallest positive perfect
cube is 1, but let’s see if that works. If k3 = 1, then 3(n + 1) = 1, which would imply
n+ 1 = 1

3 , so n = −2
3 . But n has to be an integer, so that doesn’t work.

Next, try k3 = 8, which is 23. Then, 3(n+ 1) = 8 implies n+ 1 = 8
3 , so n = 5

3 . Again, not
an integer.
Moving on to the next cube, k3 = 27. Then, 3(n + 1) = 27 gives n + 1 = 9, so n = 8.
That’s an integer! Perfect. So, let’s check if the sum works. The triplet would be 8, 9, 10.
Adding them up: 8 + 9 + 10 = 27, which is indeed 33.
Wait a second, let me confirm if there’s a smaller cube than 27 that satisfies the condition.
The cubes are 1, 8, 27, 64, etc. We saw that 1 and 8 don’t work because they don’t result
in integer starting points for the triplet. So, 27 is the next one, and it works. So, 27 is the
smallest such cube.
Therefore, the final answer is 27. I can just write that in a box.

</think>

The smallest positive perfect cube that can be written as the sum of three consecutive integers
is 27 .

D LLM USAGE

Large Language Models (LLMs) were used to aid in the writing and polishing of the manuscript.
Specifically, we used an LLM to assist in refining the language, improving readability, and ensuring
clarity in various sections of the paper. The model helped with tasks such as sentence rephrasing,
grammar checking, and enhancing the overall flow of the text.
It is important to note that the LLM was not involved in the ideation, research methodology, or
experimental design. All research concepts, ideas, and analyses were developed and conducted by
the authors. The contributions of the LLM were solely focused on improving the linguistic quality of
the paper, with no involvement in the scientific content or data analysis.
The authors take full responsibility for the content of the manuscript, including any text generated or
polished by the LLM. We have ensured that the LLM-generated text adheres to ethical guidelines and
does not contribute to plagiarism or scientific misconduct.
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