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Abstract

Certifying the robustness of a graph-based machine
learning model poses a critical challenge for safety.
Current robustness certificates for graph classifiers
guarantee output invariance with respect to the to-
tal number of node pair flips (edge addition or edge
deletion), which amounts to an l0 ball centred on
the adjacency matrix. Although theoretically at-
tractive, this type of isotropic structural noise can
be too restrictive in practical scenarios where some
node pairs are more critical than others in determin-
ing the classifier’s output. The certificate, in this
case, gives a pessimistic depiction of the robust-
ness of the graph model. To tackle this issue, we
develop a randomised smoothing method based on
adding an anisotropic noise distribution to the input
graph structure. We show that our process gener-
ates structural-aware certificates for our classifiers,
whereby the magnitude of robustness certificates
can vary across different pre-defined structures of
the graph. We demonstrate the benefits of these
certificates in both synthetic and real-world experi-
ments.

1 INTRODUCTION

Graph-based machine learning models have made consid-
erable strides in the last couple of years, with applications
ranging from NLP [Wu et al., 2023], combinatorial opti-
mization [Drori et al., 2020] and protein function prediction
[Gligorijević et al., 2021]. As these tools become more com-
mon, studying their vulnerability to potential adversarial
examples becomes paramount for safety.

Robustness certification is an active field of research whose
goal is to develop certificates guaranteeing invariance of

*Equal contribution.

the model prediction with respect to some input perturba-
tions. Diverse methods have been used to achieve this goal,
from interval bound propagation [Gowal et al., 2019], con-
vex relaxation [Raghunathan et al., 2018], Lipschitz bounds
computation [Huang et al., 2021] or randomised smooth-
ing [Wang et al., 2021]. Given a data point x and a set of
perturbed inputs B(x), a robustness certificate verifies that
a model’s prediction f(x) remains unchanged for all other
inputs in the perturbation set. That is, for all x′ ∈ B(x)
it holds that f(x) = f(x′). Often the set of perturbed in-
puts B(x) is parameterised, for example by a closed-ball
Br(x) = {x′ : d(x,x′) ≤ r} under some distance function
d and radius r. In this case, we are interested in knowing
the largest r that we can certify for, where r is called the
certified radius.

In the context of robustness certification of graph classi-
fiers against structural perturbation, a common choice of
perturbation set is the set of all graphs reachable from an
input graph x by up to r node pair flips (edge additions and
deletions)1. This corresponds to a closed ball on the upper
triangle entries of the adjacency matrix where the distance
is induced by the ℓ1 norm and the bottom triangle entries
are determined by the constraint that the adjacency matrix is
symmetric (assuming for simplicity the graph is unweighted
and undirected). In some cases, however, different node
pairs of the graph can be more predictive of the ground truth
label than others. A real-world example is classification of
molecular structures, where the edges that constitute key
substructure (e.g., a ring) are more critical in determining
the class label than the rest. A synthetic example is further
presented in Fig. 1. In such situations, certifying according
to a total number of edge additions or deletions might gives
a pessimistic certified radius, because the set of perturbed
inputs may include perturbations which consist of flipping
many critical node pairs (in terms of determining the graph

1We use the terminology of node pair flip instead of edge flip
to emphasise that we are considering the addition of edges that do
not exist in the original graph as well as the deletion of existing
edges.
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Figure 1: An example of graph classification where the class label is determined by the blue or red part of the input graph,
but not the grey part. In this case, perturbations to the former will be more likely to affect classification outcome than the
latter. In other words, the classification decision boundary is sensitive to some perturbations to the input graph structure
(which move the point towards the boundary), but robust to others (which keep the point away from the boundary).

label).

In this work, we address this problem by defining disjoint
regions of node pairs and proposing robustness certificates
that verify that the prediction of the classifier will not change
for a potentially different number of node pair flips for each
region. Such disjoint regions may be either obtained via
domain knowledge (as in the molecule example mentioned
above) or assigned based on the level of importance of node
pairs to the classification task. Our approach then relies
on randomised smoothing, which is a powerful framework
to produce robustness certificates which hold with high
probability. Given some noise distribution over the input,
randomised smoothing transforms a base model f into a
smoothed model g for which we can provide probabilistic
robustness guarantees.

Existing randomised smoothing approaches for certifying
graph classification mostly consider an isotropic noise distri-
bution that flips each node pair with a fixed probability [Jia
et al., 2020, Gao et al., 2020, Wang et al., 2021]. The cer-
tificate in this case corresponds to the total number of node
pair flips. Instead, we propose using an anisotropic noise
distribution based on the predefined regions whereby the
probability of flipping a node pair depends on to which re-
gion (if any) the node pair belongs. We show that smoothed
classifiers constructed using this anisotropic noise distribu-
tion naturally lead to structure-aware robustness certificates
whereby different numbers of node flips are certified for
each of the regions. We demonstrate the benefits of our ap-
proach on both synthetic and real-world experiments 2. To

2Code to reproduce our numerical experiments can be found
at https://github.com/pierreosselin/structureaware.git

the best of our knowledge, our method is one of the first of
its kind that allows for flexible and structure-aware graph
certification in the input graph domain.

2 PRELIMINARIES

Let X be a data space and f : X → Y be a classifier
which maps each point x ∈ X to a label y ∈ Y . Let
ϕ : X → P(X ) be a noise distribution over our data,
that is, ϕ(x) returns a distribution over X for every point
x ∈ X . We write f(ϕ(x)) to denote the random variable
Pz∼ϕ(x)(f(z)). This represents the distribution of outputs
of the base classifier given the randomisation scheme ap-
plied to the input. We define g to be the smoothed classifier
of our base classifier f as

g(x) = argmax
y∈Y

P(f(ϕ(x)) = y). (1)

The smoothed classifier can be interpreted as a neighbour-
hood vote, where the output is the mode of the output of
the classifier when inputs are sampled from the distribution
ϕ(x). An illustration of a smoothed classifier is given in
Fig. 2.

2.1 CERTIFYING A SMOOTHED CLASSIFIER

We can construct a lower and upper bound ρx,x̃(p, y) and
ρx,x̃(p, y) on P(f(ϕ(x̃)) = y), which is the probability of
class y under our classifier f smoothed by ϕ and evaluated
on an arbitrary point x̃ ∈ X :

ρx,x̃(p, y) = min
h∈H:

P(h(ϕ(x))=y)=p

P(h(ϕ(x̃)) = y) (2)

https://github.com/pierreosselin/structureaware.git


Figure 2: Illustration of a smoothed classifier: at every point
x a neighborhood vote is performed according to a dis-
tribution ϕ(x) centered on x. The figure was inspired by
Günnemann [2020].

ρx,x̃(p, y) = max
h∈H:

P(h(ϕ(x))=y)=p

P(h(ϕ(x̃)) = y) (3)

In this definition, H is the set of measurable classifiers with
respect to ϕ. Because the optimisation constraints include
the base classifier f ∈ H it follows that

ρx,x̃(p, y) ≤ P(f(ϕ(x̃)) = y) ≤ ρx,x̃(p, y). (4)

We define a perturbation set Br(x) as a family of sets
Br(x) ⊆ X parameterised by some r ≥ 0 such that
Br(x) ⊆ Br′(x) if and only if r ≤ r′. This includes open or
closed balls with respect to a metric over X . We say that the
smoothed classifier g is certified at x in some perturbation
set Br(x) if the output of g is the same for all neighbouring
points x̃ ∈ Br(x) in the perturbation set.

Following Cohen et al. [2019], we will write cA to be the
output class of g(x) which is returned with probability pA,
and cB to be the “runner-up” class, i.e., the class distinct
from cA with the next highest probability pB . From the
framework of Lee et al. [2019], we define the notion of a
point-wise certificate around a point x by verifying if the
following holds:

min
x̃∈Br(x)

Φx,x̃(pA, cA) > 0, (5)

where

Φx,x̃(pA, cA) ≜ ρx,x̃(pA, cA)− ρx,x̃(pB , cB). (6)

Eq. 6 can be thought of as a margin, which gives the dif-
ference between a lower bound on pA and an upper bound
on pB for some point x̃ in the perturbation set. Eq. 5 then
indicates if this property holds for all x̃ in the perturbation
set.

2.2 CERTIFIED RADIUS

We can define the certified radius to be the largest value
of r so that we can certify with respect to the predefined

perturbation set Br(x). Formally this can be defined as:

R(x) = sup r, s.t. min
x̃∈Br(x)

Φx,x̃(pA, cA) > 0. (7)

If the perturbation set is an open or closed ball, R(x) is the
radius of the largest ball we can certify over.

2.3 COMPUTING THE CERTIFICATE

2.3.1 Computing a point-wise certificate

For a fixed x and neighbouring point x̃, we can compute Eq.
7 following the method described by Lee et al. [2019]. First,
we partition the space X =

⋃
i Ri into disjoint regions of

equal likelihood ratios Rk = {z ∈ X : P(ϕ(x̃)=z)
P(ϕ(x)=z) = ηk}

where without loss of generality we can assume ηk ∈ R are
in an ascending order. The quantity Φx,x̃(pA, cA) can then
be computed by solving the following linear programming
(LP) problems [Lee et al., 2019, Lemma 2]:

ρx,x̃(pA, cA) = min
h

hT r̃ s.t. hT r = pA, 0 ≤ h ≤ 1

(8)
and similarly,

ρx,x̃(pB , cB) = min
h

hT r̃ s.t. hT r = pB , 0 ≤ h ≤ 1.

(9)

The variable h corresponds to optimising over the classifiers
that are optimised over in Eq. 2 and Eq. 3. The vectors r
and r̃ are ri = P(ϕ(x) ∈ Ri) and r̃i = P(ϕ(x̃) ∈ Ri)
respectively. This LP problem can be solved via a greedy
approach [Lee et al., 2019]. Given the ratios ηk are ordered
in an ascending manner, starting with h = 0 we can assign
hi = 1 for the indices i = 1, . . . , k− 1 such that we choose
the largest k with hT r ≤ pA, and set the value of hk such
that hT r = pA. We can solve Eq. 9 in a similar way.

Given this efficient way to compute a certificate, there re-
main some quantities that must be calculated. For our certifi-
cate, we introduce the methods to compute them in Section
3. The first is partitioning the space X into disjoint unions
of equal likelihood ratios. We provide a method to do so
in Proposition 1. Next, the values ηk must be computed, or
at least given in closed form, so the regions can be sorted
in ascending order. Proposition 2 gives an analytic closed-
form. Finally, a closed form for P(ϕ(x) = z) allows us to
compute r. We can compute r̃, required to solve the linear
programs, by noticing that P(ϕ(x̃) = z) = ηkP(ϕ(x) = z).
We compute P(ϕ(x) = z) in Proposition 3.

2.3.2 Computing a regional certificate

To certify over some allowed set Br(x) we need to find the
worst case x̃ ∈ Br(x) to solve Eq. 5. Through particular
choices of parameterising x̃, one can find equal likelihood



regions that give rise to equal likelihood ratios values that
are independent of the exact value of x̃, turning the point-
wise certificate into a regional certificate, where the region is
given by specific parameterisation. We give such an example
in Proposition 2.

2.4 RANDOMISED SMOOTHING FOR GRAPH
CLASSIFICATION

Although our method is applicable to any setting with dis-
crete data, we are interested in the robustness of graph clas-
sification models to structural perturbation of undirected,
unweighted graphs3. In this case, the input domain is the
set of finite graphs X = ∪∞

i=1Xn where Xn is the space of
graphs with n nodes. We can represent a graph with n nodes
as a binary vector of size

(
n
2

)
where each entry indicates the

presence or absence of an edge. Without loss of generality
we will treat graphs as binary vectors x from here on in4.

We are interested in robustness with respect to node pair
flips which can represent an edge addition (change a zero to
a one in x) or edge deletion (change a one to a zero). This
may be interpreted as adding “structural noise” to the input
graph. Two candidates for the distribution of such noise
have been proposed in the literature. The first one applies
an independent Bernoulli distribution to every node pair.
That is, ϕ(x)i = xi ⊕ ϵi with ϵi ∼ Bern(p) for a fixed
p, where ⊕ is the bitwise XOR operator. We refer to this
noise distribution as isotropic, as it flips each node pair with
equal probability. This approach is used by Jia et al. [2020],
Wang et al. [2021], Gao et al. [2020]. The second approach,
a sparsity-aware noise distribution [Bojchevski et al., 2020],
gives a different probability of edge flipping depending on
whether the edge is present in the graph. If an edge exists
between a node pair then it is flipped with probability p−,
whereas if a node pair does not exist between two nodes it is
added with probability p+. This distribution can be written
as P (ϕ(x)i ̸= xi) = pxi

− p1−xi
+ . The proposed framework is

conceptually similar to this latter case; however, we consider
a generic partition of node pairs into one of many node pair
sets and these pairs are perturbed according to their mem-
bership of the sets. This leads to the derivation of robustness
certificates that are aware of the structural characteristics of
the input graph with respect to the classification labels.

3 RANDOMISED SMOOTHING WITH
ANISOTROPIC NOISE

Given x ∈ Xn, suppose we divide our input space of node
pairs up into disjoint regions

⊔
i∈I Ci such that each node

3This work can be extended to the setting of directed graphs
as well as the task of node classification.

4Note that due to isomorphism multiple different binary vec-
tors can represent the same graph.

pair belongs to exactly one region and there are a total of C
regions. We define a noise distribution where independent
Bernoulli distributions are applied to every node pair, and
where the parameter of the Bernoulli distribution is shared
within every set Ci:

ϕ(x)k = xk ⊕ ϵk, where ϵk ∼ Bern(pi) and k ∈ Ci, (10)

Let R ∈ ZC be a tuple of integers such that 0 ≤ Ri ≤ |Ci|
and let BR(x) = {z ∈ Xn : ∥zCi

− xCi
∥0 ≤ Ri} be a

perturbation set. Let x̃ ∈ BR(x) and J = {i : xi ̸= x̃i} be
indices of x which are perturbed to give x̃. Furthermore, let
Ji = J ∩ Ci be indices where x is perturbed in collection
Ci. In our case a maximum radius means maximizing the
radius on every regions Ci.

First, we develop a set decomposition on which likelihood
ratios can be computed.

Proposition 1 We define regions RQ = {z ∈ Xn : ∥zJi
−

xJi
∥0 = Qi : i ∈ I} that represent points z which agree

with x by exactly Qi bits in sub-regions Ji. Then Xn can be
represented by the following disjoint union⋃

0≤Q≤R

RQ, (11)

where vector inequalities are element-wise.

Next, the likelihood ratio is fixed for elements z in any one
region. This likelihood ratio has the following closed form.

Proposition 2 Consider a region RQ = {z ∈ Xn : ∥zJi
−

xJi
∥0 = Qi} then for all z ∈ RQ the following holds

ηRQ =
P(ϕ(x̃) = z)

P(ϕ(x) = z)
=

C∏
i=1

(
1− pi
pi

)Ri−2Qi

. (12)

Finally, we can compute the likelihood of a smoothed input
belonging to these regions:

Proposition 3 The probability of the output of a smoothed
input ϕ(x) belonging to a region RQ is given by

P(ϕ(x) ∈ RQ) =

C∏
i=1

Bin(Ri −Qi|Ri, pi), (13)

where Bin(Ri −Qi|Ri, pi) is the probability mass function
of the binomial distribution giving probability of Ri −Qi

successes from Ri trials each with success probability pi.

All proofs are provided in Appendix 1. Using these results
we can provide robustness certificates of the smoothed clas-
sifier. Given x ∈ X and our noise distribution, we can
compute the values pA and pB . In practice, these quanti-
ties are not available in closed form and are estimated via



sampling, as in Bojchevski et al. [2020]. A more detailed
description is given in Appendix 2, which gives probabilistic
certificates according to some confidence intervals. Without
loss of generality we order the regions as R1, . . .RT (where
T =

∏
i(Ri + 1)). The corresponding ratios ηRQ as given

by Proposition 2 are ordered as η1 ≤ . . . ≤ ηT . From these
elements, Φx,x̃(pA, cA) can be computed through Eq. 6 and
the optimisation problem Eq. 7 can be solved. In practice,
the optimisation of Eq. 7 can be solved efficiently by lever-
aging symmetries displayed by Φx,x̃(pA, cA) when x̃ varies.
This property is more thoroughly described in Appendix 2.
A complete description of the algorithm to compute the pro-
posed certificate is provided in Appendix 3, along with its
computational complexity.

4 RELATED WORK

Robustness certificate. The earliest work proposing a
robustness certificate for graph-based models is Zügner
and Günnemann [2019], where the authors consider semi-
supervised node classification over graphs with binary at-
tributes using graph neural networks. The admissible per-
turbations are those bounded under the ℓ0 semi-norm. Fol-
lowing the approach of Wong and Kolter [2018], a convex
relaxation is considered and a dual problem is solved via
linear programming. Other early works that consider cer-
tificates under topological change include Bojchevski and
Günnemann [2019] who propose a certificate for a class of
linear graph neural networks based on PageRank diffusion.
Jin et al. [2020] propose the first certificate for graph clas-
sifiers which consist of a single graph convolutional layer
followed by a pooling layer and a final linear layer. A convex
relaxation of the adversarial polytope based on Lagrange
duality is considered. Although the computed certificates
are exact, the framework is specific to this simple graph
classifier model and is expensive to compute. Recently, Jin
et al. [2022] consider certifying graph classifiers under a dif-
ferent admissible perturbation measure, i.e., the orthogonal
Gromov-Wasserstein discrepancy.

Randomised smoothing based approaches. Randomised
smoothing was originally proposed by Lecuyer et al. [2019]
and Singla and Feizi [2020] in the context of image clas-
sification. Cohen et al. [2019] study this approach further,
giving a tight certificate for perturbations bounded by an ℓ2
norm and improving the scalability of the approach. They
also outline some disadvantages of randomised smoothing,
such as the need for high levels of noise or a substantial num-
ber of samples to certify to a large certified radius. Another
consideration of randomised smoothing is their accuracy-
robustness trade-off, controlled by the level of noise.

Existing randomised smoothing approaches for certifying
graph-based classification models consider certificates for
the number of edge flips. This is achieved by flipping an
edge between each node pair independently with the same

probability p. Jia et al. [2020] apply this to community detec-
tion algorithms, whereas Gao et al. [2020] and Wang et al.
[2021] apply the same principles to graph classification.
The closest method from our work is the sparsity-aware
certificate proposed in Bojchevski et al. [2020]. The au-
thors note that due to the sparse nature of many real-world
graphs, adding and deleting edges between node pairs with
the same probability leads to many more edges being added
than deleted. To account for this, the authors propose using
different probabilities for adding and deleting edges. This
method is different from ours as the Bernoulli probabilities
change with the input graph whereas ours depend on prede-
fined sets of node pairs. These sets in our case account for
varying levels of importance of the node pairs in predicting
a graph label.

5 EXPERIMENTS

5.1 SYNTHETIC EXPERIMENT

We motivate the use of anisotropic noise by considering
inputs x that are an element of some space X = X1 ⊕ X2

where ⊕ is the direct sum. Consider a point that is close
to the decision boundary in the X1 subspace but far from
the decision boundary in the X2 subspace as illustrated in
Fig. 1. An isotropic certificate cannot certify beyond the
small distance to the decision boundary in X1. However, by
design our certificate can certify the distances of X1 and
X2 jointly allowing us to certify a small distance in the X1

subspace but a large distance in the X2 subspace.

We design a synthetic graph classification data set whereby
the graphs are constructed using a motif which determines
the class label (corresponding to the important subspace X1)
connected to a randomly generated graph (corresponding to
the unimportant subspace X2) which is independent of the
class label. We can consider edges in the motif part to be in
one node pair set Cmotif and edges from the random part in
Crandom. Given a model that solves this task, we would expect
changes in the motif to move the input closer or further away
from a decision boundary but changes in the random part
of the graph to move the point parallel to the direction of
the decision boundary. In other words, we should be able to
certify a large number of node pairs in Crandom by applying a
large value of noise prandom without hurting the accuracy of
the smoothed classifier. We cannot certify a large number of
node pairs in Cmotif without a drop in accuracy, so we choose
a small value of noise pmotif to retain high accuracy.

More concretely, we generate a binary classification prob-
lem where each graph has a motif part of nmotif = 10 nodes
where a cycle determines a negative label and a complete
graph determines a positive label. We then generate a ran-
dom part using a connected Erdős-Rényi graph [Gilbert,
1959] with nrandom = 10 nodes and parameter p = 0.5. We
join these graphs using a single edge. See Fig. 3a for an



(a) Graph with negative label.

(b) Graph with positive label.
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Figure 3: Example graphs with a positive and negative label. Blue nodes and edges denote a motif part of a positive label
and red nodes and edges denote a motif part of a negative label. The noise matrix show how edges are perturbed with pmotif
being the noise parameter for node pairs in the motif part and prandom being the noise applied to node pairs in the random
part. Notice that only the internal edges of the motif are perturbed, and the bridge edge is not perturbed. Only the upper
triangle of the noise is shown only; in practice this is sampled and applied to the upper and lower triangle of the adjacency
matrix so the graph remains undirected.

example of the negative class and Fig. 3b for an example of
the positive class.

We generate balanced train, validation and test sets of size
1000, 1000, and 100 respectively. The test set is smaller
as the randomised smoothing procedure is computation-
ally expensive. This is because to estimate pA a large
number of random inputs need to be generated and clas-
sified using the model. We train as a base classifier an
SVM using a node label histogram kernel [Sugiyama and
Borgwardt, 2015] where the node label corresponds to
the node degree. Let c(G, d) be a function that counts
the number of nodes in a graph G with degree d. Then
the kernel applied to graphs G1 and G2 can be written as
κ(G1,G2) =

∑∞
d=0 c(G1, d) · c(G2, d) which is well defined

for finite graphs. We use this model as we expect it to be
sensitive to the motif structure that determines the label;
the negative label gives a large value in the c(·, 2) compo-
nent whereas the positive label gives a large value in the
c(·, nmotif − 1) component. Indeed, the base classifier gets
100% accuracy on the train, validation and test data sets.
We present further results for different choices of kernel in
Appendix 4.

For the certification procedure, we apply noise separately
for node pairs in the motif part and node pairs in the ran-
dom part. We apply noise to the internal edges of the motif
part only (and not to those of the red cycle, see Fig. 3). We
do not apply noise to node pairs where one node lies in
the motif and one does not. The noise matrix is shown in

Fig. 3c. We generate 100, 000 perturbations per test sample
and use these to estimate the output of the smoothed classi-
fier and generate a certificate. We experiment with varying
the number of perturbations in Appendix 4. We use a confi-
dence level of α = 0.99 to estimate pA. We also compute
certificates using isotropic noise for comparison.

For our certificate with anisotropic noise we consider p =
(pmotif, prandom) ∈ P where P = {0.02, 0.04, . . . , 0.2} ×
{0.05, 0.1, . . . , 0.45}. Recall that pmotif is the noise parame-
ter for the motif part and prandom is the noise parameter for
the random part. For the isotropic certificate we consider
p ∈ {0.02, 0.04, . . . , 0.2}. For the anisotropic certificate,
we certify over perturbation pairs r = (rmotif, rrandom) which
means that with high probability rmotif edge flips in the motif
part and rrandom edge flips in the random part will not change
the label of the smoothed classifier. This is different from
the isotropic certificate which guarantees the label does not
change for r edge flips anywhere in the graph.

We first analyze how the noise vector p influences the certifi-
cates. We introduce a score to evaluate the noise parameters.
For each r if we can certify strictly more than half of the
test samples in this perturbation space then we add 1 to
the score. To motivate the utility of this score, consider a
smoothed model with large values of noise. In the limit, a
perfectly smooth classifier will be constant everywhere. In
other words, it will predict the same label for all inputs and
give a certified accuracy of 50% for a balanced binary clas-
sification task. This classifier could be certified for arbitrary
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Figure 4: The test-set accuracy of the smoothed classifier and the certified volume for various values of p = (pmotif, prandom).
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Figure 5: Comparison of an anisotropic certificates with p = (0.02, 0.45) and isotropic certificates for various levels of p.
We omit some values of p for the isotropic certificate for readability.

numbers of edge flips. For this reason, metrics such as total
certified area averaged over samples do not necessarily tell
us if a noise parameter is useful.

Fig. 4a shows our smoothed classifier has the highest score
when pmotif is small and prandom is large. Fig. 4b shows
large values of prandom does not effect the accuracy of the
smoothed classifier, but if pmotif becomes too large the ac-
curacy begins to drop. These results are expected: pmotif
cannot be too large as the motif part is more important to
determining the label. This motivates to fix pmotif to be small
and increase prandom, retaining high test accuracy whilst in-
creasing the number of edge flips we can certify in C2.

We take a closer look at the smoothed classifier given by
p = (0.02, 0.45), one of the smoothed classifiers with the
highest observed score. We are interested in a smooth model
with high test set accuracy that can certify for many values
of r. Our model has 100% certified accuracy. The proportion
of the test set that can be certified for varying values of r
is shown in Fig. 5a. As the figure demonstrates we can
certify 100% of the test-set samples to 0 or 1 edge flips in
the motif part of the graph and up to 45 edge flips in the
random part of the graph. This is the maximum number of
possible node pairs in the random part, so we can certify
any perturbation in this part of the graph. The smoothed
classifier using isotropic noise can also achieve 100% test

set accuracy for all values of noise we tested. We show the
certification results for when p = 0.02, as this is the only
value that allows us to certify the entire test-set for one
edge flip. We plot the proportion of the test set that can be
certified at using this value of isotropic noise in Fig. 5b.
Using larger values of noise for the isotropic certificate
allows for some of the test-set to be certified at a radius of
2, but it can no longer certify the entire test set at radius 1.
By using anisotropic noise and being specific about where
edges are being certified, we can certify 46 edge flips with
100% accuracy compared to 1 edge flip with 100% accuracy.

5.2 REAL-WORLD EXPERIMENT

We also experiment using the real-world data set MUTAG
[Debnath et al., 1991]. In this data set each graph represents
a molecule and the goal is to predict the molecules muta-
genicity on a specific bacterium, which is encoded into a
binary label. Each node has one of 7 discrete node labels
corresponding to atomic number which is one-hot encoded.
The data set contains a total 188 molecular graphs.

We train a base classifier as a graph neural network which
has a single GCN layer [Welling and Kipf, 2017] with 64
hidden units, followed by a max pooling layer and a linear
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Figure 6: A comparison between the anisotropic certificate and the sparsity-aware certificate. Each entry represents the ratio
of correctly classified test-set samples that could be certified at a specified number of edge deletions and additions.

layer. We use a 80%/10%/10% train/validation/test split
on which to train and optimise the model hyperparameters.
We train for a maximum of 500 epochs using the AdamW
optimiser [Loshchilov and Hutter, 2019] with weight decay
of 10−3. The initial learning rate is 10−3 and it is decayed
by 0.5 every 50 epochs.

We compare our certificate to Bojchevski et al. [2020], re-
ferred here as a sparsity-aware certificate, as this is the only
non-isotropic certificate used for graph classification that
we are aware of. We consider node pairs where there is an
edge in the original graph as C1 and all other node pairs as
C2. In this scenario, we can certify edge deletions and addi-
tions in a comparable way. Following the setup described in
Bojchevski et al. [2020] we consider p1 = 0.4 which corre-
sponds to the probability of deleting an edge and p2 = 0.2
which corresponds to the probability of adding an edge. We
apply noise during training to make the model more robust.

The values computed in Proposition 2 differ between the two
approaches as P(ϕ(x̃) = z) is computed differently. Fur-
thermore, the probability ϕ(x) belonging to a region in the
anisotropic approach is a product of Binomial distributions
(Proposition 3) whereas for the sparsity-aware certificate
this probability follows a Poison-Binomial distribution. If
the assignment of node pairs was dependent on the individ-
ual sample, this would generalise our approach further, and
would also generalise the sparsity-aware certificate.

Our model has a test-set accuracy of 84%. In Fig. 6 we plot
the ratio of correctly predicted test points that are certified
for varying numbers of edge deletions and additions. We
make a few observations from these results. The first is that
for values of r where both methods can certify test points,
our method certifies the same quantity of points and in some
cases more. The second is that there are two values of r
where the sparsity-aware certificate can certify test samples
but the anisotropic certificate cannot. However, there are
five values of r where the anisotropic can certify but the

sparsity-aware certificate cannot. Finally, we note that in
this experiment, as well as the synthetic experiments, we
find our certificates tend to be oblong, i.e. if pi is larger
than we tend to certify for larger values in the ri direction.
This is advantageous in the case where some node pairs
are considered more important to the classification label (as
demonstrated in the synthetic experiment).

6 CONCLUSIONS

We propose in this work, to the best of our knowledge,
one of the first methods that introduces structure-aware
robustness certificates in the context of classifying undi-
rected, unweighted graphs. To achieve this, we leverage
a flexible, anisotropic noise distribution in the framework
of randomised smoothing and develope an efficient algo-
rithm to compute certificates. We apply these certificates to
a synthetic experiment and demonstrate a clearly improved
robustness of graph classifiers that cannot be achieved with
an isotropic certificates. We also validate our certificate on
real-world experiments and show superior results compared
to an existing approach.

Our approach requires defining a priori which edges a user
believes to be more or less important to determining the
graph label. Such knowledge may come from domain ex-
pertise (which we simulate in the synthetic experiment), or
we may treat edge deletions and additions differently as
in the sparsity-aware approach of Bojchevski et al. [2020].
We may also consider approaches that have been used to
identify edges that may be vulnerable to attack. For exam-
ple, a previous work found edges vulnerable to adversarial
attack are those not captured by a low-rank approximation
of the adjacency [Entezari et al., 2020]. Another line of
work propose that edges where the end-point node features
have low Jaccard index are potentially vulnerable [Wu et al.,
2019]. Beyond this, one could learn the importance of the



node pairs in a data-driven fashion. One such example is
the recent work of Sui et al. [2022] where the authors pro-
pose to learn the causal relations between node pairs and
model outcome. We leave these directions for future work.
Finally, even though we have applied our method in the
context of graph classification, it can also used for any type
of task based on a discrete domain such as binary image
classification.
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