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Abstract

Data-driven autonomous driving motion generation tasks are frequently impacted
by the limitations of dataset size and the domain gap between datasets, which
precludes their extensive application in real-world scenarios. To address this issue,
we introduce SMART, a novel autonomous driving motion generation paradigm
that models vectorized map and agent trajectory data into discrete sequence tokens.
These tokens are then processed through a decoder-only transformer architecture
to train for the next token prediction task across spatial-temporal series. This
GPT-style method allows the model to learn the motion distribution in real driving
scenarios. SMART achieves state-of-the-art performance across most of the metrics
on the generative Sim Agents challenge, ranking 1st on the leaderboards of Waymo
Open Motion Dataset (WOMD), demonstrating remarkable inference speed. More-
over, SMART represents the generative model in the autonomous driving motion
domain, exhibiting zero-shot generalization capabilities: Using only the NuPlan
dataset for training and WOMD for validation, SMART achieved a competitive
score of 0.72 on the Sim Agents challenge. Lastly, we have collected over 1 billion
motion tokens from multiple datasets, validating the model’s scalability. These
results suggest that SMART has initially emulated two important properties: scala-
bility and zero-shot generalization, and preliminarily meets the needs of large-scale
real-time simulation applications. We have released all the code to promote the
exploration of models for motion generation in the autonomous driving field. The
source code is available at https://github.com/rainmaker22/SMART.

1 Introduction

In the context of autonomous driving, leveraging vectorized maps and vehicle trajectory data facilitates
various motion generation tasks, including motion planning [17, 6, 19, 18, 7], motion prediction
[47, 11, 38], and Sim Agents [14]. Previous research [9, 5, 27] has predominantly employed encoder
networks to represent driving scenes and decoder networks to generate multi-modal motions. These
generated motions are then directly regressed to continuous trajectory distributions using Gaussian
[4] or Laplace [53] mixture loss functions. While this framework demonstrates strong performance in
prediction tasks that prioritize regression accuracy, it often underperforms in motion generative tasks
that emphasize the safety and reasonableness of driving behavior, such as planning [3] or Sim Agents
[26]. The primary reasons for this underperformance are as follows: First, the framework does not
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represent future interactions between the motions of different agents, leading to inconsistent scene-
level forecasting. Second, the model generates multi-modal motion by initializing multiple intention
queries in the decoder, which is typically limited by GPU memory, resulting in a fixed number
of motion modalities. Consequently, it is uncertain whether the generated modalities sufficiently
represent the diversity of future behaviors. Thirdly, these models struggle to generalize across
different datasets, requiring new data collection for training in new urban environments or maps.

The advent of autoregressive large language models (LLMs) [12, 42] has ushered in a new era in
artificial intelligence. Drawing inspiration from this, some studies in the driving motion generation
domain[30, 34], have tokenized agent trajectories into discrete motion tokens and employed a Next
Token Prediction (NTP) task based on cross-entropy loss for autoregression. These models continue to
utilize an encoder-decoder architecture, encoding continuous vectorized map and historical trajectory
data with an encoder, and decoding discrete tokens solely in the decoder module. Compared to
continuous distribution regression methods, the autoregressive paradigm of NTP has the following
advantages: the model adopts a step-by-step next token prediction, allowing it to model interactions
between agents’ motions at each time step, and the number of modalities is not limited, leading to
better diversity in generative tasks.

However, existing NTP-based motion models still fail to address the aforementioned issues of gener-
alizability and scalability, which have a critical impact on industrial applications. Generalizability
means achieving satisfactory results across diverse datasets through zero-shot and few-shot learning,
while scalability involves improving model performance as dataset size or model parameters increase,
following scaling laws defined by [16]. This shortfall is due to two main factors: First, current
model architectures lack generalizability under the constraints of limited data scale. Due to the high
cost of acquiring extensive driving data, open-source datasets typically cover only a few hundred
hours of driving in specific urban areas, with significant domain gaps caused by perceptual and
regional differences. Second, unlike tasks involving the serialization of a single dimension, motion
generation requires the serialization of both the temporal dimension of trajectories and the spatial
interactions between maps and agents. To tackle these challenges, this paper introduces the SMART
model: Scalable Multi-Agent Real-Time Motion Generation via Next-token Prediction. The model
incorporates a tokenizer for map data and proposes an autoregressive prediction task for the next road
token prediction to enhance the model’s spatial comprehension. Subsequently, a GPT-style approach
is adopted, tokenizing agent trajectories across the entire time series to establish a decoder-only
transformer model. The decoder-only transformer allows SMART to compute the next token for the
upcoming frame at the current moment during inference, eliminating the need to re-encode historical
motion tokens with each inference, which significantly improves inference efficiency for real-time
interactive autonomous driving simulation.

In summary, our contributions to the community include: (1) We propose a novel framework for
motion generation, incorporating a tokenization scheme for both vectorized road and agent trajectories
and utilizing a decoder-only transformer for training on the next token prediction task. This approach
offers new insights into the design of motion generation algorithms for autonomous driving. (2) In the
field of driving motion generation, we have pioneered a focus on the model’s zero-shot generalizability
across different datasets. Notably, the model trained solely on the NuPlan dataset performed well
on the WOMD test dataset, despite the lack of overlap between the map areas of these two datasets.
An empirical validation of SMART models’ scalability emulates the appealing properties of large
fundamental models. (3) SMART achieves state-of-the-art performance across most metrics in the
generative Sim Agents challenge, ranking 1th on the WOMD leaderboards2. Furthermore, SMART’s
single-frame inference time is within 15ms, meeting the real-time requirements for interactive
simulation in autonomous driving.

2 Related work

2.1 Properties of auto-regressive large models

Scalability and zero-shot generalization Power-law scaling laws [22, 12, 31] mathematically
describe the relationship between the growth of model parameters, dataset sizes, computational
resources, and the performance improvements of machine learning models, providing several distinct
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benefits. Firstly, they enable the extrapolation of a larger model’s performance by scaling up model
size, data size, and computational cost. Secondly, the scaling laws have demonstrated a consistent
and non-saturating increase in performance, corroborating their sustained advantage in enhancing
model capabilities. Zero-shot generation refers to the ability of models to generate predicted motions
for time series from unseen datasets. Previous work [29, 21] on zero-shot generation typically
involves training on a single time series dataset and testing on a different dataset. In this study, we
utilize the NuPlan dataset for training SMART models and the WOMD validation dataset for testing.
Existing methods in the autonomous driving field [37, 40] often rely on LLMs or VLMs to assist in
decision-making and planning to enhance generalizability and interpretability. However, no studies
have attempted to directly construct a foundational model for the driving motion field to validate
scalability and zero-shot generalizability.

2.2 Tokenizer in continuous domains

Language models [42, 43] rely on Byte Pair Encoding or WordPiece algorithms for text tokenization.
Visual generation models[49, 48] based on language models also necessitate the encoding of 2D
images into 1D token sequences. Early endeavors VQVAE [44] have demonstrated the ability to
represent images as discrete tokens, although the reconstruction quality was relatively moderate. In
the driving motion domain, MotionLM[34] used a simple uniform quantization of axis-aligned deltas
between consecutive waypoints of agent trajectories.

2.3 Driving motion generation

Our work builds heavily on recent advancements in driving motion generation. A comprehensive
range of generative models has been applied to this problem, including continuous motion distribution
regression [33, 1, 39], diffusion models [50, 20], and discrete autoregressive models [30, 34]. Motion-
Diffuser [20] is a diffusion-based representation method for modeling the joint distribution of future
trajectories across multiple agents, leveraging a simple predictor design and PCA compression for
efficient, top-performing multi-agent motion prediction. While these diffusion-based models produce
multi-modal future trajectories of individual agents, they only capture the marginal distributions of
possible agent movements and do not model interactions among agents’ future motions. Typical
distribution regression models use parametric continuous distributions such as Gaussian [36] or
Laplace [53] to model the future motion distribution. A limitation of these models is the uncertainty
of whether the Gaussian or Laplace mixture distribution is flexible enough to represent the distribution
over future states. Additionally, to generate multi-modal future motions, these models often need to
incorporate motion goal candidates [13] or learnable latent embeddings [45] as multi-modal queries in
the decoder module, resulting in significant memory usage and increased inference time. MotionLM
[34] treats multi-agent motion prediction in autonomous vehicles as a language modeling task, gener-
ating interactive trajectories through a simplified autoregressive process without requiring complex
optimizations and latent anchor embeddings. On this basis, Trajeglish [30] targets multi-agent offline
closed-loop simulation.

3 Method

In this section, we introduce SMART, an autoregressive generative model for dynamic driving scenar-
ios. While both language and agent motions are sequential, they differ in their representation—natural
language consists of words from a finite vocabulary, whereas agent motions are continuous real-valued
data. This distinction necessitates the unique design outlined in Sec. 3.1 for agent motion and road
vector tokenizer, including the construction of vocabulary and the tokenization of motion sequences.
Sec. 3.2 provides a comprehensive description of the model’s architecture. Sec. 3.3 elaborates on the
training tasks designed for the proposed model to learn the distribution of the motion token within
the temporal sequence and the distribution of the road token within the spatial sequence.

3.1 Tokenization

Agent Motion tokenization To apply discrete sequence modeling in continuous domains, prior
works typically follow one of two approaches: either use a pre-trained tokenizer, such as VQVAE
[44] or VQGAN [10], to encode continuous features into discrete tokens, or normalize continuous
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t=0s t=0.5s t=1.0s t=1.5s

Ground Truth Token

Top1 Closed Token

Noised Token

Candidated Token

(a) Motion Tokenization (c) Road Vector Tokenization

(b) Motion Token Vocabulary

Figure 1: (a) At time t=0s, the current vehicle state is used as the reference to select the token closest
to the ground truth bounding box within the token set. At time t=0.5s, the matched token from the
previous step is used to select the next predicted token. At time t=1.0s, a noised token serves as
the reference to determine the token for t=1.5s. This iterative process continues. (b) Motion token
vocabulary with time granularity equal to 0.5s.(c) The original road vector features are represented as
continuous sequences of map points. We divide the original map into multiple segments, each within
5 meters in length, and then perform matching with discrete tokens. The final map is composed of
road vector tokens represented by different colored segments.

features and divide continuous values into discrete slots at equal intervals [2, 34]. For the former
approach, establishing a latent vocabulary often requires a large amount of raw data to train the
tokenizer; otherwise, the tokenizer itself will be biased towards the pre-training dataset. Since our
work aims to enable the model to generalize effectively when trained on a small number of data
samples, SMART opts to discretize explicit trajectory and map features. Specifically, similar to [30],
we segment the continuous trajectories of all agents in the dataset into trajectory sets by fixed time
intervals t = 0.5s. Then, we cluster the trajectory sets using the k-disks algorithm. As shown in
Figure 1(b), the sampled trajectories serve as our final agent motion token vocabulary Va.

As shown in Figure 1(a), the blue box represents the tokens obtained after discretizing the ground
truth trajectory. At every 0.5-second interval, a search is conducted within the token vocabulary
for candidate tokens, from which an appropriate(closest) token is selected to represent the current
moment. Note that to prevent matching errors that may occur during the tokenization process of
the agent motion sequence, we implement a rolling matching approach for the entire continuous
motion sentence in a given period T . This implies that the token for the next time step is matched
by referring to the position of the token currently matched, rather than relying on the actual correct
position. However, due to the transformer decoder must perform sequential inference step by step,
this approach inevitably leads to out-of-distribution issues due to compounding errors[32]. Especially,
in the field of autonomous driving, these accumulated errors may result in collisions and off-map
events[51]. To address this issue, we introduce noise into the tokenization process to enable the
model to simulate distribution shifts during training. Specifically, we perturb the currently matched
token by selecting one from the top-k tokens closest to the ground truth token in the vocabulary.
Then, in the next time step, we match the motion token based on the perturbed vehicle state. This
data augmentation method allows the model to effectively handle issues such as distribution shifts
and accumulated errors, thereby enhancing robustness in generative tasks. Finally, the agent motion
token is represented as A ∈ RNA×NT×FA , where NA denotes the total number of agents, and NT

represents the number of time steps, with a feature size of FA, containing coordinates, heading, and
shapes.

Road vector tokenization To enhance the model’s generalization capabilities, we have applied
a similar tokenization process to road vectors as we did with agent motion. Each road vector is a
directed lane segment with features including start and end positions, length, turn direction, and other
semantics from the dataset. To obtain fine-grained inputs for the road network, all road vectors are
segmented into tokens spanning no longer than 5 meters in length. Unlike the motion sequence,
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Figure 2: The architecture of SMART framework (a) We train a decoder-only transformer that
predicts the motion tokens of multi-agents conditional on previous motion tokens, interactive agent
motion tokens, and encoding road tokens. The model is trained to predict the next motion token. (b)
Illustration for our proposed road spatial understanding training task.

the tokenization process of the road sentence does not have a time-series dependency. As shown in
Figure 1(c), the tokenization of the road sentence is performed in parallel, directly tokenizing all the
original road vector segments. The road vector token is represented as R ∈ RNR×FR , where NR

denotes the total number of road vectors, and FA represents the token features.

3.2 Model Architecture

Figure 2 illustrates the simple but expressive model architecture of SMART. The model comprises an
encoder for road map encoding and a motion decoder that predicts a category distribution based on
motion token embeddings.

RoadNet: road token encoder We employ multi-head self-attention (MHSA) to model the rela-
tionships among road tokens, after which the updated road token encodings will assist motion token
decoding. For the ith road token, we derive a query from its embedding ri and let it attend to the
neighboring tokens rj ∈ Ri:

ri′ =MHSA (q(ri), k(rj ,RPEij), v(rj ,RPEij) , j ∈ Ri (1)

where Ri denotes the neighbor set of the road tokens. To incorporate spatial awareness for map
encoding, we generate the jth key/value vector from the concatenation of rj and the relative positional
embedding RPEij[8].

MotionNet: factorized agent motion decoder Prevailing methods for encoding agents prioritize
capturing the temporal dynamics of an agent’s movements, followed by the integration of agent-map
and agent-agent interactions, as highlighted by [35]. Factorized attention effectively captures detailed
agent-map interactions across temporal scales [28]. In our work, we leverage a factorized Transformer
architecture with multi-head cross-attention (MHCA) to decode complex road-agent and agent-agent
relationships along the time series. Akin to query-centric methodologies [52], we utilize relative
positional embeddings to differentiate between agents’ local coordinate frames, enabling symmetric
encoding. Take the ith agent at time step t as an example. Denoted as Eq.2a, given the query derived
from the agent motion token’s embedding eti, we employ temporal attention by computing the key
and value based on which are the ith agent’s token embeddings from time step t − τ to time step
t− 1 and the corresponding relative positional embeddings.

ei′ = MHSA
(
q(eti), k(e

t−τ
i ,RPEt,t−τ

i ), v(et−τ
i ,RPEt,t−τ

i )
)
, 0 < τ < t (2a)

ei′ = MHCA
(
q(eti), k(rj ,RPEij), v(rj ,RPEij)

)
, j ∈ Ni (2b)
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ei′ = MHSA
(
q(eti), k(e

t
j ,RPEt

ij), v(e
t
j ,RPEt

ij)
)
, j ∈ Ni (2c)

Likewise, in Eq.2b and Eq.2c, the key and value for agent-map and agent-agent attention are derived
from road token rj , j ∈ Ni and agents’ motion token etj , j ∈ Ni in the neighborhood respectively,
where the neighbor set Ni is determined by a distance threshold of 50 meters. We stack the temporal,
the agent-agent, and the agent-map attention sequentially as one fusion block and repeat such blocks
K times.

3.3 Spatial-temporal next token prediction

In the training stage, we train SMART to understand the temporal and spatial relationships in the
traffic scene. This is achieved with two next token prediction tasks on RoadNet and MotionNet, the
model is optimized with the summation of the two tasks’ objectives.

Road vector next token prediction As shown in Figure 2(b), the road vector NTP task targets
RoadNet to learn the spatial structure of road vector inputs. Unlike agent motions, road vectors form
a graph rather than a sequence, making it challenging to apply next token prediction tasks directly. To
address this issue, we extract the original topological information of roads and model the road vector
tokens with sequential relationships based on their predecessor-successor connections. As depicted
in Figure 2(b), in the pre-training NTP task, the subsequent road vector token is predicted using the
preceding road token based on the road topology. This approach requires RoadNet to understand the
connectivity and continuity among unordered road vectors. The loss function for a single tokenized
road vector sequence is defined as:

loss(γ) = −
J∑

j=1

Vr∑
i=1

(rj+1
i == rj+1

igt ) log(pγ(r
j+1
i |r1:ji )) (3)

where pγ(r
j+1
i |r1:ji ) denotes the categorical distribution predicted by the RoadNet parameterized by γ,

J represents a complete polyline that has not yet been split into road vector tokens, r1:j Representing
the road token embedding of the predecessor, and rj+1

i is the next predicted road vector token. This
loss function ensures that RoadNet learns to predict the correct next road vector token given the
preceding tokens, thereby capturing the spatial continuity and connectivity within the road network.

Motion next token prediction Motion NTP task targets MotionNet to understand not only the
temporal dependencies in agents’ motions but also the spatial dependencies between agent-map and
agent-agent. SMART is trained to minimize the cross entropy between the distribution of the ground
truth token label and the predicted distribution. Formally, the loss function for a single tokenized
motion sentence is given by:

loss(θ) = −
T∑

t=1

Va∑
i=1

(at+1
i == at+1

igt )log(pθ(a
t+1
i |e1:ti , rj)) (4)

where pθ(a
t+1
i |e1:ti ,mj) denotes the categorical distribution predicted by the model parameterized

by θ, e1:t is the historical tokenized agent motion embeddings, at+1
i ∈ A is the next predicted agent

motion token and rj is the tokenized nearby road vector series. Note that SMART performs autore-
gression via classification[41]. Opting for a categorical output distribution offers a key advantage: it
imposes no restrictions on the structure of the output distribution, allowing the model to learn arbitrary
distributions, including multimodal ones. This flexibility is especially valuable for a fundamental
model, as agent and road tokens from diverse datasets may follow distinct output distribution patterns.

4 Experiments

To validate the generalizability and scalability of the SMART model, we conducted extensive ex-
periments and trained models across various scales. On the official WOMD Sim Agents Challenge
(WOSAC), we employed the SMART 7 Million parameters (7M) model, which was exclusively
trained on the WOMD dataset. Concurrently, the SMART 7M model was also utilized for generaliza-
tion experiments and ablation studies. In the scale law experiments, we integrated additional datasets
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Table 1: Comparison with state-of-the-art models on WOMD 2023 Sim Agents benchmark

Method Realism
Meta metric↑

Kinematic
metrics↑

Interactive
metrics↑

Map-based
metrics↑ minADE ↓

SMART 7M 0.6587 0.4190 0.8014 0.8523 1.7453
Trajeglish[30] 0.6451 0.4166 0.7845 0.8216 1.5712

MVTE[46] 0.6448 0.4202 0.7666 0.8387 1.6770
VPD-PRIOR 0.6315 0.4261 0.7233 0.8330 1.3400
QCNeXt[53] 0.4538 0.3109 0.5654 0.5051 1.0830
MultiPath[45] 0.4766 0.1792 0.6380 0.6866 2.0517

and trained on models of multiple scales. For all experiments, the testing datasets employed the split
validation dataset from WOMD. Detailed hyperparameters for the SMART architecture can be found
in Section A.1. In the following sections, Section 4.1 presents the results of rollouts generated by
SMART on the WOSAC benchmark [26]. Evaluations of SMART’s generalizability and scalability
are detailed in Sections 4.2 and 4.3, respectively. Finally, an ablation analysis of our design methods
is conducted in Section 4.4.

4.1 Comparison for motion generation task

Performance comparison We compare proposed SMART with existing motion generation ap-
proaches including diffusion models[15], continuous distribution regression models [46, 36], and
next token autoregressive model[30]. Because the Sim Agents challenge metrics were changed
twice, to compare it more broadly with the previous methodology, we test the performance of our
model using both the WOMD Sim Agents 2023 and 2024 Benchmark[26]. As shown in Table 1 and
Table 2, SMART achieves not only the best Realism Meta metric but also a high prediction precision.
SMART’s modeling approach for maps and motion enables it to learn the behavioral distribution
within the data more effectively than prior work. Notably, SMART-zeroshot represents a model
trained solely on the NuPlan dataset and directly inferred on the Waymo test set. As shown in Table 2,
it achieves performance close to that of MVTE. For further detailed comparisons, please refer to A.2.

Table 2: Comparison with state-of-the-art models on WOMD 2024 Sim Agents benchmark

Method Realism
Meta metric↑

Kinematic
metrics↑

Interactive
metrics↑

Map-based
metrics↑ minADE ↓

SMART 101M 0.7614 0.4786 0.8066 0.8648 1.3728
SMART 7M 0.7591 0.4759 0.8039 0.8632 1.4062

BehaviorGPT 0.7473 0.4333 0.7997 0.8593 1.4147
GUMP 0.7431 0.4780 0.7887 0.8359 1.6041
MVTE 0.7302 0.4503 0.7706 0.8381 1.6770

SMART-zeroshot 0.7210 0.4311 0.7806 0.8099 2.5703
VBD 0.7200 0.4169 0.7819 0.8137 1.4743

TrafficBOTv1.5 0.6988 0.4304 0.7114 0.8360 1.8825
congniBOTv1.5 0.6288 0.3293 0.7129 0.6918 -

Efficiency comparison SMART also demonstrates remarkable speed in multi-agent motion gen-
eration. Previous encoder-decoder models [34, 36] suffer from high computational costs, as the
model requires multiple query embeddings in the decoder module to generate multi-modal motions.
Benefiting from the advantages of the decoder-only transformer architecture, SMART only needs
to compute the next token for the upcoming frame at the current moment during inference, with-
out the need to re-encode historical motion tokens. By reusing the token embeddings computed
in previous observation time horizons, the complexity of the agent motion decoder is reduced to
O(NANT ) +O(NANR) +O(N2

A). In contrast, for encoder-decoder models like [24], besides the
computational load of the encoder module, additional computations of O(N2

ANM ) +O(NANMNR)
are required for generating multi-modalities of trajectories, where NM represents the number of
modalities. The average single-step inference time of SMART is influenced by the number of map
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tokens and agent motion tokens, fluctuating between 5 to 20 ms, and averaging under 10 ms. Thus, it
significantly meets the current needs of interactive real-time online simulation in autonomous driving.

4.2 Generalization

Zero-shot generalization on different dataset Zero-shot generation is the ability of models to
generate motions for time series from different datasets. In this work, we use the training data
from NuPlan dataset to train SMART models and the test data from WOMD validation dataset. As
shown in Table 3, SMART* still achieves good performance in the overall metrics. Due to significant
differences in the accuracy of the calibrated ground truth values for agent position and heading
between different datasets, there may be a larger gap in the agent kinematic metrics, resulting in lower
scores. However, SMART* demonstrated excellent generalization in the metrics of agent interaction
and drivable map. It is worth mentioning that the size of the two datasets does not differ greatly, so
the SMART model can have good generalization ability based on a small number of data training.

Table 3: Zero-shot generalization on different datasets. SMART denotes a model trained on WOMD
only. SMART* denotes a model trained on NuPlan dataset only. SMART** denotes a model after 1
epoch of finetuning with an initial learning rate of 0.0001 on WOMD based on SMART* model.

Method Kinematic
metrics↑

Interactive
metrics↑

Map-based
metrics↑ minADE ↓

SMART 0.4537 0.8034 0.8514 1.5127
SMART* 0.4161 0.7853 0.7970 2.3041
SMART** 0.4310 0.8087 0.8559 1.5671

Zero-shot generalization on unseen scenarios Multiple map scenarios as shown in Figure 3 are
present only in the WOMD but not in the NuPlan dataset. Without modifications to the network
architecture or tuning parameters, SMART trained only on NuPlan has achieved decent results in
these scenarios, substantiating the generalization ability of SMART.

4.3 Scalability

Prior research [22, 42] have established that scaling up large language models (LLMs) leads to a
predictable decrease in test loss L. This trend correlates with parameter counts N , training tokens T ,
following a power-law:

log(L) = βlog(X) + α (5)

where X can be any of N , T . The exponent α reflects the smoothness of power-law, and L denotes the
reducible loss normalized by irreducible loss. The data sources for validating scaling laws are detailed
in the A.3. Overall, we trained models across four sizes, ranging from 1M to 100M parameters, on a
training set containing 2.2M scenarios (or 1B motion tokens under 0.5s agent motion tokenization).

Scaling laws with model parameters We investigate the test loss trend as the model size increases.
We assessed the final test cross-entropy loss L on the validation set of 100,000 traffic scenarios. The
results are plotted in Figure 4, where we observed a clear power-law scaling trend for Loss L as a
function of model size N . The power-law scaling laws can be expressed as:

log(L) = −0.157log(X) + 1.52 (6)

These results verify the strong scalability of SMART, providing valuable insights into how model
performance scales with dataset size.

4.4 Ablation

In this study, we aim to verify the effectiveness of each component of SMART. Results are reported
in Table 4. The initial model, denoted as M1, is constructed on the architecture depicted in Sec.3.2,
employing solely agent tokenization. The introduction of the road vector tokenization in M2, which
tokenized the road vector states into discrete tokens, results in marked improvements over M1 in
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Figure 3: Qualitative results of closed-loop planning for two representative scenarios from the test set.
Each scenario (every row) lasts 8 seconds and we take 4 snapshots with a 2-second interval. SMART
controls all the agents in the scenario. The first row depicts a parking lot area. The red vehicle in
the picture effectively completed a detour around a stationary vehicle ahead in the parking lot. The
second row shows a scene of a large curvature U-turn in a ramp zone, where the traffic flow in the
right lane of the ramp has completed the behavior of ramp exit under the control of SMART. It is
recommended to refer to supplementary materials for more videos

(b) Scaling laws with SMART transformer model size , with
power-law fits (solid line) and equations (in legend).

(a) Loss reduction curves of models with different scales
trained on 1Billion tokens 

Figure 4: Due to limitations in dataset size, we trained models at multiple scales ranging from
1M to 101M on a total of 1 billion tokens. (a) Training loss of different models (b) Axes are all
on a logarithmic scale. The power-law scaling law can be expressed as a solid line. Exponents
β = −0.157 suggest a smooth decline in test loss L when scaling up SMART models.

the generalization capability. Comparing models M1 and M2 reveals that when trained solely on
the WOMD dataset, the tokenization of road vectors results in a certain reduction in overall metrics.
We speculate that discretized map tokens may lose some fine-grained geometric information about
roads. M4 incorporates noised agent motion tokenization, designed to address cumulative errors and
distributional shifts during inference. This modification leads to enhancements in both the interaction
metric and the map-based metric.

5 Conclusions

In this paper, we have introduced SMART, a novel paradigm for autonomous driving motion gen-
eration that leverages vectorized map and agent trajectory data, processed through a decoder-only
transformer architecture in a GPT-style framework. We have observed that SMART emulates two
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Table 4: Ablation study on each component of SMART. Experimental results are based on the
WOMD validation set. "RVT" indicates road vector tokenization, "RVNTP" indicates road vector
next token prediction, "NAT" indicates noised agent tokenization, "NRVT" indicates noised road
vector tokenization

SMART Train on WOMD Train on NuPlan
Model

Number RVT NAT NRVT RVNTP kinematics interactive map kinematics interactive map

M1 0.459 0.827 0.857 0.376 0.593 0.603
M2

√
0.434 0.807 0.840 0.389 0.696 0.724

M3
√ √

0.448 0.809 0.848 0.413 0.750 0.743
M4

√ √ √
0.437 0.801 0.837 0.411 0.747 0.741

M5
√ √ √

0.453 0.813 0.853 0.413 0.780 0.785
M6

√ √ √ √
0.453 0.803 0.851 0.416 0.785 0.797

critical properties: scalability and zero-shot generalization, which are essential for advancing large
models. We believe that our findings and the release of all codes will encourage further explo-
ration and development of models for motion generation in the autonomous driving field, ultimately
contributing to more reliable autonomous driving systems.

Limitations In this work, we primarily focus on the design of the learning paradigm and maintain
a relatively simple design for the discrete token vocabulary. We believe that iterating SMART with
an advanced tokenizer[25] or sampling technique can further improve the performance. Although
we have collected training data from multiple datasets, we are still limited by the dataset size when
validating the model’s scalability, restricting us to models with a maximum scale of 100 million
parameters. Given the focus of this work on generalization and scaling laws, a large number of
hyperparameter ablation experiments remain to be verified, including the time granularity of agent
motion tokens and the size of the token vocabulary. As a motion generation model, the ability of
SMART to migrate to planning and prediction tasks still needs to be verified, and this is our top
priority for future work.
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A Appendix

A.1 Implementation and Simulation Inference

Architecture details Table 5 summarizes the hyperparameters of the different models used in our
implementation. We train a single model to generate the future motion of all three categories (i.e.,
Vehicle, Pedestrian, Cyclist), with each category having its own motion token vocabulary. The input
road token feature contains three types of information: the position of each road token point, the road
token direction at each point, and the type of each road token. For the prediction head in each decoder
layer, we use a three-layer MLP, and the model weights are not shared across different decoder layers.

Table 5: Hyperparameters of different SMART models

Modules Hyperparameters Values
SMART 1M SMART 7M SMART 26M SMART 101M

RoadNet Number of self attention layers 1 3 1 3
Road token embeddings 64 128 256 512

Size of road token vocabulary 1024 1024 1024 1024
Road token attention radius 10 10 10 10

MotionNet Number of temporal attention layers 1 6 6 6
Number of agent-agent attention layers 2 6 6 6
Number of map-agent attention layers 2 6 6 6

Number of attention head 8 8 8 8
Dimension of attention head 8 16 32 64

Feature dimension of Agent token embeddings 64 128 256 512
Size of motion token vocabulary 512 1024 1024 2048

SMART Total parameters 1.0M 7.2M 26.9M 101.0M

Training details The simulation model is trained end-to-end for all three agent types using the
AdamW optimizer [23]. Both the dropout rate and the weight decay rate are set to 0.1. The learning
rate is decayed from 0.0002 to 0 using a cosine annealing scheduler. Training includes all vehicles
within a scene. The batch size is set to 4, with a maximum GPU memory usage of 30GB.

Inference for WOSAC The test set comprises 44,920 scenes, and each scene requires running the
model inference 32× T times to generate the 32 simulations for a group of agents. During model
inference, each simulation step produces the classified distribution of next tokens. There are two
options for next token sampling: selecting the maximum-likelihood token or sampling among the
top-k motion tokens with the redistributed probability. The first approach, while accurate, tends to
yield less varied generations. Conversely, opting for the top-k motion tokens encourages diversity but
can compound errors, generating trajectories with unrealistic kinematic motions or even drift. To
balance realism and diversity, we use top-5 sampling at every step during the simulation. Videos
of rollouts can be found on our project page or supplementary materials. For each scenario, the
SMART model directly controls all agents within the scene. Due to the focus of this article on the
generalization and scalability of the model, we have achieved good results in specific scene generation
without extensive exploration of detailed tricks.

A.2 Detailed comparison in the WOSAC leaderboard

Table 6: Per-component metric results on the test split of WOMD, representing likelihoods. Due to
updates in the calculation of WOSC evaluation metrics, methods are ranked by the composite metric
on the 2023 Leaderboard for a broader comparison. For latest WOSC, please refer directly to the
updated 2024 Leaderboard for detailed comparisons.

Method KINEMATIC INTERACTIVE MAP minADE↓LINEAL
SPEED↑

LINEAR
ACCEL↑

ANG.
SPEED↑

ANG.
ACCEL↑

DIST TO
OBJ.↑ COLLISION ↑ TTC ↑ DIST TO

ROAD↑
OFF

ROAD↑
WAYFORMER 0.202 0.144 0.248 0.312 0.192 0.449 0.766 0.379 0.305 6.823
SBTA-ADIA 0.317 0.174 0.478 0.463 0.265 0.337 0.770 0.557 0.483 3.611

CAD 0.346 0.252 0.432 0.311 0.33 0.311 0.789 0.637 0.539 2.314
JOINT-MULTIPATH++ 0.431 0.230 0.019 0.035 0.349 0.485 0.811 0.637 0.613 2.051

MTR+++ 0.411 0.106 0.483 0.436 0.345 0.414 0.796 0.654 0.577 1.681
QCNeXt 0.477 0.242 0.325 0.198 0.375 0.324 0.756 0.609 0.360 1.083
MVTE 0.442 0.221 0.535 0.481 0.382 0.450 0.832 0.664 0.640 1.677

Trajeglish 0.450 0.192 0.538 0.485 0.387 0.922 0.836 0.659 0.886 1.571
SMART 7M 0.363 0.296 0.423 0.564 0.376 0.963 0.832 0.659 0.936 1.749
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The Waymo Open Sim Agents Challenge (WOSAC) is a significant initiative aimed at advancing the
development and evaluation of simulation agents for autonomous vehicles. This challenge leverages
the Waymo Open Motion Dataset (WOMD) to provide high-fidelity object behaviors and shapes
produced by a state-of-the-art offboard perception system. Participants are required to simulate
scenarios involving up to 128 agents, focusing on closed-loop evaluation to ensure realism in agent
behaviors and interactions. The evaluation framework employs various metrics, including kinematic
features, interaction-based features, and map-based features, to assess the performance of simulation
agents in generating realistic and diverse behaviors that match real-world driving data. WOSAC
computes three metrics over nine measurements: kinematic metrics (linear speed, linear acceleration,
angular speed, angular acceleration magnitude), object interaction metrics (distance to nearest object,
collisions, time-to-collision), and map-based metrics (distance to road edge, road departures).

In the benchmark comparisons presented in Table 6, the SMART 7M method, developed by our team,
demonstrates superior performance across multiple metrics, particularly excelling in interactive and
safety-related indicators. Notably, SMART 7M achieved the highest scores in angular acceleration,
distance to nearest object, collision avoidance, and off-road metrics, underscoring its effectiveness in
complex driving scenarios. These results highlight the robustness of SMART 7M in ensuring safety
and reliability, indicating its advanced capability in managing dynamic and potentially hazardous
traffic conditions more effectively than other evaluated methods. This performance also suggests the
potential of the SMART model to be applied to planning tasks.

A.3 Additional ablation studies

Comparison of the scalability and generalization of different architectures This section presents
experiments comparing the architecture proposed in this paper with the MVTE model. The MVTE
model3, derived from MTR, represents continuous distribution regression models. The experimental

Waymo Proprietary Nuplan Total
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Figure 5: SMART w/o refers to SMART model without the road vector tokenization and noise tricks
proposed in this paper. To ensure the fairness of the experiments, all model parameters were adjusted
to the 90-100M. Models were trained on various datasets and validated only on the WOMD validation
dataset

results shown in Figure 5 indicate that distribution regression-based models have poor generalization
capabilities across different datasets. Models trained with incremental data from other datasets
performed worse overall than models trained solely on the WOMD. An interesting phenomenon is

3Since MVTE does not have open-source code, we reproduced the results by relying on the MTR model
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that although our private dataset contains more data than the NuPlan dataset, the performance of
MVTE trained on it was inferior to that on the NuPlan dataset. This suggests that the distribution
regression-based paradigm is likely to cause the model to overfit to a dataset. From the SMART
w/o results, it can be seen that the model’s generalization performance is poor, but the effect of
incremental data can improve the performance compared to a single training dataset. Based on the
above experiments, it can be inferred that discrete tokenization is a very effective way to eliminate
the dataset gap. Moreover, autoregressive models based on cross-entropy classification loss are key to
the scalability of trajectory generation models, which aligns with why large language models (LLMs)
have significant scaling capabilities.

Comparison of different tokenizer In Trajeglish[30], a detailed comparison of various discretized
tokenizers is conducted. As introduced in Sec. 3.1 of this paper, we ultimately adopted the k-disks
approach for token vocabulary construction. Prior to our work, no studies had attempted to construct
a vocabulary for agent and road motion tokens using latent tokenizer methods [44]. Therefore, we
drew on the visual domain’s VQ-VAE approach to perform latent autoencoding of motion tokens and
provided a comparison of this tokenizer with the method selected in this paper.

Table 7: Comparison of different tokenizer. Experimental results are based on the SMART 7M
Train on WOMD Train on NuPlan

Tokenizer Kinematics Interactive Map Kinematics Interactive Map
VQ-VAE 0.461 0.810 0.853 0.376 0.687 0.703
K-disks 0.453 0.803 0.851 0.416 0.785 0.797

From the results in Table 7, it is evident that VQ-VAE performs better on a single dataset compared
to k-disks. Specifically, both methods achieve similar results in interactive and map-based metrics,
but VQ-VAE outperforms k-disks in kinematic metrics. The k-disks approach loses fine-grained
trajectory information during discretization, whereas VQ-VAE better fits the true distribution of the
dataset when reconstructing trajectories. However, when comparing the two methods’ performance
in zero-shot generalization, k-disks significantly outperform VQ-VAE. We speculate that during the
training of the VQ-VAE tokenizer to construct motion and road token vocabularies, the tokenizer
may have already memorized or overfitted to the training dataset. Therefore, to achieve better
generalization performance using the VQ-VAE approach, it is essential to pre-train the VQ-VAE
tokenizer on a large-scale dataset.

Comparison of SMART models with different scales For language models, large and diverse
datasets are relatively easy to obtain. In contrast, the autonomous driving motion domain lacks a data
source of comparable size and diversity. To validate scaling laws on a larger dataset, we integrated
data from Waymo, Nuplan, and our proprietary dataset. We introduced our proprietary dataset solely
for validating scaling laws. For the WOSC leaderboard evaluation, we exclusively used the Waymo
dataset. For generalization and other ablation experiments, we utilized both Nuplan and Waymo
open-source datasets to facilitate reproducibility of the experiments by providing access to widely
available datasets. Table 8 below summarizes the scenario count, duration, and total motion token
count for each dataset.

The results in Table 9 highlight the performance of SMART models with different parameter scales
across various metrics. As the model scale increases from SMART 1M to SMART 101M, there is a
significant improvement in both the interactive metrics and the map-based metrics. This indicates
that larger models are better at capturing interactions and understanding map-based context, leading
to enhanced performance in these areas. However, the kinematic metrics show minimal variation.

Table 8: Data sources

Dataset Scene Count Single Scenario Duration Total Motion Token Count

Nuplan 30w 10s 0.13B
Waymo 48w 9s 0.18B

Proprietary 150w 11s 0.68B
Total 228w - 1B
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Table 9: Comparison of SMART models with different scales. Training time refers to the duration
required for the model to converge using the entire dataset. Inference time refers to the time taken by
the model to predict the next token for a single frame.

Method Kinematic
metrics↑

Interactive
metrics↑

Map-based
metrics↑ Training time Average inference time

SMART 1M 0.423 0.782 0.835 8hours 10.30ms
SMART 7M 0.436 0.809 0.852 23hours 17.21ms

SMART 26M 0.442 0.817 0.864 3days 25.94ms
SMART 101M 0.457 0.819 0.872 1week 46.58ms

Additionally, the training time and average inference time increase substantially with larger models,
reflecting the trade-off between model performance and computational cost. Validation is conducted
every 50,000 train steps. The model is considered to have converged if there is no significant loss
reduction or metric improvement after five consecutive validations. The training and inference time
is measured on 32 NVIDIA TESLA V100 GPUs.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly outline the contributions of the SMART
framework, emphasizing its novel autonomous driving motion generation paradigm, state-
of-the-art performance, scalability, and zero-shot generalization capabilities. These claims
are substantiated in the subsequent sections of the paper. Specifically, Sections 3 and 4
provide a detailed explanation of the methodology and experimental results that support
these claims.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: In section 5, we discussed the potential limitations of this study and possible
directions for future iterations of the model.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.
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3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: This paper does not propose new theorems; In Section4.3, it references the
scale power-law and demonstrates through experiments that the proposed model conforms
to this scale law.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: This paper provides detailed instructions for replicating the experimental
results. This includes methodology 3, data preprocessing and tokenization details3.1, model
architecture3.2 and parameter settings3.3, training procedures4 and A.2, and any datasets
used A.3. The training code has been made open-source to ensure the reproducibility of all
results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The code and dataset used in this paper are all in the code base. This paper
introduces private datasets in the experimental verification of scale laws, which are not
open-source.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: In section 4, this paper briefly introduces the training and validation test design,
and in A.2, all modules and training hyperparameters are introduced in detail.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]
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Justification: In Section 4, we outline the composition of the training and testing datasets
used. In Appendix A.1, we describe the sampling method employed for scenario generation.
Due to WOSAC’s evaluation requirement for the model to randomly generate multiple
scenarios, there may be slight deviations in the final metrics compared to those reported in
the paper. However, given the large scale of the evaluation dataset, consisting of over 20,000
samples, such error is negligible. Therefore, the experimental results in this paper can be
accurately reproduced using the provided open-source code.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In appendix A.3, we have recorded the experimental testing environment,
training time, and model inference time. All models in this paper were trained using 32
V100 GPUs. The training process requires a GPU memory of at least 25GB, while model
inference typically requires only 10GB of memory.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification:

Guidelines:
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• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: In the introduction, we summarize this paper’s contributions to autonomous
driving applications, particularly highlighting the model’s application in multi-agent sim-
ulation for autonomous driving. In the conclusion, we provide an outlook on the model’s
application in planning. We have released the largest model and codes to promote the
exploration of autoregressive models for drive motion generation.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Our proposed generative model can generate a large number of autonomous
driving simulation scenarios or synthesis test data. Although safety is a critical aspect of
autonomous driving, the current primary application is in simulation. Therefore, the model
does not pose significant risks or potential for misuse at this stage.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.
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• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The training and evaluation datasets used in this study are cited within this
paper.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification:
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification:
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.
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• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: Our study involves simulation-based autonomous driving scenarios without the
direct involvement of human subjects or crowdsourcing, negating the need for IRB approval
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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