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Abstract
With the release of ChatGPT, the incredible potential of Large Language Models (LLMs) to perform a wide array of tasks has been seared into the public mind, inviting both excitement and concern about the significant changes caused by widespread LLM usage. This paper investigates how grounded these concerns are by investigating how much university students can leverage these models to answer STEM courses’ questions and problems. We examine the abilities of GPT-3.5 and GPT-4 in a bilingual college-level education setting by having them answer questions from ~100 of our university’s courses across a variety of subjects. We employ state-of-the-art prompting strategies and analyze the obtained results across different axes. Using both automatic and human grading, through our university’s teaching staff, we find that GPT-4 consistently outperforms GPT-3.5, with the latter being freely available to the public and able to pass 34% of the courses it was tested on. We observe that the models’ performance is affected not only by the prompting strategy but also by course topic and language. While they perform better in English, this is not necessarily an impediment to their performance in other languages. We also find introductory and general courses to be more susceptible to LLMs, thought they struggle with uncommon question formats and questions that require multi-step reasoning. We conclude all courses have some level of vulnerability to LLMs. On the other end of applying LLMs to educational domains, we analyze GPT-4’s potential as an automatic grader. We find it insufficient compared to human graders, in part because of its tendency to avoid marking answers as either definitively correct or incorrect. Finally, we provide a set of implications and takeaways for educators on to make their course material less susceptible to the challenges posed by LLMs’ usage.

Introduction
ChatGPT was released in November 2022 to broad adoption and fanfare, reaching 100M users in its first month of use, and remaining in the public discourse to this day. Its release has prompted a continuing discussion of societal transformations likely to be induced by AI over the next years and decades. One core area of this discussion has been the domain of education, assessing the risk of these systems being used as cheating tools that would allow students to succeed at assessments without learning the relevant skills.

Despite this concern, there has yet to be a comprehensive empirical study of the potential impact of LLMs on education institutions’ assessment methods. While a few studies have explored the interesting subtask of how well models perform on different course topics (Hendrycks et al. 2021; Huang et al. 2023; Wang et al. 2023b; Zhong et al. 2023; Arora, Singh, and Mausam 2023), and aggregated relevant question sets for this purpose, none have extrapolated these findings to education systems and degree programs.

Contributions
(1) We compile a broad (94 subjects) challenging dataset of English and French STEM questions, where the majority of questions require multi-hop reasoning and cover all levels of higher education. (2) We conduct a comprehensive study of the performance of prompting strategies on our dataset. (3) We analyze the performance of the different prompting strategies on many axes, including model, question topic, and language, among others. We find topic and language to be the most impactful ones after prompting strategy. (4) We evaluate GPT-4’s potential as a grader by comparing its performance against the actual grading of these courses’ teaching staff. (5) We discuss the main implications and takeaways of our findings for educators, and open-source our code for model prompting, analysis, and grading.

Experimental Setup
Dataset
We compile a novel dataset comprising data sourced from 94 different classes at our university. Our dataset includes data from both on-campus classes as well as online classes covering a wide range of science, technology, engineering, and mathematics domains. After data preprocessing and filtering, this results in a bank of 6442 English and French questions — 4039 Multiple Choice Questions (MCQs) and 2403 open-answer questions.

Prompting Strategies
We consider three main categories of prompting strategies: direct prompting, where the model is asked to directly provide an answer to the question (Zero-shot, One-shot (Brown et al. 2020), and Expert Prompting (Xu et al. 2023)); rationalized prompting, where the model is encouraged to first reason about the problem before arriving at an answer (Chain-of-Thought (CoT; Wei et al. 2023)), and Tree-of-Thought Prompting (Yao et al. 2023)); reflective prompting, where the model is asked to reflect on a previously generated response before deciding on the final answer (Self-Reflect (Wang et al. 2023a; Madaan et al. 2023),
and Metacognitive Prompting (Wang and Zhao 2023)).

Evaluation Setup We employ different evaluation strategies depending on the question type. MCQs can be automatically graded by extracting the answer index(es). To grade open-answer questions, we perform direct answer grading using GPT-4’s ability to understand the question, the solution, and the provided answer. In parallel, we also have human experts grade the model’s answers so we can establish a confidence level for the model-assigned grades.

Analysis

Overview Using our university’s passing threshold of 67% or higher, GPT-4 would pass 93 out of 142 our courses, while GPT-3.5 would pass only 49. We find model performance is always sensitive to the question language and topic, and usually affected by question difficulty and generality.

Question Difficulty We find a progressive drop in performance as difficulty and cognitive load increase. Both GPT-4 and GPT-3.5 seem to have a fairly low correlation between their performance and the average student performance. Surprisingly, we observe that GPT-3.5 appears to outperform GPT-4 in complementing a student’s performance, as it achieves higher performance in questions where the average student performance was low.

Course Generality Model performance has some degree of correlation with courses designed for wider audiences. One possible reason for this is that large courses, designed for hundreds of students, are either introductory in nature or popular enough that there are also more resources to learn from — and as such, they are particularly vulnerable to model usage. This can be counteracted when less specialized courses have a bigger presence of math and other specialized domains whose question and answer formats hinder model performance (e.g., generating compilable \texttt{LaTeX} code).

Question Language GPT-4 is better on English MCQs than French ones. Assuming questions are not translated into English, we find three important results. First, for complex instructions, the language of the instruction greatly impacts the language of the generation. Second, providing the instruction in the same language as the question leads to higher performance for both models compared to when the question is in a different language. Finally, for questions in French, the models generally achieve higher performance scores when they answer in the same language.

Course Topic We find a significant difference between MCQs and open-answer performance — however, their different grading strategies must be taken into account. MCQs are graded through an exact match, giving us a more precise grade than open-answer questions, graded by GPT-4. GPT-3.5 is consistently outperformed by GPT-4. Despite the significant variation, Computer Software and Computer Systems appear to be among the best-performing topics, while Mathematics, Applied Computer Science, and Linguistics are among the topics GPT-4 is weakest at. While the models seem to perform best for areas for which there are more resources available on the internet and for straightforward generation formats (text or code), all courses have some degree of vulnerability, regardless of their subject.

Grading experts’ remarks Graders’ impressions of the models range from acceptable to very poor, often depending on the type of question. There was wide consensus that the generations were decent for simple questions, but not for any questions that required logical reasoning or analysis. In those cases, they found the models wrote long answers deprived of any actual information, made circular arguments or used implications that were not valid.

Impact of Prompt Strategy GPT-4 outperforms GPT-3.5 across all prompting strategies. When answering MCQs, four-shot CoT emerges as GPT-4’s best-performing strategy, while zero-shot is the worst one. Curiously, the same ranking does not transfer to open-answer questions, where Self-Reflect emerges as the best strategy, followed by Expert Prompting. Zero-shot prompting remains the worst prompting strategy. Based on a survey of reports submitted by Master students in the context of a class in Modern Natural Language Processing, we found students to be most likely to use Zero-shot, Expert, Zero-shot CoT prompting strategies, as these are the most intuitive strategies, as well as the ones that require the least amount of preparation work.

GPT-4-based Grading We find that while the average and aggregate statistics might suggest GPT-4 can be used as a grader, a deeper look reveals its inability to mimic the grading behavior and distributions of actual human graders. We conclude that, in its current state, GPT-4 should never be employed as an automatic grader.

Conclusion and Takeaways

We found courses which are more introductory or designed for bigger audiences to be more vulnerable to LLMs. This might also be due to the higher number of resources available on these topics. Conversely, we found that courses relying on non-textual and non-code formats to be harder for models to answer correctly (e.g., math questions relying on \texttt{LaTeX}). Nevertheless, all courses and topics had some level of vulnerability, regardless of how hard the subject matter was deemed by experts. Models perform better in English questions, but a variety of strategies (e.g., translating the questions in English) can make courses in other languages equally susceptible to model usage. While our expert graders from the teaching staff found CoT to perform worse than Metacognitive prompting, students are most likely to use Zero-shot, Zero-shot CoT and Expert prompting. The best strategies for preventing LLMs exploitation by students lie at both ends of the spectrum: either closed-book exams or very open assignments, such as analysis reports and research projects. Finally, though GPT-4 can appear to be a reliable grader when looking only at aggregate statistics, it has a very low correlation with actual human expert grading, and should not be employed as an automatic grader.
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