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Abstract

Personalized language generation is playing an
increasingly significant role in language tech-
nologies. Persona-based generation is a person-
alization approach that conditions the genera-
tion of descriptive sentences about an individ-
ual and has been shown to successfully emulate
the language characteristic of individuals with
these traits. This is a challenging task to de-
sign, model, and evaluate, and as such, early
work in this area approached the problem with
constraints to simplify the problem. We argue
that the way forward requires modifications to
these restrictions in three key areas; (1) realis-
tic conversational data, (2) representative and
diverse persona sentences, and (3) modified
ranking evaluation. We present an extension
of the Social-Chem-101 corpus, the PersonaSo-
cialNorms corpus, which contains a collection
of Reddit posts about social situations and writ-
ten judgements from others stating that the ac-
tions taken by the original poster are right or
wrong. Our corpus contains a collection of 95K
judgements written by 6K authors filtered from
the Social-Chem-101 corpus. We extend the
data with 20-500 persona sentences for each au-
thor. By using more realistic data, we find pre-
vious persona consistency metrics inadequate
for evaluation. We provide a novel ranking
evaluation and implement several architectures
inspired by recent work, showing promising
results and room for improvement.

1 Introduction

Personalization is of growing importance in natural
language technologies as users expect systems to
cater to their specific needs. In particular, there
is a growing interest in a perspectivist approach
to many natural language processing (NLP) tasks,
which emphasizes that there is no single ground
truth (Aroyo and Welty, 2015; Basile et al., 2021).
This is a more common view in generation tasks, as
it is easier to see that multiple translations or con-
tinuations of a dialog are correct. However, work

in this area tends to not take additional contextual
factors into account during generation. Flek (2020)
emphasized the need to interpret language with it’s
personal contextual factors to create higher per-
forming personalized systems. Dudy et al. (2021)
similarly argue that additional contextual informa-
tion should be incorporated in such models, partic-
ularly for generation.

Work on personalized or persona-based dialog
systems has begun to incorporate contextual in-
formation in response generation. The work of
Zhang et al. (2018) introduced the PersonaChat
dataset, where two crowd workers converse with
each other while attempting to emulate a persona
described by five short sentences. Models devel-
oped using this data condition on encoded persona
sentences. Dinan et al. (2020) extended this dataset
with rephrasings of the utterances to avoid high
direct word overlap with persona sentences, yet
these dialogs focus directly on incorporating infor-
mation from a few short phrases. Workers were
instructed to use these facts in their conversations,
which leads to artifacts, such as the unprompted
addition of personal information to the end of unre-
lated utterances (e.g. “I am a lifeguard” in response
to someone saying they will read a book). They
do not accurately reflect the real world, e.g. "to
stay in shape, I chase cheetahs at the zoo”, and
they ask people to emulate an identity whose life
experiences (e.g. getting divorced, living in dif-
ferent places, being a lawyer, owning a business)
could plausibly shape their views of interpersonal
conflict described in our data, but through the shal-
low nature of crowdsourced conversations and lack
of real lived experience of participants, fails to be
reflected in the PersonaChat dialogs.

An example from our PersonaSocialNorms cor-
pus can be found in Figure 1. We see a user ask-
ing if they did something wrong in a conversation
with their girlfriend about whether or not to termi-
nate a pregnancy. There are two responses from



other users with different judgments of the situation
(NTA = not the asshole, YTA = you are the asshole).
On the left, we see persona sentences for each user.
One user appears to be more family-oriented than
the other which may impact their judgement of
the situation. In our initial human evaluation, we
found that generated or human responses were al-
ways rated as consistent with a given set of persona
sentences in this corpus, as opposed to work on
PersonaChat where consistency is more directly
related to the incorporation of facts about oneself.
Which one more closely matches a given persona
only becomes clearer when we compare multiple
responses. Although a few other works have eval-
uated the ranking of generated responses, we add
crucial comparisons to the ranking and note that
it’s importance for evaluating realistic personalized
response generation has not been emphasized.

We argue that future work can improve persona-
based generation models with three modifications
to their approach. The first is the use of realistic
data. Our corpus contains 95K judgements of so-
cial situations written by 6K authors filtered from
Social-Chem-101. Second, we suggest that mod-
els benefit from having a larger pool of persona
sentences that are written by the same person who
writes the judgements, and we crawl 20-500 per-
sona sentences per author. Author responses con-
tain judgements of social situations that require
a deeper understanding of personal context than
casual open dialog used in previous work. We
develop several architectures inspired by recent
work for persona-based generation, finding that our
FlanT5 Twin Encoder with similar persona sen-
tences outperforms other models. Furthermore, we
find that by training a model for generating user
judgements, we also score competitively with pre-
vious data perspectivist work on judgement predic-
tion, even outperforming their models in one setup.
Third, we find the consistency evaluation insuffi-
cient when using more realistic data and suggest
a ranking evaluation. We will release our corpus,
code, and human evaluations.

2 Related Work

Personalized Datasets One of the earliest areas
with a focus on personalization has been recom-
mender systems, where personalization is an im-
portant part of large-scale industry systems (David-
son et al., 2010; Konstan and Terveen, 2021; Xu
et al., 2022). Personalized dialog generation is an-
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Situation: AITA for telling my newly pregnant girlfriend that she needs to
consider my opinion on whether to keep the baby?
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I think it is funny that you pretended to be NTA
" Author X

pro abortion.
I think children are such hindrances to You made an agreement and she
education that my undergrad had a strict ignored it. If she does go through...
no Kids policy." \_ Y,

I might be on hubby's team for this one. YTA
I have a mortgage to pay and family to Author Y
feed. You can give your opinion but it will
| am not letting my feelings have a 50 e Caeicter e el
negative effect on my relationship _ )

Figure 1: Example of a post in AITA subreddit. The
example includes a situation title and two comments
with different perspectives regarding the situation, plus
persona sentences for the respective users.

other field where the use of persona sentences has
been extensively explored. There have been several
datasets that focus on building persona-based dia-
log generation models using social media sources
like Reddit (Al-Rfou et al., 2016; Wu et al., 2021),
Twitter (Li et al., 2016b), and Weibo (Zheng et al.,
2019) where for each speaker there are five person-
ality traits rather than sentences.

Zhang et al. (2018) introduced Persona-Chat
dataset with 1k crowdsourced personas. Mazaré
et al. (2018) introduced an approach to extract per-
sona sentences from Reddit by pattern matching.
Zhong et al. (2020) collected conversations and
persona sentences from Reddit for the purpose of
generating empathetic dialog. They use up to 10
persona sentences extracted randomly for their ex-
periments. These two works are the similar to ours
in their construction of more realistic corpora, how-
ever, they focus on the task of response selection
rather than generation.

Meanwhile, work on generation has used au-
tomatic and human-evaluated consistency met-
rics (Madotto et al., 2019), which ask if utter-
ances are entailed by a persona or how well ut-
terances match persona sentences on a numerical
scale. While this may work well for more artificial
datasets, for example where an utterance says “I am
about to watch Game of Thrones” and a persona
sentence says “I love watching game of thrones”,
we find that more realistic scenarios are not as
straightforward. Our dataset is instead constructed
from the profiles of real people who wrote both the
judgements of social situations and their persona
sentences.

Additionally, several works have introduced
datasets for personalized language generation for



various tasks. Majumder et al. (2019) introduced
a new task of personalized recipe generation. Vin-
cent et al. (2023) released a dataset that contains
movie dialogs conditioned on character descrip-
tions. Joshi et al. (2017) extended the bAbI dialog
dataset with user profile information. Yessenalina
et al. (2010) looked at generating rationales for
sentiment analysis, finding that they improved pre-
diction performance. Recently, Salemi et al. (2023),
introduced a novel benchmark for training and eval-
uating language models for personalized text clas-
sification and generation.

Personalized Models Personalized generation
models, attempt to generate a response given an
input utterance and additional personal contextual
information. Li et al. (2016b) introduce a speaker
model that models only the speaker and an ex-
tension speaker-addressee model which models
both the speaker and addressee. Madotto et al.
(2019) use only a few dialog samples to gener-
ate personalized responses, by casting personal-
ized dialog learning as a meta-learning problem.
Moreover, other works, have modified sequence-
to-sequence frameworks to infuse persona infor-
mation in the decoder (Zheng et al., 2019), or
in the transformer framework by adding an atten-
tion routing mechanism that controls the contri-
bution of persona sentences in the decoding pro-
cess (Zheng et al., 2020). Extending sequence-
to-sequence networks with memory networks is a
common approach to infusing persona information.
Song et al. (2019) introduce Persona-CVAE, which
is a memory-augmented architecture that aims to
exploit the persona information from the given con-
text and also generate diverse responses. Ma et al.
(2021) introduced DHAP, which consists of a his-
tory encoder, personalized post encoder, user his-
tory memory, and personalized decoder to fuse the
learned user profile into the response generation
process. Wu et al. (2021) propose a generative split
memory network, to use information from a user
profile memory network, and a comment history
memory network. Recently, Soni et al. (2022) in-
troduced HaRT, a large-scale transformer model
which contains a user-state attention layer. They
apply the model to several downstream tasks like
stance prediction and demographic inference. Re-
cently, Huang et al. (2023) introduced the Persona-
Adaptive Attention (PAA) model. The PAA model
combines two encoders to encode the dialog con-
text and persona sentences, with persona-adaptive

attention in the decoding layer.

3 Dataset

We used the dataset of Welch et al. (2022b) as
the foundation of our work. The authors collected
data from Reddit, an online platform with many
separate, focused communities called subreddits.
The data is from the AITA subreddit, where users
share descriptions of social situations that they are
involved in and ask members of the community for
their opinions. These members assess if the poster
is the wrongdoer in the described situation. They
provide a verdict in the form of “you’re the asshole”
(YTA) or “not the asshole” (NTA). The dataset was
filtered from Forbes et al. (2020)’s Social-Chem-
101 corpus but also includes the post title, full text,
all comments, and their corresponding authors. We
refer to the post title as the situation, as the title is
usually a short description of the conflict situation.
The comments are preprocessed in order to extract
those that contain a verdict of YTA or NTA,! and
others were removed. In order to extract verdicts,
they manually created a set of keywords for both
classes and filtered the comments to remove these
expressions. The initial dataset contains 21K posts,
and 364K verdicts (254K NTA, 110K YTA) written
by 104K different authors.

3.1 Persona Extraction

Furthermore, we expand the dataset by retriev-
ing the comment histories for each user in the
dataset. To extract the persona sentences for the
users, we adopt the approach described in Mazaré
et al. (2018). Initially, we split each comment into
a sentence and kept only sentences that contain
between 5 and 20 tokens. Then we add two con-
straints to each sentence in order to classify it as
a persona sentence; (1) it must contain the tokens
I, my or mine and (2) one verb, one noun, and one
pronoun or adjective.

After performing these steps, we obtained a set
of persona sentences for each user. Additionally,
we filtered our dataset to include only those users
who contain more than 20 persona sentences and
less than 500 persona sentences. Our final dataset
contains 20K posts and 95K verdicts written by
6K different authors, which we will release upon
publication as the PersonaSocialNorms corpus.

'Reddit posts were crawled with the Reddit API (https:
//www.reddit.com/dev/api) and comments with the
PushShift API (https://files.pushshift.io/reddit/
comments/).
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3.2 Comparison to PersonaChat

In an effort to quantify the differences between Per-
sonaChat and our corpus, we measured the unigram
and bigram Jaccard similarity between persona sen-
tences and author responses. We calculated the
maximum similarity between any persona sentence
for an individual and their given response. This
follows the idea that PersonaChat directly incorpo-
rates facts from the persona, leading to high similar-
ity between a persona sentence and a given dialog
response. We report this value averaged across all
users for each corpus. We found the unigram sim-
ilarities to be 0.16 and 0.12 for PersonaChat and
our coprus, respectively. Our corpus had a max
bigram similarity of 0.01, whereas PersonaChat’s
was four times higher at 0.04. This shows that even
after efforts were made to reduce direct overlap in
the PersonaChat corpus (also known as ConvAlI2),
the similarity between the persona sentences and
responses is high.

4 Problem Formulation

Our task considers as a data point, a post that con-
tains a summary of the situation description, a com-
ment of the post containing a personal verdict about
the situation, and the author of the verdict jointly
with the corresponding persona sentences. There-
fore, for our generation task, we have three compo-
nents: (i) the input sequence which corresponds to
the main post, (ii) the target output sequence which
corresponds to the comment containing the verdict,
and (iii) the user’s persona sentences. For a given
situation post s written from a random author a, we
have a set of comments Cs = {cj ,c,,...,c; }
written by n different authors. Each post describing
a situation s contains many comments cgi e Cs,
and an author ¢ has many comments ¢’ on differ-
ent posts s;. Hence, as we have different target
outputs, for the same input sequence, we need addi-
tional information to condition our model. The
generation task can be formalized as p(ci|s,a).
For each author a the model can take advantage
of P, = {p{,p%,...,p}}, where p¢, denotes the
1—th persona sentence for author a. We describe
two different methods to extract a set of k persona
sentences for each user in the dataset.

Random sampling In this setup, we randomly sam-
ple up to k persona sentences for each user.

Most relevant sampling We compute embeddings
using SBERT (Reimers and Gurevych, 2019), for
all extracted persona sentences and situation titles

Persona
Encoder

Situation
Encoder

Figure 2: Twin encoder model, with an extra encoder to
model the auxiliary user information.

in our dataset. We compute the cosine similarity
between an author’s persona sentences and the sit-
uations that they have commented on and select
the top k£ most similar persona sentences for each
situation. We aggregate the top k across situations
for each author and rank the persona sentences by
their frequency, again keeping the top k.

S Methodology

After discussing the base transformer, we describe
two modifications to the encoder-decoder architec-
ture in order to incorporate additional information.

5.1 Base Transformer

The main architecture used in our models is an
encoder-decoder transformer model (Vaswani et al.,
2017). The architecture aims to model p(y|z).
The encoder takes as an input a sequence X =
{z1,...,x,} and maps it into a sequence of repre-
sentations h = {hy, ..., h,}. Given h, the decoder
generates an output sequence y = {y1,...,Ym}

Given the input sequence s = [w1, ..., wy,,], we
utilize a pre-trained transformer encoder to embed
the tokens of the sequence h = encoder(s; §(¢"°)),
where h € R?*™s where d is the output dimension
of the encoder and n; is the size of the input se-
quence. In general, in the transformer, the output
probabilities can be computed as:

o = decoder(h; §9¢°))

1
i = softmaz(Wy ' 0) M

where W, € R4V is the language model head
where v is equal to the vocabulary size, and o €
Rt are the last decoder state for the output se-
quence, where n; is the size of the target sequence.

5.2 Twin Encoder

In Figure 2, we show the architecture of our first
model Twin Encoder. As we described in §4, we
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Figure 3: Style decoder model, with a decoder that
focuses on persona style, and a control gate that controls
the amount of information used from both decoders.

are attempting to model p(c?|s, a), where s is the
input sequence, c, is the target output and a is
the additional information. The sequence of per-
sona sentences is given by a = [p{,...,p5, ],
where a € R™a*" . m, is the number of per-
sona sentences, and n, is the maximum token
length in the persona sentences. We utilize a pre-
trained transformer encoder to compute a final
representation as z = pool(encoder(a; 6("?)),
where z € R%*™a, and pool(-), performs a mean-
pooling over the tokens of each persona sentence.
Furthermore, we compute a final representation
of the auxiliary information as z = Att(h, z),
where z € R¥*"s Att(-) is an attention layer
as in (Vaswani et al., 2017) where the represen-
tation h of the input sequence is the query and
z is the key and value. Then, we compute the
decoder state as 0 = decoder(W¢[h||z]; 6(%)
where W¢ € R?*24_ and || is the concatenation
operator.

Our twin encoder (TE) architecture is similar
to the PAA model introduced in previous work
(Huang et al., 2023). Both models employ two en-
coder layers to model both the input context and
the persona. However, the key distinction between
these models lies in their approach to information
processing within the decoder. The PAA model per-
forms two cross-attentions over both encoders in
the decoder and then combines the information af-
terward, while the TE architecture combines the en-
coder’s information beforehand and subsequently
performs one cross-attention in the decoder.

5.3 Style Decoder

In the second modification  (Figure
3), we concatenate all auxiliary sen-
tences to create the sequence of tokens
a = [w‘f’l, . ,wz;l, cow L wg ] We

utilize a pre-trained transformer encoder to com-
pute the representations, z = encoder(a; 9(6”0))

where z € R¥™™a_ Afterward, we compute the
output distribution 3 as follows:

o' = decoder(z; 04,

2
§ = softmaz(Wo ' (a-04 (1 —a)-0)) @)

where o/ € R¥™ are the writing style decoder
states, and @ € R™. « is a learnable param-
eter and contains a scalar in the range of [0,1],
that controls the amount of information to use out
of different language heads. We compute a =
a(V(Wc[o||0']) where W, € R¥24 V ¢ RY,
and o(-) is the sigmoid function. From the equa-
tion, the computation of « is similar to the gate
computation in (Chung et al., 2014), with similar
approaches used in previous works to fuse stylistic
information during generation (Zhou et al., 2018;
Zheng et al., 2019).

6 Experiments

In our experiments, we utilize two base models,
that follow an encoder-decoder architecture. To
incorporate personalization, we are using two dif-
ferent methods during training that add user in-
formation in the encoder and do not change the
architecture of the models:

Priming. This method was originally used in recur-
rent neural networks. It initially passes information
about a user through the model, and then the text
that needs to be classified (King and Cook, 2020).
In our approach, we sample a number of sentences
from a user’s history that are up to a maximum
number of m tokens in order to fit into the context
window of the model. Then, we concatenate this
sampled text for each user at the beginning of the
input text for the encoder during training.

User ID. In this approach, we append a special user
token, at the end of the input text for the encoder
during training. Several methods incorporate the
user ID to learn user representations in the model
(Li et al., 2016b; Welch et al., 2022a). However,
one drawback of this method is that it cannot gen-
eralize to unseen users during test time.

We also adapt the recent PAA model (Huang
et al., 2023), which has shown superior perfor-
mance on the PersonaChat task, to run on our
dataset and compare with our proposed architec-
tures. For the PAA model, we utilize only the per-
sona sentences as an auxiliary input. We are using
the modified architectures, (§5) twin encoder (TE)
and style decoder (SD), with two different types
of auxiliary information for each user; (1) persona



sentences (PS). These sentences are extracted using
the methods described in §3.1, and (2) comments
(C), which are other comments from the user in the
AITA subreddit.

6.1 Zero/Few Shot Learning

In addition to fine-tuning, we explore zero and few-
shot learning by utilizing large transformer models
that contain billions of parameters, making them
around 100 larger than our models. In the zero-
shot setup, we adjust the prompt in order to include
up to 10 examples of auxiliary information (either
persona sentences or comments). On the other
hand, in few-shot learning, we only utilize pairs of
past situation titles and comments of an author to
construct the prompts for the models.

6.2 Perspective Classification

We also evaluated our model on the perspective
classification task from previous work by extract-
ing the labels (NTA/YTA) from the generated com-
ments. We use the three splits from Plepi et al.
(2022). The first split is the verdict split, which is
our default split for all experiments. Additionally,
we perform situation and author splits, which have
disjoint sets of situations and authors respectively,
across train, validation, and test. We experiment
with our two top-performing models, finding that
our models are competitive and outperform previ-
ous work on the situation split (see B).

6.3 Experimental Setup

We train our models for 10 epochs, with the
AdamW optimizer, using an initial learning rate of
be — 5. We use a linear learning rate scheduler with
100 warm-up steps and early stopping on the vali-
dation set. As our base models, we are using BART
(Lewis et al., 2020) and FlanT5-base (Chung et al.,
2022), with a maximum input length of 512, and a
maximum target length of 128. BART models have
up to 180M parameters, while FlanT5 models go
up to 320M. For the twin encoder architectures, we
found that encoding the persona separately leads
to better performance, while for the style decoder,
the persona sentences are concatenated to create a
long context. For the zero/few-shot learning, we
use the XXL model of Flan-T5, with 11B parame-
ters. We experimented with the optimal number of
persona sentences, finding that £ = 20 performed
best (see Appendix A). In the priming method, we
sample m = 100. Our experiments run on a single

NVIDIA A100 40GB GPU with an average run-
ning time (training + inference) of 6 hours. For the
PAA model, we use the GPT2-medium to initialize
the decoder and keep the configurations the same as
described in (Huang et al., 2023). The PAA model
has 475M parameters.

6.4 Evaluation metrics

Automatic Evaluation In the automatic evalua-
tion for the generation task, we utilize two-word
overlap-based metrics: BLEU (Papineni et al.,
2002) and ROUGE (Lin and Och, 2004). BLEU
evaluates the quality of generated text by com-
puting the n-grams overlap with the original com-
ment. ROUGE is a recall-oriented adaptation of the
BLEU. Instead of using n-grams, ROUGE uses the
longest common subsequence to compute the F1
score. Moreover, we also use the diversity metric,
to compute the number of distinct n-grams gener-
ated by the model (Li et al., 2016a). In addition, we
also compute DistS-n, which is the average num-
ber of distinct tokens across situations. Computed
perplexities were in the range of 15-25, but these
do not reliably indicate performance as the vocabu-
laries for BART and FlanT5 are different.

Human Evaluation In addition to automatic met-
rics, we also perform a human evaluation using
Prolific 2. Due to the costs of human evaluation, we
only performed a human evaluation for our top two
models, FlanT5 + TE (PS), BART + TE (PS), and
FlanT5 + SD (C) which was the highest-performing
style decoder model. We randomly sample 100 ex-
amples from the test set and conduct our human
evaluations in two parts. In the first part, we focus
on persona matching with the generated comments.

Our initial human evaluation was similar to that
of prior work which measured persona consistency.
Annotators were asked if a response was consistent
with a persona when presented with 20 persona
sentences. We found that in almost every case the
answer was yes. This evaluation is insufficient for
the PersonaSocialNorms corpus where it is unlikely
for persona sentences to be directly stated or even
rephrased in someone’s comments.

Instead, we developed a ranking evaluation. Oth-
ers have used a ranking of models as an evaluation,
but have not ranked the response with human re-
sponses (Song et al., 2019; Tang et al., 2023). In
our novel setup, we show the annotators a set of
k = 20 most relevant persona sentences from a

*We paid 12$ per hour of annotations.



Model

BLEU-1{ BLEU-21 R-11 R-L{ Dist-11 Dist-21 DistS-11 DistS-2 1

PAA (Huang et al., 2023) 15.0 5.1 18.9 16.3 0.01 0.06 0.41 0.53
BART + Priming 4.6 1.9 18.4 14.8 0.02 0.14 0.52 0.61
BART + User Id 4.1 1.7 18.7 15.2 0.03 0.15 0.54 0.63
BART + TE (PS) 9.9 4.2 254 19.7 0.033 0.17 0.5 0.57
BART + TE (C) 5.0 2.45 18.8 15.6 0.029 0.14 0.52 0.62
BART + SD (PS) 42 2.0 19.1 15.8 0.03 0.15 0.41 0.55
BART + SD (C) 5.8 2.45 23.5 18.8 0.03 0.16 0.47 0.63
FlanT5 + Priming 10.7 4.2 15.7 13.6 0.02 0.1 0.59 0.75
FlanT5 + User Id 5.7 2.4 19.9 15.7 0.029 0.14 0.61 0.77
FlanT5 + TE (PS) 25.3 9.0 25.6 17.6 0.053 0.387 0.73 0.92
FlanT5 + TE (C) 7.6 2.9 18.2 12.0 0.032 0.25 0.62 0.73
FlanT5 + SD (PS) 11.9 5.1 17.1 11.4 0.04 0.29 0.65 0.8
FlanT5 + SD (C) 18.3 5.9 18.8 12.5 0.04 0.29 0.64 0.79

Table 1: Automatic metrics of fine-tuned models, for our based models with priming, user id, twin encoder (TE),
and style decoder (SD). We report BLEU-1, BLEU-2, ROUGE-1 (R-1), ROUGE-L (R-L) scores in the range of
0-100 and diversity metrics in the range 0-1. (PS) means the model uses persona sentences as additional information,
(C) past comments. The auxiliary set of information is extracted using the most similar method.

Model BLEU-1 BLEU-2 R-1 R-L

XXL ZS (PS) 6.2 1.6 112 74
XXL ZS (C) 25 0.7 104 7.1
XXLFS 117 3.9 158 11.6
Base ZS (PS)  0.84 0.3 76 52
Base ZS (C)  0.67 0.24 74 50
Base FS 2.8 0.63 82 64

Table 2: Automatic metrics (R=ROUGE) of zero-shot
(ZS) and few-shot (FS) learning of FlanT5-XXL with
11B parameters and FlanT5-base with 250M.

Generated Generated
Model over over

Incorrect ¥  Correct 1
BART + TE (PS) 62.8% 38.9%
FlanT5 + TE (PS) 67.2% 42 %
FlanT5 + SD (C) 49.4% 39.4%

Table 3: Human evaluation results related to the ranking
of comments with respect to the given persona. Correct
is ranked over incorrect 70.8% of the time, providing an
upper bound for generated over correct.

Model Fluency T Relevance 1
BART + TE (PS) 43% 42%
FlanT5 + TE (PS) 30.6% 25.6%
FlanT5 + SD (C) 41.7% 40%

Table 4: Human evaluation results for our top two mod-
els BART and FlanT5 fine-tuned with Twin Encoder
(TE) with persona sentences (PS), and FlanT5 + Style
Decoder (SD), with comments.

user a, and three comments: the comment of au-
thor ¢}, the generated comment from the model for
that user, and a comment c,, written by another
user a’, for the same situation s. Then we ask the
annotators to rank the comments with respect to the
“possibility that they have been written by the user
with the given persona sentences.” Ranking with
both correct and incorrect human responses allows
us to more clearly understand model performance.
It is more difficult for models to be ranked over
the ground truth than it is to outperform other gen-
erated responses. We find that 70.8% of rankings
have the correct human response over the incor-
rect one. This gives us an upper bound on model
performance.

In the second part of our evaluation, we focus
on the fluency and relevance of the comment with
respect to the situation. We show annotators the
situation summary title s, and two comments: the
gold comment ¢, and the corresponding generated
comment from our model. We ask the annotators
to pick the most fluent comment and the most rel-
evant comment with regard to the given situation
summary.

7 Results and Analysis

Extraction method In Table 1, we report the auto-
matic results for all combinations of architectures
from our models. In general, the FlanT5 variations
proved to perform better, which may be attributed
to the size difference of the base models (250M vs
140M). Furthermore, BART-based models were the
most sensitive with respect to the retrieval method



used to extract the set of persona sentences or com-
ments. When random persona sentences and com-
ments were utilized, the generation of the BART-
based model would degrade, and upon manual in-
spection of the results, the generated output would
contain only "NTA/YTA" tokens.

Architecture Comparison The best-performing
architecture across both models is the twin encoder.
The key difference between the two architectures
is that information about the situation and the aux-
iliary context is combined. In the twin encoder
architecture, information is combined before the
decoder performs the cross-attention with the en-
coder states, while in the style decoder, the infor-
mation is combined after the decoder. Hence, in
our case, it proved to be more useful to use only
one decoder layer and combine the information
earlier, as opposed to previous work (Zheng et al.,
2019). In addition, FlanT5 + TE (PS) performs
better than the PAA model despite having fewer
parameters. Moreover, FlanT5 + TE (PS), has the
most diverse responses, even across situations, with
scores close to the original responses on Reddit>.
Among priming and user ID, that do not require
any architecture changes, priming proved to be bet-
ter. However, in the case of FlanT5 + priming, it
generated excessively long responses resulting in
nonsense judgments.

Zero/Few Shot Learning Table 2 shows the results
of zero and few shot learning for FlanT5-base and
FlanT5-XXL. Overall FlanT5-XXL showed better
zero/few shot performance, which indicates that
larger models are better in context learning (Brown
et al., 2020). Zero-shot learning proved more diffi-
cult. However, for few-shot learning, FlanT5-XXL
is better and comparable to the results of some of
our fine-tuned models. Nevertheless, it is perform-
ing worse than our top two models, despite having
almost 100 times more parameters.

Human Evaluation In Table 3 we show the re-
sults for the first part of the survey, which is related
more to alignment between the generated response
and the persona of the user. We report the aver-
age accuracy for the number of times the generated
comment was higher in rank over the incorrect and
the correct one. FlanT5 + TE (PS), is performing
the best across all metrics, with almost 5% better
accuracy in selecting the generated comment over
the incorrect one. This finding suggests that the

3DistS-1 and DistS-2 for original comments on Reddit
were 0.76 and 0.93 respectively.

more diverse responses align closer to the persona
sentences of the users *. The agreement between
annotators is 0.45 for the FlanTS + TE (PS), which
is a moderate agreement, while the other two mod-
els show fair agreement with 0.27 and 0.22. The
results for the human evaluation related to comment
fluency and relevance, are shown in Table 4. We
report the average accuracy of human annotators
in selecting the generated comment in the evalua-
tion. Human annotators selected the BART + TE
(PS) model most often. The main reason for these
results might be due to the length of the comment.
BART + TE (PS), on average, has shorter responses
(25.3 for BART versus 49.9 for FlanT5). The Co-
hen Kappa for these annotations is 0.3 for FlanT5
+ TE (PS), 0.27 for BART + TE (PS), and 0.24 for
FlanT5 + SD (C), which shows a fair agreement
between the annotators.

8 Conclusions

As we make progress in the area of natural language
generation, we will need to have models that take
additional contextual information into account, es-
pecially personal contextual factors. We discussed
the limitations of previous work on persona-based
dialog and three areas of improvement. First, we
investigated the differences between artificial and
realistic personas and introduced the PersonaSo-
cialNorms corpus, which contains real personas
and judgements of conflict situations. Second, we
encouraged the use of representative and diverse
persona sentences. Our corpus contains 20-500
persona sentences per author, more than previously
released corpora. Persona sentences are written by
the same person as the response. We experimented
with ways to incorporate the persona information,
finding using sentences most similar to the situation
worked best. Third, we found that previous con-
sistency evaluation metrics were inadequate when
using our corpus and suggested a novel ranking
human evaluation. We also implemented two novel
architectures inspired by recent work, finding that
our FlanT5 twin encoder model outperformed our
style decoder approach and recent work in this area.
Additionally, we found that our generation model
performed competitively with previous work on
perspective classification. We will release our code
and corpus upon publication.

*Examples of the generated comments are in Appendix C.



Limitations

In this work, we utilize persona sentences extracted
from Reddit in order to improve personalized judg-
ment generation in social media. However, there
are a lot of persona sentences available per user.
Even though we attempted to sample the most rel-
evant persona subset for each user, some of those
might not be as useful, and future work can explore
other methods to have more control over the quality
of personas extracted. Moreover, in this work, we
train and modify only base models, instead of large
ones, due to computation resources. We attempt
to utilize the large models (FlanT5-XXL), by per-
forming zero/few shot learning, however, we do
not try to fine-tuning those.

Performing human evaluation using the persona
sentences, has high costs due to the considerable
amount of information that the annotators need to
evaluate in order to decide if a comment matches
the given persona. Therefore, we only performed
human evaluation in our top-performing models
with automatic metrics. In future work, it might be
useful to increase the number of evaluated models,
by lowering the costs of human evaluation with the
improved quality and quantity of extracted persona
sentences.

Ethical Considerations

Personalized models use the personal information
of users on social media in order to improve per-
formance. However, this requires us to address a
range of ethical considerations related to our work,
like privacy and consent, bias, and responsible use
of the technology. The use of personalization data
will be transparent, and anonymized (Hewson and
Buchanan, 2013). Language generation with per-
sonalized information can enhance the automatic
generation of perspectives, opinions, or stances in
social media. While this might be helpful in some
NLP applications, it might be undesired and harm-
ful in some other cases. Researchers should take
into account users’ expectations when using and
collecting data from social media (Townsend and
Wallace, 2016; Williams et al., 2017).

Moreover, bias in the model can cause misinter-
pretation or negatively influence different commu-
nities (Blodgett et al., 2020). The underrepresented
communities in our data, may be affected nega-
tively by the usage of personalized models. Hence,
we suggest that the users should be aware of how
their data is being used, and given the choice of not

using their data from training such personalized
models.
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A Analysis of Persona Context Size

We report in Table 5, the results for FlanT5 + TE
(PS), with different amounts of persona sentences
as context. Our experiments are run with persona
amounts {5, 10, 15,20}. We notice that the best-
performing model is using 20 persona sentences.
However, the differences between the models’ per-
formance are small, and one can trade off small
performance values, with computational speed-up,
by using only the top-5 persona sentences.

Sentences BLEU-1 BLEU-2 R-1 R-L
5 24.1 8.4 254 177

10 24.6 8.8 26.0 182

15 24 .4 8.7 25.8 18.0

20 253 9.0 256 176

Table 5: Automatic metrics (R=ROUGE) of the FlanT5
+ TE (PS) model with varying number of persona sen-
tences in the range [5 — 20].
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B Perspective Classification

Table 6 presents the results of perspective classifica-
tion for our top two performing models, compared
to the personalized model with average embeddings
(Plepi et al., 2022). We report accuracy and the
macro Fl-score. These metrics are used to eval-
uate the performance of the model in classifying
the perspective (NTA/YTA) based on the generated
comments. The previous work is performing better
in all splits, due to the model training explicitly for
the classification task. Their average embedding
model was the highest performing overall, though
their priming method achieved 69.6% accuracy on
the situation split. However, our FlanT5 + TE (PS)
model has a slightly better F1-score by 0.6% in the
situation split, which proved to be the most difficult
split in the results reported by Plepi et al. (2022).
On the other hand, BART + TE (PS), is performing
worse in the author split, with a 21% difference
compared to the average embedding method, and
10.6% compared to FlanT5 + TE (PS) model.

C Generated Examples

Table 7, shows generated examples from our best
models, FlanT5 + TE (PS) and BART + TE (PS)
for the same personas per situation. We pick a vari-
ety of situations with different perspectives. This
table shows the relevance and fluency of the gen-
erated outputs with respect to the situation. In
addition, we report in Table 8, several comments
per situation generated from our model, for differ-
ent personas. Here we can notice the diversity of
generated comments and perspectives per situation,
given different personas.
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No Disjoint Situations Authors
Model BLEU-1 Ace F1 BLEU-1 Acc F1 BLEU-1 Acc F1
Avg. Embed (Plepi et al., 2022) - 86.1 83.3 - 66.5 56.2 - 86.0 83.2
BART + TE (PS) 9.9 834 792 3.1 68.1 51.2 8.6 740 622
FlanT5 + TE (PS) 253 77.1 735 222 655 56.8 23.1 762 72.8

Table 6: Perspectivist classification for our best two models and the best model from previous work, the averaged

embeddings (Avg. Embed).

Situation

FlanTS5 + TE (PS)

BART + TE (PS)

AITA for clapping back on a woman
who turned out to be deranged

after she made a huge scene on me
buying meat products in a grocery store?

It doesn’t help her to be a jerk.

NTA - she’s gonna learn a valuable lesson from it.

NTA. It’s not your fault she didn’t
get help. If she wanted a
confrontation she should have
done it herself.

AITA for being cold to my ex-fiancé
and demanding a paternity test
after her infidelity?

NTA. It’s an unfortunate situation and
the kid is going to end up yours, and
you have every right to go out

of your way to make it right.

NTA. You're not responsible for her life,
and you don’t owe her anything.
Good on you for sticking up for yourself.

AITA for expecting my wife to do more
of the housework because
1 bring in more income?

YTA There are times where you have to
justify your sex life, or try to "compromise”
with your partners. Your wife (the A)

is willing to do the bulk of the housework
and is willing (the B) to work hard

YTA. You are the asshole for expecting
your wife to work more hours than
you are for asking her to do more work.

AITA for choosing my girlfriend over my parents?

NTA. Your parents are toxic, they will
only ruin your life the next time.
And it is the least that you could do.

NTA. Your parents are the assholes.

AITA for not wanting to cover/swap shifts
with coworkers who are ’sick” with period pain?

NTA They need to see a doctor and be able

to manage their own period pain. Just tell them
to go get a different doctor and take care

of yourself first.

YTA. You don’t have to cover someone
else’s shift just because they’re in pain.
It’s not like you’re a bad person

for not taking care of your coworkers.

AITA for being angry at my sister
for not attending our fathers funeral
because of his criminal history?

YTA. She is a convicted murderer,
not you. She is angry at him.

YTA. It’s your fault not hers.

Table 7: We show the generated outputs from two of our top models, for different situations.

Situation

FlanT5 + TE (PS)

AITA for dating a girl because of her sexual history?

NTA It’s reasonable for you to not be interested in a particular type of person
YTA. Regardless of your feelings and intentions, you didn’t date her because of her sex life.
YTA, thats a huge asshole move. If you wanted to break up with her, you should have had a talk with her.

AITA for saying no to celebrating
my nephews birthday at my wedding?

NTA, that’s your wedding to do as you please.

YTA. She’s already told you she wouldn’t have a big bday celebration

AITA for not letting my partner see my search history?

NTA, in all honesty and trust you are 100% secure, in the world and trust should never be abused
NTA -your girlfriend sounds weirdly controlling and untrusting
YTA. my husband does this too, and he is probably hiding stuff. I guess you too.

Table 8: We show the generated outputs from our top model, for different situations and different personas.
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