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Abstract

We investigate the universal approximation property (UAP) of transformer-type
architectures, providing a unified theoretical framework that extends prior results
on residual networks to models incorporating attention mechanisms. Our work
identifies token distinguishability as a fundamental requirement for UAP and
introduces a general sufficient condition that applies to a broad class of architectures.
Leveraging an analyticity assumption on the attention layer, we can significantly
simplify the verification of this condition, providing a non-constructive approach
in establishing UAP for such architectures. We demonstrate the applicability of our
framework by proving UAP for transformers with various attention mechanisms,
including kernel-based and sparse ones. The corollaries of our results either
generalize prior works or establish UAP for architectures not previously covered.
Furthermore, our framework offers a principled foundation for designing novel
transformer architectures with inherent UAP guarantees, including those with
specific functional symmetries. We propose examples to illustrate these insights.

1 Introduction

Transformers [[66]] are a family of deep learning architectures that have achieved remarkable perfor-
mance in natural language processing [5}157,158]], computer vision [7,[16l], and other fields [36]]. Given
an input sequence of tokens, a transformer processes it through a deep composition of alternating
attention and token-wise feedforward layers. Besides the original softmax attention [66]], a variety
of different attention mechanisms have been proposed to enhance performance or computational
efficiency, such as kernel-based attention [9, |12} 38| 165]], sparse attention [3} 40, 76, and attention
with low-rank structures [68),182].

A natural theoretical question is: What is the expressive power of these architectures? Previous studies
have shown that transformers achieve the universal approximation property (UAP) via architecture-
specific constructions, meaning they can approximate any continuous sequence-to-sequence function
over compact domains 37,7576 in certain measures. However, these results heavily rely on explicit,
architecture-specific constructions, and a unified theoretical framework of deep transformer-type
architectures remains elusive. In particular, it is highly desirable to derive a verifiable condition that
guarantees UAP of deep transformer-type architectures, independent of specific architectural details
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such as the choice of the attention mechanism. Such a framework would allow greater flexibility in
design without sacrificing expressivity.

Similar concerns have been addressed for fully connected deep residual networks (ResNets) using
insights from control theory and dynamical systems [[10, 44, 62} |63]]. By interpreting ResNets as
control systems, recent studies [10} 44] showed that deep ResNets with Lipschitz nonlinear activation
functions possess UAP. However, extending this approach to transformers presents a challenge. Unlike
ResNets, transformers apply identical feedforward transformations across tokens, without direct
inter-token interactions. Hence, the attention mechanism must effectively capture token dependencies
and propagate contextual information throughout the network.

To extend the UAP framework from ResNets to transformers, we model each transformer block
through two sequential operation

Xip1 = Xy + Atten(Xy),

ey

X1 = Xt+% + FFN(XtJr%)a
where X; € R4x" represents n tokens each of dimension d. The feedforward network (FFN) acts
independently on each token, while the attention layer (Atten) explicitly models dependencies across
tokens. A transformer model is then defined as the composition of such blocks. In many practical
architectures, the attention layer is computed by some interactions between tokens, which has a
computational complexity up to O(n2d), while the feedforward layer has computation complexity of
O(nd?). This structure reduces computational complexity from O(n2d?) (for using network with
dense layers) to O(nd(n + d))(can be even lower in many variants) by decomposing approximation
tasks into simpler token-wise and token-mixing components. Such a decomposition not only enhances
computational efficiency but also provides a novel perspective in the context of approximation theory.
Therefore, it is of theoretical interest to understand how the combination of the token-wise and
token-mixing operations contributes to the expressive power of models in handling sequential data.

In this paper, we develop a general framework for the UAP analysis of transformers. Specifically, we
provide abstract and verifiable conditions ensuring UAP, independent of specific architectural details.
Our key contributions include:

* We derive a general sufficient condition for transformer models to achieve UAP in the
LP sense over compact sets (Theorem [I)), requiring: (1) feedforward layers satisfying
the conditions [10]], as stated in Definition [2] and (2) attention mechanisms producing
distinct context-aware token representations across different inputs. Notably, our framework
incorporates potential symmetry under token permutations in transformers, extending the
analysis to non-transitive permutation groups beyond [45]].

* For attention mechanisms that are analytic to their parameters, we reduce UAP verification
to a two-sample condition (Theorem 2)), simplifying practical validation compared to con-
structive approaches [37, [74-76]. Moreover, we show conditions under which transformers
with a fixed number of attention layers but arbitrarily many feedforward layers achieve UAP,
generalizing the results on the memorization capability of transformers in [37,139].

* We apply our general framework to various transformer architectures to demonstrate its
generality and applicability, including kernel-based [[12}165}166], sparse [3}!40L[76]], and some
other attention mechanisms [9, |68]]. For kernel-based attention (formulated in Section @),
our result (Corollary |1)) provides UAP guarantee for many existing architectures in previous
works [[12} 165/ 166] and also for new architectures. For sparse attention (e.g., architectures
proposed in [3 401 76]), our result (Corollary [2) provides a UAP criterion which generalizes
beyond the softmax attention and is free from technical assumptions on the sparse pattern.

* Our theoretical results also enable principled design of UAP-guaranteed architectures.
We demonstrate this by proposing new transformer architectures with UAP guarantees,
especially for attention mechanisms that preserve specific functional symmetry(Section [4.4).

We discuss in detail after our main results how they relate to the rest of the literature, and collect a
more detailed review of related work in Section[Al

"Here, we omit the layer normalization for simplicity of the analysis.



2 Problem formulation

In this section, we introduce the transformer-type architecture, an abstraction of the standard trans-
former [[66] as a family of architectures composed of two repeating components: the token-mixing
layers and token-wise map layers. Then, we define the universal approximation property (UAP).
Notably, we introduce the UAP under permutation equivariance for any subgroup G of the symmetric
group S, over tokens, which is a more general framework.

In the following, we use X = ([X]1,...,[X],) € R¥" to denote one data sample consisting of n
tokens [X]q, - ,[X], of dimension d. We say that X is in general position if all of its tokens are
distinct. We will also use the notation [n] := {1,...,n} for any positive integer n.

2.1 Transformer architecture

We present a general formulation for the two-step architecture of transformers as described in (T)).
The mapping X; — X1 can be abstracted as (Id +h) o (Id +¢). Here, g generalizes the attention
map Atten to a general token-mixing map, while h generalizes the token-wise feedforward map
FFN, which applies to X € R?*" as:

h(X) = (h([X]1),...,h([X],)), whereh:R?— R% )

We denote by G a token-mixing family, consisting of functions mapping R?*™ to R4*™, to represent
all possible choices of g in a transformer. Recall that the attention layer in the original transformer [66]]
is given by

N
Atten(X;) = Z W‘t/’iXt softmax ((W;(’iXt)TWé’iXt), 3
i=1

with trainable parameters Wy, W};’i, Wél € R¥*4 for the i-th head in block ¢, and the softmax is
applied column-wise. In this case, G is precisely the family of functions defined by (3) for all possible
choices of W', W', Wé’z.

Moreover, we consider
HE = {X = (W([X]), ..., h([X]n)) | b € H}, 4)

where H is a family of maps from R to R, as the function family for the token-wise feedforward
map h in a transformer. We define a transformer block, the generalization of (I)), to be a map in

Fon :={(dd+h)o(Id+g) | g€ G, h € H®"}. 5)
A transformer identified by G and H is then the composition of such blocks, i.e. a map in the set:
7-g7H::{FnO-~-OF1|n€N,Fl‘E]:g’H}. (6)

Notably, the feedforward layer can represent only tensor-type functions, i.e. functions of the form (2).
The token-mixing mechanism extends this capability to more general functions by capturing the
dependencies between tokens.

2.2 Universal approximation under permutation equivariance

Let S, denote the symmetric group on n elements and let G < S, be a subgroup. Then, G has a
natural group action over R4*™ by permuting the d-dimensional tokens. A function f : R¥*" —
RI*™ is said to be G-equivariant if

f(@(X)) =0o(f(X)), VoeG, X cR¥>n (7

The original transformer and many of its variants have some degree of permutation equivariance over
tokens. For instance, kernel-based token mixers [[12] [66] typically have G = §,,, whereas sliding-
window attention 3] employs a binary group (identity and reflection), and some architectures [68), [76]
do not enforce any equivariance (i.e. G = {Id}). If G consists of only G-equivariant functions, then
Tg # can approximate only G-equivariant target functions. This motivates the following definition:



Definition 1 (G-UAP). E] The transformer-type model with hypothesis space Tg 4 is said to have the
G-universal approximation property (G-UAP) in the LP sense (1 < p < 00) if; for every continuous
G-equivariant function F : R¥" — R4X" every compact set K C R4*™, and every € > 0, there

exists F' € ‘Tg 3 such that
| E' = Fllorx) <e. ®)

In applications, the equivariance restriction on the transformer is often addressed by introducing
positional encoding [66] on tokens. From a theoretical perspective, previous works [34} 137,74, 75]
have shown that if a family 7g 3, has G-UAP for some G, then for any given compact set K, there
exists an absolute positional encoding Enc : X — X + E, where F is a fixed matrix, such that

TgnoEnc:={FoEnc|F € Fgu} O]

can approximate any continuous function on K in the L? sense without symmetry constraints.
Technically, this can be done by making the domains of each token position distinct. On the other
hand, there are also applications where exact symmetry needs to be enforced, such as structure-to-
property prediction in crystals [8 35160, [71]]. Therefore, it is sufficient to consider the G-UAP, which
can naturally extend to the general UAP while also covering cases where symmetry is considered.
We will hereafter focus on the G-UAP.

In the literature, several works have studied the universal approximation of symmetric functions [[13|
19,145, 173]], often focusing on specific architectures and symmetric groups. Notably, [45] provides
a general sufficient condition for the action of any transitive subgroup of .S,, on coordinates (1-
dimensional tokens). In comparison, this work considers approximation under symmetry in a general
setting, with group action over d-dimensional tokens instead of coordinates. Additionally, our results
apply to non-transitive group cases, which are not covered in [45]]. In [1]], the authors studied the
ensemble controllability of control systems under symmetry, showing that systems that can interpolate
arbitrarily many samples under symmetry are generic in a topology sense. However, this result does
not tell us whether or not a given architecture has controllability. In comparison, our target is to
provide a verifiable sufficient condition for UAP of specific architectures.

Our analysis focuses on fixed-length sequence-to-sequence maps on compact subsets. This setting
directly covers encoder-style tasks and many architectural variants, which underlies many practical
applications ranging from automatic speech recognition and visual sequence modeling to struc-
ture—property prediction in molecules and crystals [26} [35 136, 58| |81]]. In parallel, there are also
measure-theoretic formulations in the literature that treat inputs as probability measures, which
can handle variable or even infinite context length under continuity/regularity assumptions [20422],
offering complementary insights to our results.

3 Main results

In this section, we establish a general sufficient condition for the UAP of transformer-type architec-
tures. Since transformer architectures consist of token-wise feedforward layers and token-mixing
attention layers, we first provide conditions for each component required for UAP.

For the feedforward family H®", we introduce the following definition:

Definition 2 (Nonlinearity and affine-invariance for ). We say a function family H (consisting of
functions from R to R?) is nonlinear and affine-invariant, if

s Forany h € H and any W, A € R b € RY, the function Wh(A - —b) also belongs to H.;

* ‘H contains at least one non-affine Lipschitz function.

The nonlinearity and affine-invariance condition holds for almost all practical feedforward layers,
independent of specific choices of activation functions and the width of the network. When d > 2,
according to the main result in [[10]], this condition ensures that the family

he Id+H)™ = {(Id+hm) oo (Id+h) | hiy... hm € H} (10)

Notice that in Deﬁnition we do not require 7g,7 to consist of only G-equivariant maps, but only that it
can approximate GG-equivariant functions.



can approximate any continuous function f : R? — R? in L sense over compact set. Therefore, this
condition guarantees that only the token-wise feedforward layer is able to generate complex features
over a single token.

However, an inherent limitation on the expressive power of feedforward layers is that they operate
token-wise, meaning that they do not model any interactions between tokens. Considering this, we
introduce the following definition for the attention family G:

Definition 3 (Token distinguishability for G). For a given group G < S, and a set of samples

D = {X;}¥, C R¥" that are all in general position, we say a token-mixing family G can
distinguish tokens in D using m layers under G-action, if there exists
g€ (Id+G)" ={(Id+gm) oo (Id+g1) | g1,-..,9m € G} (11)

such that for any distinct i, j € [N] with X; and X ; belonging to different orbits under the G-action
(i.e., X; # o(X;) for all o € G), the tokens of g(X;) and g(X;) are all distinct.

Moreover, we say G satisfies the token distinguishability condition under G-action, if for any finite
set D, there exists m such that G can distinguish tokens in D using m layers under G-action.

The token distinguishability condition ensures that token-mixing layers can model interactions
between tokens by generating unique outputs for tokens in a finite set (up to G-action), enabling
distinct in-context information for each token. This property is crucial for the expressive power of
transformers, as illustrated below.

Consider a scenario where the token distinguishability condition fails: there exists a set 2 € R4X™
with positive Lebesgue measure and some ¢ € [n] such that [g(X)]; is constant over € for any
g € (Id4+G)™. Consequently, any F' € Tg 3 is also constant over 2, leading to the failure of UAP.
This example shows that if too many tokens are indistinguishable by the token-mixing mechanism
(e.g., from a positive measure set), the transformer’s expressive power becomes limited.

On the other hand, the token distinguishability condition is relatively mild, as it only demands the
composition of token-mixing layers to distinguish tokens, rather than enforcing any precise relation.
This condition is generally easy to satisfy, provided G includes sufficiently diverse maps that can
effectively mix tokens.

In the following, we assume that d > 2 and the zero map is in G. Based on Deﬁnitions[Z] andE], we
can state our first main result on the UAP of transformers:

Theorem 1. Suppose that H is nonlinear and affine-invariant Definition 2} and G satisfies the
token distinguishability condition DeﬁnitionE] Then, the family of transformers Tg y satisfies the
G-UAP Definition

Theorem [I] provides a general condition for the UAP of transformers. However, directly verifying
the token distinguishability condition is challenging since we need to check the condition arbitrarily
many times. Therefore, we propose the following theorem, which greatly simplifies the procedure.

Theorem 2. We assume that G is parametrized by G = {X — g(X;0) | 0 € © CR™}, where © is
a connected open subset of R™, and for any fixed X, the mapping 0 — g(X;0) is analytic. Then, if
G can distinguish tokens of any dataset D with two elements (Definition[3)) using finite many layers,
then G satisfies the token distinguishability condition.

Moreover, if there exists a uniform m such that with m layers, G can distinguish tokens of dataset D
with |D| = 2, then it can also do it for any finite dataset D using m layers. In this case, a deep model
using only m token-mixing layers and sufficiently many feedforward layers can achieve the UAP.

The key insight in the proof of Theorem [2]is that if token distinguishability fails over a finite set, we
can derive an equation in § € © that is identically zero. By leveraging the property that the zero
set of a non-trivial analytic function has measure zero, the equation can be reduced to the case of
two elements, as detailed in Section The use of the analytic property is straightforward but
significantly simplifies the token distinguishability condition.

Given expressive enough feedforward layers, Theorem [I] highlights the role of token-mixing mecha-
nisms in transformer architectures for UAP: generating distinct, context-aware token representations.
This aligns with prior works [37, (75} [76], which introduced “contextual mapping” to establish UAP
for transformers. For instance, [37] defines “contextual mapping” as a function distinguishing tokens



in a dataset D (similar to ¢ in Definition [3) without group actions. However, these works rely on
explicit constructions, making verification complex and less generalizable. In contrast, Theorem [I]is
the first to our knowledge that formulates token distinguishability and feedforward layer conditions as
a general, non-constructive criterion for UAP. There is no need to explicitly construct for UAP once
the conditions are verified. Additionally, Theorem [2]significantly simplifies the construction-based
verification of token distinguishability, enabling broader applicability to diverse attention mechanisms,
as shown in the examples in Section[d] Furthermore, the uniformity of m in Theorem 2]also provides
a convenient approach on the memorization capacity of attention layers studied in [37].

4 Applications to practical architectures

We demonstrate the generality and applicability of our UAP results by applying them to practical
transformer architectures. We first follow the kernel-based framework from [65], which provides
a unified description for a series of attention mechanisms. Specifically, many attention variants
proposed in prior work can be formulated as

2jen) K((WoX]i, Wk X];) Wy X;
Yiena H(WoXli, Wk X];) 7

where k : R? x RY — RT is a positive kernel function, and A'(i) C [n] denotes the set of
indices that the ¢-th token attends to. In the original transformer, the kernel function is defined as

k(z,y) = exp(z "y), and N (i) = [n].

Under this framework, many transformer variants can be categorized into two types, to which we will
apply our results::

[Atten(X)); = Wo, Wi, Wy e R4 (12)

* Kernel modification: Replacing the kernel function k to improve efficiency or performance.
For example, using a kernel of the form k(z, y) = ¢(x) " ¢(y) with a feature map ¢ : R —
R™ can significantly reduce computational cost when m < n.

* Sparse attention: For each i, restricting N (¢) to a subset of [n], reducing the number
of tokens each token attends to. Here, we discuss in a general sense where N(¢) can be
dynamic across different layers, such as the sparse pattern in [40) [76]].

4.1 Kernel-based attention

We first consider the kernel modification case, where we assume N (i) = [n] for all 7. The following
result follows from Theorem [T}

Corollary 1. Suppose the kernel function k satisfies the following conditions:
o k(-,-) : RY x R? — RT is an analytic function.

e Forany x € R\ {0} and distinct points y1,yo € R\ {0}, for almost all Wy € R¥>*f]
the following holds:
T k(z, tWky)
im ——————
t—oo k(x, tWikys)
That is, for almost all given W, the kernel function k can distinguish token representations
by scaling the key vectors with a large factor.

=0or + oo. (13)

Then, a transformer with kernel-based attention family G and feedforward family H satisfying the
conditions in Theorem[I|possesses the S,,-UAP. Moreover, using only one token-mixing layer and
sufficiently many feedforward layers can achieve the UAP.

Corollary [T|ensures the distinguishability condition in Theorem I]through the limiting behavior of the
kernel function. This generalizes the idea from [74,[75], where softmax was used as an approximation
of hardmax in explicit constructions. In comparison, our approach leverages analyticity, allowing the
limit behavior to directly establish the distinguishability condition without further constructions.

Consequently, this result applies to various existing attention mechanisms. In particular, the following
kernels directly satisfy the condition in Corollary [T}

means that the condition holds all the whole space except for a measure zero set.



* k(z,y) = exp(x " y), used in the original transformer.
o k(z,y) = exp(—~l||x — yl|3) for v > 0, the RBF kernel, explored in [63].

* k(z,y) = ¢(x) T ¢(y), where
o(x)" = exp (_;|x||2) (exp(w;rq:)7 ... ,eXp(w;x)) eR™, (14)

with wi, ..., w, € R? being fixed weights drawn i.i.d. from a Gaussian distribution. This
kernel is used in Performer [[12]], where Theorem[I] holds almost surely.

Among these, the UAP for the original transformer and Performer have already been shown [2| [74].
Our result recovers these results in our framework and relaxes the requirement on the architecture
to achieve UAP: for original transformer, we do not need the bias in query vectors as in [74]; for
Performer, we do not need additional hidden dimensions as in [2]]. To the best of our knowledge, the
UAP for RBF kernel attention is new, demonstrating the generality of our approach. Moreover, we
can easily propose other kernels satisfying the condition in Theorem [I|but have not been studied in
the literature, such as the following forms of k(z, y) :

s k(z,y) = exp(w' (z + y)) for some w € R?\ {0};

e k(z,y) = p(z — y)k(z,y), with p being any positive polynomial function and & being any
kernel mentioned above.

Corollary |1|also generalizes the results in [37]] on the memory capacity of transformers, where they
prove that for transformers with dense softmax attention, one layer of attention is sufficient to achieve
the UAP. Our result extends this to a broader class of kernel-based attention mechanisms.

4.2 Sparse attention

Prior works proposed sparse attention mechanisms to reduce the computational complexity of
attention blocks [3} [11} [15} 124} 40, [76]. A common intuition for designing sparse patterns while
retaining expressivity is ensuring connectivity, i.e., each token can attend to others via multiple
“hops.” For instance, in sliding window attention [3]], where N (i) = {j € [n] | |j — i| < w} with
w < n, long-range interactions are achieved indirectly via multiple attention layers. In the following,
we formalize this intuition and provide a general UAP condition for sparse attention transformers as
a direct consequence of Theorem |I]

Denote P([n]) as the power set of [n], i.e. the set of subsets of [n]. For a given function N : [n] —
P([n]), we define G as the family of maps from R%*™ — R4*" defined by (T2) associated with the
sparsity pattern A. We define the adjacency matrix of A/ as an n x n matrix Axr with Apr(z,7) =1
if j € N (i) and An (4, j) = 0 otherwise.
We also define

Auwt(N) :={oc € Sy |jeN(i) < o(j) e N(o(i))} (15)

as the permutations that keep the structure of A invariant.

Let ® := (N7, N2, -+ ,) be a sequence of sparsity patterns. We define the sparse transformer family
associated with ® as:

T = {(d+h,)o(Id+g,)o---o(Id+hy)o(Id+g;) | n € Ny, h; € H®™, g; € Gy, fori € [n]}.
(16)
Such a definition formulates transformers with dynamic sparse attention patterns.

Definition 4. We call the sparsity pattern ® to be connected within m layers, if for any i # j € [n],
there exists a sequence 1 < ry <rg < --- <1, < m such that

AN, AN, AN, (6,5) > 0. (17)

k—1

That is, any token can reach any other token through a subsequence of the m sparse attention layers.

Also, let # be a family of token-wise feedforward layers satisfying the condition in Theorem|[I} and
k be a kernel function satisfying the condition in Corollary|l} Then, we have the following result:



Corollary 2. Suppose that ® is connected within m layers. Then, T}‘-I’ possesses the G-UAP, where

G = () Aut(N;). (18)

=1

Moreover, transformer with only m layers of attention associated with the sparsity patterns
N1, -+, Ny, in @ and sufficient number of token-wise feedforward layers can achieve the UAP.

Corollary 2| provides a rigorous justification that the heuristic in keeping connectivity in the attention
layers is also sufficient for UAP. Results from graph theory indicate that when n is large, a random
sparse pattern A has a trivial automorphism group with probability approaching 1 [17]. This fact
indicates that with the guarantee of connectivity, most of the sparse attention patterns allow the UAP
without symmetric restriction even in the absence of positional encodings.

Corollary [ can cover many existing sparse attention mechanisms, including the following:

¢ the periodic pattern switching between “fixed attention” and “strided attention” in [[11]];
* the sliding window attention with/without global seeds (tokens connect to all others) in [3];

* the star-shape attention in [24]], where one token attends to all others and the others connect
in a circle;

* BigBird, a mixture of sliding windows, global seeds and random connections in [76].

The UAP of transformers with sparse softmax attention have also been studied in [75| [76] via a
constructive approach. Compared to their results, Corollary [2| has several advantages. First, our
results for UAP do not require other technical conditions, such as the periodicity of the sparse patterns
and the existence of Hamiltonian path in [[75]], or each sparse pattern contains a star sub-structure
in [76], other than the connectivity of the graph. For example, if the connection mode @ is not
periodic (e.g. there are different random patterns across layers), and some of the N; do not contain a
star graph mode, our result can still be applied as long as the connectivity is kept, while the results
in [[75,176] may not be applicable.

In addition, our results can be applied to all kernels that satisfy the condition in Corollary [T} which
generalizes the results based on explicit construction using softmax attention. Moreover, we identify
the number of token-mixing layers required to achieve UAP as the minimal number of “hops” for
each token to attend to all other tokens. In contrast, the results in [[75)[76] use unbounded number of
layers to achieve UAP. In this regard, our result can also be viewed as a generalization of the results
on the minimal number of attention layers for UAP in [37] to sparse transformers.

4.3 Other attention mechanisms

Our framework can also be conveniently applied to many other variants of attention mechanisms that
cannot be covered by (I2). For example, the token distinguishability condition can be verified for the
following architectures using similar method as in Corollary [T}

 Linformer [68], where the attention layer is defined as
Atten(X) = Wi, X F softmax((W; X E) "W, X), (19)

where E, F € R™*F with 1 < k < n are two trainable projection matrices. This variant of
attention reduces the complexity of attention from O(n?) to O(nk).

» Kernelized attention used in SkyFormer [9]], where the attention mechanism is given by:

[Atten(X)]; = Zexp (—;H[WQX]Z - [WKX]jH?)WVXj. (20)
j=1

Corollary 3. We have that: (i) LinFormer satisfies the UAP without symmetric restriction; (ii)
SkyFormer satisfies the S, -UAP.

The proofs are provided in Section [C.4using Theorem 2} similar to the proof of Corollary



4.4 New attention mechanisms from the approximation analysis

Our results also provide insights into designing new transformer architectures with inherent UAP
guarantees. In particular, our framework inspires the design of architectures with UAP under specific
symmetries. In this section, we present examples of such designs to illustrate these insights.

4.4.1 New attention mechanism with bias term

We propose a new architecture that naturally satisfies the conditions in Theorem[I]and Corollary 2]
We consider the following attention mechanism with bias term:

[Atten(X)]; = [X]i + > aa(W[X]; - ), 21)
JEN (i)

where a € R, W € R? and b € R are learnable parameters. Assume that « is of polynomial growth,
i.e. there exists M and N such that |a(x)| < M (1 + |z|V) forall z € R.

Then, the result in Corollary 2] still holds, if we replace the attention mechanism in (I2)) with Z1).
See Section [C.4.3|for the formal statement and proof.

4.4.2 Transformer with UAP under specific symmetry

In many applications, architectures with specific symmetric restrictions are required. Our framework
also offers a new perspective on designing such architectures with UAP guarantees. For a given
permutation group G < S,,, we can design G-equivariant token-mixing layers that satisfy token
distinguishability under G-action. By Theorem|I] a transformer with such token-mixing layers and a
feedforward family H with nonlinearity and affine invariance achieves G-UAP. This simplifies the
design process, as only token distinguishability is required for the token-mixing layer.

For some subgroups G of S,,, the design for token-mixing layers can be very simple. Here, we use
the example of G = D,,, the dihedral group of order 2n, and the cyclic group C,, of order n to
demonstrate. We identify D,, < S, as the group generated by the cycle p := (1,2,--- ,n) and the
reflection o := (1,n)(2,n — 1) - - -. C,, is the cyclic group generated by p. D,, corresponds to the
symmetry of a regular n-gon, relevant in applications like molecular structure [6, 23| 41]]. Symmetry
under C,, applies to modeling periodic data, such as periodic time series [[18 27] and classifying
periodic variable stars in cosmology [80].

For D,,, we provide the designs of token-mixing layers with token distinguishability.

Architecture with D, -symmetry Choose the token-mixing layers defined in (12) or in 1)) with
the sparsity pattern

N@G) :={(G+j)modn|j=—w,---,0,--  w}, (22)
where w < | 251 ] — 1 is an integer. Here, we assume that the kernel & in (T2) and the function o
in (21) satisfy the conditions in Corollaries[I]and [5] respectively.

For C),, similar designs as above also work. However, we can use a simpler one based on convolution:

Architecture with C,,-symmetry: Define the token-mixing layer via column-wise convolution:
l
Atten(X) = ¢« X, where [t x X]; = > 05 [X] 45y moa ns 1 =0,1,...,n =1 (23)
§=0

with a trainable kernel 1) = [, - - - , ;] € R for some integer [ > 1.

This design can be viewed as an adaptation of the temporal convolutional network [33] |43]], treating
the input sequence as a circular structure. The following statement holds, with proof in Section|[C.4.3}

Corollary 4. The architecture with D,,-symmetry and C,,-symmetry defined above satisfies the token
distinguishability condition under the action of D,, and C,,, respectively. Moreover, the transformer
with such token-mixing mechanisms and a non-linear affine-invariant family H possesses the D,,-UAP
or Cy,-UAP, respectively.



Architectures incorporating symmetry through convolutional layers have been studied in the literature
(L3} [14} 146, 70, [80]. In particular, [[80] also proposed a convolutional structure for representing
C,,-invariant functions, although it does not inherently guarantee UAP. In contrast, our proposed
architecture naturally satisfies the C,,-UAP property according to Theorem[I}] Moreover, by choosing
specific sparse mode N, we can generalize the architecture for D,, symmetry to other permutation
subgroups of .S, that can be identified as the automorphism group of an order-n directed graph. For
more general permutation groups, our framework can still be applied if one can find token-mixing
layer satisfying the token distinguishability condition under the action of the group. The method
proposed in [31}161] may be helpful in identifying such layers. We believe our framework provides a
new perspective on the design of equivariant/invariant architectures with UAP guarantees.

5 Conclusion

In this paper, we investigate the universal approximation property (UAP) of general transformer
architectures within a unified framework. Our main results, Theorem E] and Theorem @ provide
general and verifiable conditions for establishing UAP across a range of attention-based architectures,
avoiding complex constructions as in previous works. This generality is demonstrated in Section 4}
where we apply our framework to various attention types. Moreover, our results offer guidance for
designing new attention mechanisms with UAP guarantees, as illustrated in Section We also
acknowledge certain limitations of this work. First, normalization layers commonly used in practice
are not considered, and extending our analysis to incorporate them would be valuable. Second, some
architectures, such as those in [38]], do not satisfy the analyticity assumption in Theorem 2] Although
the condition in Theorem [T] remains verifiable for such architectures, it remains unclear whether
our results on the required number of token-mixing layers for UAP still hold. Moreover, as our
results offer non-constructive yet verifiable criteria for UAP—abstracting away the specific forms
of token-mixing and token-wise modules—they do not yield quantitative insight into the relative
contributions of each architectural component. A systematic, quantitative characterization of how
individual mechanisms (e.g., multi-head attention, mixture-of-experts, low-rank projections) affect
approximation efficiency remains an important direction for future work.
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A Detailed related works

Approximation results for transformers Since the introduction of the transformer architecture
in [66], numerous studies have investigated its approximation properties. The universal approximation
property (UAP) of the original transformer with softmax attention as a fixed length sequence-to-
sequence model was established in [[74]. This constructive approach was later extended to transformers
with certain sparse attention mechanisms [[75, [76]. In [37]], the authors proposed a new construction
demonstrating that transformers with a single attention layer and sufficiently deep feedforward
networks can achieve UAP. Similarly,[2] showed that with increased hidden dimensions, two variants
of transformers, i.e. LinFormer [68]] and Performer [12], satisfy the UAP. In contrast to these
constructive methods for different architectures, our results offer a unified framework for establishing
the UAP of various transformer models without relying on explicit constructions. Beyond these
works treating transformers as a fixed length sequence-to-sequence model, there are also studies
handling transformers with variable-length inputs by considering the input sequence as an empirical
measure [20H22]. The universal interpolation and universal approximation properties under this
viewpoint were established with proper assumptions. Compared to these results, we still consider
transformers as sequence-to-sequence models in this work to offer a direct analysis for different
transformer architectures. Recently, there are other works studying the UAP of attention-only
architectures [29, 48], indicating that softmax attention alone can also achive strong approximation
power. Other studies have explored the UAP of transformers under alternative settings, such as
in-context learning, prompting, and constrained scenarios [20, 130} 142,150, 156]. Another researchline
is the Turing completeness of transformers [S5, [69]]. Besides these UAP results, there are also
works providing the approximation rates of transformers. For instance,[34]] provides explicit rates
over a dense subset of sequence-to-sequence functions; [67] derives rates for target functions with
structured memory; and [64] characterizes the approximation rate in terms of function smoothness
for transformers with infinitely long inputs.

Approximation under symmetry The study of approximation under functional symmetries has
been explored in various works. In [73]], the universal approximation of functions invariant under
compact group or translation actions was analyzed using shallow neural networks. In [[13 [19],
convolutional structures were proposed to approximate equivariant functions. In [45} 152, 59], the
universal approximation under symmetry using deep neural networks was investigated. Notably, [43]]
provides a general sufficient condition for the action of any transitive subgroup of S,, on coordinates
(1-dimensional tokens). In contrast, our work addresses approximation under symmetry in a broader
setting, considering group actions on d-dimensional tokens rather than coordinates, thereby extending
the analysis in [45] to non-transitive permutation groups. In [1], the authors provide a general
framework on the ensemble controllability of control systems under symmetry. They also show that
systems that can interpolate arbitrarily many samples under symmetry are generic in certain topology.
Compare to their genericity results, our results provide a verifiable sufficient condition for UAP of
specific architectures, allowing direct applications to various transformer architectures.

Transformer variants Beyond the original Transformer, numerous architectural variants have
been developed to improve efficiency, scalability, or adaptability. These include sparse attention
mechanisms [3} [15} 24140} [76]], low-rank and kernel-based approximations of attention [12, |68 [72],
as well as other architectural modifications [25, 147, 51, [77]. Another related line of work explores
parameter-efficient fine-tuning methods for large Transformer models [28} |32} 49, |53} [78 [79], which
aim to adapt pretrained networks to downstream tasks with minimal additional parameters. In this
paper, we establish a general sufficient condition for the universal approximation property (UAP) of
various Transformer variants. As demonstrated in Section[d} our framework can be readily verified
for many existing architectures, and potentially extended to other designs not included as well.

B Proof of Theorem [1]and Theorem 2]

B.1 Proof of Theorem[Il

In the following, || - ||> denotes the £2-norm, for both vectors in R?*"™ or R%. We begin by proving
the following interpolation property of 7g :
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Proposition 1 (Interpolation Property). Suppose G and H satisfy the condition in Theorem|l|for
group G. Consider any G-equivariant continuous function F : R™*" — RI¥*" Then, for any e > 0

and {X;}N., C R¥", there exists F' € Tg 3, such that:
« |F(X:) — F(Xi)||2 < & if Xi is in general position(defined in Section .

o |F(X0)|l2 < n-max{||[F(X;)|l2} + 2¢, if X; is not in general position.

Proof. Since F and functions in 7g % are G-equivariant, we only need to consider the case when X;
are from distinct orbits under the G-action. Moreover, we can assume that X; are in general position
fori =1,---, M, and X; are not in general position fort: = M +1,--- | N.

By the token distinguishability condition, there exist m and g € (Id +G)™ such that the tokens
of g(X;) are all distinct for ¢ = 1,--- , M. We denote z1, -+ ,2Zpm, as the distinct tokens in
9(X1),- -+, 9(Xn). Foreach j < Mn, suppose x; = [X;]) for some (I, k) € [n] x [M], we denote
y; as its corresponding token [F'(X;)]. Moreover, we denote Tarnt1,: - , EMntJs € R? as the
distinct tokens in g(Xpr41), - -, g(Xn) that are different from x4, - - - , 2. For each j > Mn,
we denote y; = 0 € R%. Then, we get a set of d-dimensional pairs {(z;,,)} 117"/ c R? x R?
where all ; are all distinct. Since H satisfies the non-linear affine invariance condition, according to
the main result in [10]], we know that there exists a function

fe{dd+ fu)o---o(d+ fi) | keNy, f1,---, fr € H} (24)
such that 1
Hf(xj)_yj||2§ﬁea j=1, ,Mn+J. (25)

Denote £ as the token-wise extension of f to RI*"_ For each i < M, we have

1£57(9(X0)) = F(Xa)ll2 = || (£G0lX) = [FXL), -+ (F(glXida) = [POX0)L)) |

2 (26)
<n- mjax I f(z5) —yjllz < e

Foreach 7 > M + 1, we have
175 X = || (£l - flalxidn) |
< > 1f(g[Xilo)ll2 + > £ (g[Xil0)]l2

Lg[Xilie{z1, -, xnmn} Lg[Xili€{xmnt1, 5Tt s}

<n- ) . .
< n-max || f(z;)]l2 +n jlgj%ﬁ\\f(%)\\z

€
< n- (max{|F(X)]2} + - ) +& = n-max{||F(X)||2} + 2e.
27)
Therefore, F' = f®" o g € Tg 3 satisfies the interpolation property. O

Proposition 2 (Approximation of Tensor-Type Functions). Suppose G and H satisfy the condition
in Theorem([I|for group G. Consider any continuous, increasing function h : R — R and any € > 0.
Then, there exists F' € Tg » such that

IF = h ™M o) <, (28)

where h\4*™) is the coordinate-wise extension of h to R%", given by
(WPM(X))iy = h(Xy), 1<i<d 1<j<n. (29)
Proof. Proposition [2] directly follows from the proof of Proposition 4.11 [44] and Theorem 2.6
in [10]. O

Proposition 3 (Corollary of Main results of [10]). Let d > 2 and H be a family of maps from R?
to R? that satisfies the non-linearity and affine-invariance condition in Theorem|l, Then, for any
{(ziyyi) I, C R x RY with x; # x; for all i # j and € > 0, there exists

fe{dd+ fg)o---o(Id+ f1) | ke Ny, f1,---, f € H} (30)
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such that
I f(zi) —will <e, i=1,---,N. (3D

Proof. Proposition[3]is a direct corollary of Theorem 2.6 in [10]. O

Proof of Theorem E} The approach of the proof is similar to the main theorem in [44] and [45]].

We assume without loss of generality that K = [—s, s]?*™ is a hypercube in R4*™. Our target is to

show that for any € > 0, we can find function F' € Tg 3, such that || f — Fllorxy <e.
Step 1. For each multi-index i = (ix1)ke(a),1e[n] € 73> and § > 0, we define the grid cells:

Ois = {X € R | Xy € im0, (430 + 1)5], forall k € [d], 1 € [n]} . (32)

We denote p; 5 := i as a corner point of [; 5, and x; 5 as the characteristic function of [J; 5. Since
F is continuous, there exists § > 0 such that it has a piece-wise constant approximation

F:=> F(pi)xis, (33)

such that

HF_FHLP(K) < -. (34)

1 ™

Step 2. Apply Proposition [3|to the set of grid points

{pm | ir € {(—5/5],..., Ls/dj}}.

Then, for any v > 0, there exists a function Fe Tg w such that:
* If p; 5 is in general position, then
| F(pi.s) — F(pis)ll < -

¢ Otherwise,

|F(pis)| <n- ml?iX{HF(pi,a)H} + 2y < n|[Fllox) + 27

Step 3. For any « € (0, 1), define
Ofs == {X € RY”" | Xy € [im0, im0 + ad), forall k € [d], 1 € [n]}, (35)
as the shrunk hypercube of [J; 5 with side length d. We consider the map %, 5 : R — R defined as:
10, ifz € [id, id +ad], i€Z,
hoal®) =4 45, W ifze[id+ad, (i +1)0], icZ. (30)
On the interval [id, i0 + «d], the function h, s(z) remains constant at ¢0. Then, as x increases

from i§ + ad to (i + 1)d, the function increases linearly from id to (i + 1)d. Notice that h((ld;n) is
continuous and has constant value p; on [I¢'5 for each i. Since h, s is continuous and increasing, by

Proposition for any p > 0, there exists a function H, s € 7g 3 such that

| Hos = B o) < p. 37)

Step 4. Now we can estimate the error of the composition || F' o H, s — F|| Lr(K)- We define
ke = (Jog) nK,

and denote K7 as the union of the grid cells in K whose corner point p; are in general position,
and K§' as the union of the grid cells in K whose p; are not in general position. Then, we have
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1. On K¢, we have
IE o h{™ — Fl oy < v(m(K§))5. (38)

2. For K§', the number of i with p; s not in general position is at most %(23/54— 1)(”‘1)d,
we have the measure of K§ = O(6%). Therefore,

I1F o B — Fll sy < (n-1F o) + 27)0(5). (39)

Therefore, we can choose § and +y sufficiently small such that

()

|F o hid,?") - FHM(K@) < - (40)

=

On K \ K¢, by choosing « sufficiently close to 1, we make m (K \ K%) arbitrarily small. Since
Fo h((ld;n) and F is bounded on K, the following can be guaranteed:
— d ~ £
1F o B — Bl o sy < it 41)
Since F is uniformly continuous on K, there exists p > 0 such that for any X,Y € K with

| X =Y < p,wehave | F(X) - F(Y)| < k:= 5/(4(m(K))%) Therefore, after determining o, §
and -y, we can choose p such that

_ 1 €
[£ 0 Has — FllLex) < (m(K))Pk < T (42)
After determining § and «, by step 3, we can choose p sufficiently small such that
€
IF 0 Hos — F o B%5™ | 1oy < pLin(F) < it (43)
Recall also that -
1E" = Fllzoy < 3
Thus, by the triangle inequality,
|F o Has = Flliory < IF 0 Hap = F o b5 oy + |F 0 hls™ = Fllogace)
+IF ok, o F||LP(K\KQ> +IF = Pl (44)
€
< 1 + Z + 1 + i =€
which completes the proof. O

B.2 Proof of Theorem 2|

Proof. Assume that Condition 2 in TheoremE]fails. Then, there exists N samples {X;}¥ , from
different orbits under the G-action, but for any m and g € (Id +G)™, there exist indices 4, j € [N]
such that at least one token in g(X;) is identical to a token in g(X ). This can be written as

1 = [] (Xl — [9(X)3 = 0. (45)

l1,l2

When G is parametric in § € O, 11, ; is also analytic in 6. As the zero set of a nonzero real analytic
function has measure zero [34], this implies that for some 4, j, II; ; is identically zero, meaning that
G fails to distinguish tokens in X; and X;. This argument reduces Condition 2 in Theoremto the
case N = 2.

Moreover, if there exists a uniform m such that the token distinguishability condition for any two
tokens holds, the above argument essentially shows that this m can also be used to distinguish any N
tokens.
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C Proofs for the applications of main results

C.1 Proof of Corollary[I)and Corollary 2]

We first prove the following lemma.

Lemma 1. Let r be a kernel function satisfying the conditions in Corollary Suppose
{ai,...,a,} € R\ {0} and {by,...,bs} C R\ {0} are two sequences of distinct tokens.
Suppose that for some indices ' € [r] and s’ € [s], the following equality holds for all choices of
WQ7 VVK7 WV N

r
k‘(WQaw, WKaj)
o +Z (Z;—l k(Woar, Wia

Jj=1

- E(Wobs, Wihj)
Wyaj | =bs + E . ’ J
) ]> (Zi_l E(Wabs, Wichy

J=1

)Wvbj) . (46)

Then, © = s, and there exists a permutation o € S,, with o(r") = s’ such that a; = b, ;) for all i.

Proof. Taking Wy, to be zero directly gives a,» = by . In the following, we set W = I, and for
notational simplicity define

k(z) = k(am,z), VzeR%L
The proof utilizes the following lemma:

Lemma 2 (Auxiliary lemma). Let {z1,--- ,zp} == {a1, -+ ,a,} U{b1, - ,bs}. Then, there exist
Wi € R¥%? gnd a permutation o € S, such that

E(tW gz, (i
lim FWkZo6)

= o0, foralli < j. 47)
t—o0 k:(tWK:cU(Z-)) f J

Since {a; };:1 are r distinct tokens, by the auxiliary lemma, we may choose a W (and reindex the
sequences accordingly) so that after replacing Wy by tWik the kernel values satisfy, for large ¢ > 0,

iﬂ(tWKal) < ]%(tWKag) LK ];I(tWKaT),

and similarly 3 } ~
E(tWkb) < k(tWgby) < -+ < k(tWkbs).

Moreover, the lemma tells us that for any a; and by, either a; = b; or one of I;(thaj) and l;(thbl)
is dominated by the other in the limit t — oo.

After subtracting a,~ from both sides in {#6), we have

> i1 K(tWkag)a; 35 k(EWKb;)b; 48)
Z;=1 k(tWiaj) Z§:1 k(tWib;)
By a transformation, it gives
Z Z /E(tWKaj)IE(tWKbl)(aj —b)=0. (49)

j=11=1
Let t — oo, considering the dominate term INf(tWKaj)l;(tWKbl)(ar — by) gives a,. = bs. Then, for
allg =0,1,--- ,min{r, s}, we then prove by induction that: a,_; = bs_p.

Suppose we already have a,._; = bs_;, fori =1,--- ,q — 1. It then follows that

Z Z ];‘(tWKCLjN;I(tWKbl)(aj — bl>
j=r—a+1ll=s—q+1 (50)

= Z Z l}(tWKaj)ff(tWKal)(aj —q;) =0, forallteR.
j=r—gq+1ll=r—q+1
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Combining with (@9), we have

- S T

(ii+z oo+ Y Z( (tWia;)k(tWih;)(a; fbl)):o, (51)
j=11=1

j=1ll=s—q+1 j=r—q+1li=1

where the leading term is
l%(tWKa,,._q)l%(tWKbs)(a,«_q —bs) + IE(tWKar)l;;(tWKbs_q)(a, —bs—gq)- (52)

Since a, = bs, ar—q # ar and b,_4 # by, let t — oo gives that IE(tWKaT_q) and lZ:(tWKbs_q)
are not dominated by each other. By the auxiliary lemma, this indicates that a,_, = bs_,, which
completes the induction.

Then, we have shown that a,._j = bs_j forall k = 0,1,--- ,min{r, s}. The only remaining thing is
to show that r = s. Suppose r < s, then we have

s

ZZk tWica;) k(tWgb)(a; — b)) = 0, (53)

j=11=1

where the unique leading term is l;(tWKar)l;(tWKbs_r)(ar — bs—). Since a, = b, # bs_,., that
gives a contradiction. This completes the proof. O

Proof of the auxiliary lemma. For each pair (¢, j) with 1 < i < j < p, we define

k(tWikx;
M =R\ L Wi | lim EEWKE:) _ G or o : (54)
t—o0 k(tWKac])
and we define M as the union of all such sets:
M= U Mi ;. (55)
1<i<j<p

According to the condition in Corollary |1} each M; ; is a measure-zero set in R?*4 Therefore, M
is also measure-zero. Choose any Wy € Rdxd \ M. Then, for any i, j, we have

i Bk _ o 0, (56)
t—o0 k(tWij)

i.e. either l?;(tWKa:i) < l;:(tWKxj) or I%(tWKxi) > l}(tWKxj) for large t. This indicates that there
exists a permutation o € S), such that

%(tWKxnl(j))

lim = =00, forall 7 < j, &)
t=o0 k(tWk g, (i)

which completes the proof. O

Proof of Corollary[l] Lemmal[l]shows the token-distinguishability condition over X with non-zero
tokens. This indicates the interpolation property over the region when X has non-zero tokens. Since
the set

{X e R¥" | [X]; = 0 for some i € [n]} (58)

is a measure-zero set, the S,,-UAP holds for 7g 3, by the same argument as Theorem |} O
C.2 Verification of conditions in Corollary [I]on practical attention mechanisms
We verify the conditions in Corollary [T|for the following kernel functions:

* k(z,y) = exp(z "y), used in the original transformer [[66]].
Verification: For any given x # 0 and distinct y;,y» € R%\ {0}, the set

Pi={Wgk |z Wgkys =z Wgkys} (59)
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is a hyperplane in R9*?, which has zero measure. Notice that for any W in R4<™ \ P,
T
oy SPS e T Wi ) = w0 (@0
This indicates that the condition in Corollary [T holds.
k(z,y) = exp(—~||lz — y||3), the RBF kernel, explored in [63].
Verification: Notice that
exp(—ylz — tWkyi3)
exp(—vllz — tWky2l|3)

= exp(—y([tWku1ll3 — [tWxy23) + 2tz T Wi (y2 — y1)).-

(61)
Therefore, any Wi such that [|[Wxy1 |2 # ||[Wky2||2 satisfies the condition in Corollary
Since for distinct y; and o,
IWkyill3 — [Wky2l3 =0, (62)
is a non-zero quadratic equation on Wy, whose solution set has zero measure. Therefore,
the condition in Corollary [T|holds.

k(z,y) = ¢(x) T ¢(y), where
d(z)T = exp (—;IxHQ) (exp(wlTa:), ... ,exp(w;x)) € R™, (63)

with wi, ..., wy, € RY drawn ii.d. from a Gaussian distribution. This kernel is used in

Performer [[12], and Corollary [I|holds almost surely in this case.

Verification: We have

k(z,tWry1)  é(x) " ¢o(tWiyr)
T

¢
k(z, tWiy2) — ¢(z) T ¢(tWkys)

t
—exp (GWisnl} - [Wenl?))

-
=
S exp(w, ) exp(tw; Wiyr)
Yoy exp(w; @) exp(tw; Wiyz)
(64)
We claim that if w; are pair-wise linear independent, i.e. there does not exist ¢ # j such that

w; = aw; for some o € R, the condition in Corollary [[|holds. This almost surely holds
when w; are drawn i.i.d. from a Gaussian distribution.

If when t — oo, the ratio in @I) do not goes to infinity or zero, it must hold that
[Wrkyill2 = [Wkyall2, and miaX{WzTWKyl} = miaX{%TWKZD}- (65)

When w; are pair-wise linear independent, we have that ylwiT #* ygij forall ¢ # j € [m].
Also, since y; # yo and w; are non-zero(by the pair-wise independent condition), we have
y1w, # yow, forall i € [m]. Therefore, we have that all the sets

Wk |w/ Wiy =w] Wiy} = {Wk | (Wi, pqw,| —yow] )p =0}, (66)

where (-, -)  denotes the Frobenius inner product, are hyperplanes in R4*¢, which has zero
measure. That is, equation (63) only holds for a measure-zero set of Wi, which completes
the verification.
k(z,y) = exp(w ' x) + exp(w ' y), where w € R%.
Verification: We have

k(z, tWicyr) _ exp(w’ (z + tWky1))

_ _ T o
k(z,tWkys)  exp(w’ (z+ tWgkya)) expltw Wi(y1 ~ 1) ©7

When y; # ys, for almost all W, we have w ' Wi (y; — y2) # 0. Therefore, the condition
in Corollary [T| holds.
k(z,y) = p(x — y)k(x,y), with p being any positive polynomial function and & being any
kernel satisfies the condition in Corollary
Verification: Just neet to notice that for almost all W}, it holds that
im p(z —tWky)

t=o0 p(x — ptWiys)

is a constant indicating that the condition in Corollary [1]still holds.

(68)
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C.3 Proof of Corollary

Proof. We only need to prove the token distinguishability condition for two samples:

* Forany X and Y that are in general positions and from different orbits of G(defined in (T8)),
there exists

9 € G ={(d+gm)o---0(d+g) | gi € Gu;, fori € [m]} (69)
such that the tokens of g(X) and g(Y") are all distinct.

We prove this claim by contradiction. Assume that, there exist X and Y that are in general positions
and from different orbits of G, but for any g € G2, there exist indices 4, j € [n] such that at least
one token in g(X) is identical to a token in g(Y"). Then, according to the analyticity, there exist
indices ¢; and iz such that, [¢(X)];, = [¢(Y)]:, always hold. For a given p; € [m], we first consider
g € Id + Gy, - Then, [g(X)];, = [g(Y)]:, gives:

) +ZjeNpl(i1) K(WoXi, WrX])WvX]; +ZleNpl(i2) k(WY WkY]) Wy Y],
" 2 ien,, () KW Xliy, Wk X];) " Y jen,, in) B(IWQY iy, WrYT)
(70)
for any W, Wi, Wy € R¥*4. According to Lemma|1} we can deduce that |\, ()| = [N, ()],

[X]i, = [Y]i,, and , .
{(Xlg 1 g € Ny (i)} = {[Y]q | ¢ € N, (i) }- (71)

Therefore, choose any ¢1 € N, (i1), we can find g2 € N, (i2) such that [X],, = [Y],.

Now, we claim that for any po < py andg € Id + G N, (a layer before the p;-th layer) , [9(X)]q, =

[9(Y)]q,. Otherwise, suppose there exists g1 € Id + G, with [g1(X)]q, # [91(Y)]q,- By scaling
the Wy, matrix to be small enough, we can assume g; satisfies that

91 (X) = Xl < 5 mingl (X, — [X], |z} )

Then, we have that [g1(X)]4, # [91(Y")]4,, and by equation (72), for any g # g» in N (i2), we have

g1 (Xa, = [91(V]gll2 = {91 (X)]gr = [XTa0) + ([Xpgr = [Y]o) + ([Y]g = [91(¥)]o) 2
> [|[Xgy = Ylallo = M1 (X)]gn = [XTaull2 = 1[¥]q = [921(¥)]gll2 >(7g-)

Therefore, [g1(X)],, does not appear in the tokens of g1 (Y), i.e. the sets

{ln(X)]; 17 €N} and  {[gn (V)i [ 1€ N(iz)} (74)
must be different. By applying Lemma []to [g1(X)],, and [g1(Y)]4,, we know that there exists go €
Id+Gy;, suchthat [ga(g1(X))]g, # [92(91(Y))lg,- Since gz0g1 € (Id+Gy;, )o(Id+Gy;,, ) C G
which can distinguish [X];, and [Y];,, contradicting to our assumption.

Hence, we have shown that for p, < p; < nand any g € Id + Gy, , [9(X)]g, = [9(Y)]g,. Then,

we can apply Lemmall|to [X],, and [Y],,, and deduce that the set of tokens of X with indices in
».(q1) are the same as those of Y with indices in N, (¢2). That is, the tokens where [X];, can
attend to within two hops are the same as those where [Y];, can attend to within two hops.

The above process can be repeated. Since we assume that ® is connected within m layers, we know
that any indices in [n] can be reached starting from i and i5 within m hops. Finally, the above
discussion can cover all indices in [n]. Since X and Y are in general positions, the correspondence
between their tokens is unique. Finally, this results in a permutation o € S,,, such that:

[X)i = [Y]og)- (75)
On the other hand, apply Lemma again to eqch Ny, [X]; and [Y],(;), we can deduce that
JENL(i) & a(j) € Np(o(i)), forall p € [m)]. (76)

By the definition of Aut(\), this means that o belongs to each ,,, indicating that o € G. However,
this contradicts to our assumption that X and Y are from different orbits of Aut(I"), which completes
the proof.
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C.4 Verification of the UAP for other transformer variants

In this section, we verify the condition in Theoremﬂ] for the kernelized attention of SkyFormer [9]
and the attention mechanism of the Linformer [68]].

C.4.1 UAP for LinFormer

Linformer [68]], where the attention layer is defined as
Atten(X) = X + Wy X F softmax((Wx X E) T W X) (77)
where E, F € R™** with 1 < k < n are two trainable projection matrices.

For LinFormer, we have the following lemma:
Lemma 3. Let X, Y € RY™ be two points that are in general positions. If for some iy,i3 € [n], the
following equality holds for all W, Wi, Wy € R4 and E, F € R"*F:

(X, +[Wy X F softmax(Wx X E) W X)];, = [Y]i,+[WyY F softmax((Wx Y E) T WoY))i,,
(78)
then we have i1, = o and X =Y.

Proof. Take Wy = 0 gives [X];, = [Y)s,. Then, for any given R = {ry,--- ,r;} C [n], we take

E:F:[6T17"' 7e’rk]7 (79)
where e, is the r;-th column of the identity matrix. Equation then gives that
exp((Wo[XTi,, Wk [X];)) ) ( exp(Wo[Yli,, Wk [Y1];))
WylX]; ) = Wy[Y];
(ZleR exp((Wo[X]i,, Wk [X]1)) ! 2 1er XP((WolYliy, Wk [Y]1) !

JER JER

(80)
which reduces to the discussion in Lemmal(l] Therefore, we have that the set {[X]; | i € R} is the
same as {[Y]; | i € R}. Since X and Y are in general positions, and R is arbitrary, this indicates
that X =Y. 0

According to this lemma and the fact that (T9) is analytic to all the parameters, we conclude by
Theorem@] that the UAP holds for LinFormer without symmetric restrictions. Furthermore, the same
result can be generalized to the case where the softmax function in (I9) is replaced by a kernel-based
form with a kernel satisfying the condition in Corollary [1}

C4.2 UAP for SkyFormer

The kernelized attention used in SkyFormer [9], where the attention mechanism is given by:

Atten(X)) = [X] + 3 exp (-5 [Wa:X]s - VXL ) WX @)

The proof follows from the verification for the RBF kernel Section|C.2] with the same argument to
prove the token-distinguishability condition.

C.4.3 UAP for architecture proposed in (ZI)

More precisely, if we define G as the family of token-mixing maps associated with the sparsity

pattern A/, and the transformer family 7:73 associated with a sequence of sparse mode, just as Tﬁ
defined in Section Then, under the same assumption on ® as in Corollary 2] we have:

Corollary 5.

T2 possesses the G-UAP with G defined in (T8).

Assume the condition in Theorem[Z]fails. Then, there exists X and Y that are in general positions,
and i1, io € [n] such that for all W € R%*? g € R and b € R, we have

(XJi, + Y aa(W[X];=b) =[], + > ac(W[Y];—0). (82)
JEN (i1) JEN (iz)
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It then follows that [X];, = [Y];,. Moreover, if the sets

{[X]; 14 € N(in)} (83)
and
{IY]; |7 € N(i2)} (84)
are not the same, we can then derive an identity
L
> aa(Wa —b) =0, (85)

=1

where x; are the unique tokens appears in the two sets, ¢; equals to 1 if ; appears in the set of X, and
—1 otherwise. Notice that the identity holds for all W € R%*? and b € R, this gives a contradiction
according to the proof of Theorem 1 in [[10]. Specifically, since « is of polynomial growth, taking the
Fourier transform(in distributional sense) on both side of with respect to b gives:

L
(Z Clei(sz)Tf)d(g) =0, forall¢e Rda (86)
=1

where & is the Fourier transform of «. Since « is not a polynomial, we have supp & contains a
non-zero value. This will lead to a contradiction. See Section 3.2 in [[10] for more details.

C.4.4 Details for architecture proposed for D, /C,, equivariant map

For architecture with D,, symmetry By choosing ® = (A, N,---) as an invariant sequence
of sparse mode, by Corollary [2| we have that the transformer with the first design satisfies the
Aut(N)-UAP. Therefore, we only need to prove thet Aut(N) = D,,.

First, it is easy to see that for any g € D,, , we have j € N (i) indicates that g(5) € N (g(¢)). This
implies that V,, € Aut(A\). On the other hand, for any g € Aut(N), since D, is transitive, there
exists h € D, such that h(g(1)) = 1. Now, we prove that 7y := h o g is either the identity or the
reflection o = (1,n)(2,n —1)---.

Since v € Aut(N'), we know that v(N (7)) = N(y(¢)). Since (1) = 1, we have y(N (1)) =

N (y(1)) = N (1) is invariant. This indicates that for any i € N (1), v(7) is also in A/(1). Now, we
consider the value of A/ (2). We have that

2w = [N(1) NN (2)| = [7(N (1)) Ny(N(2))| = [N (1) NN (7(2))] (87)
Since 2w + 1 < n — 2, we have that in N (1), there are only two indices j = n, 2 such that
IN(1) NN (H)| = 2w. (88)

Therefore, it follows that v(2) = n or 2. If 7(2) = 2, we can then repeat the discussion to deduce
that y(¢) =i fori = 2,3 - - , n sequentially, indicating that - is the identity. If v(2) = n. Then, we
can repeat the discussion to deduce that y(7) = n + 2 — imodn fori = 2,3 --- , n. This indicates
that v is a reflection (2,n)(3,n — 1) - - -, which is in D,,.

Therefore, we have shown that Aut(N') = D,,. This is actually a classical result on the automorphism
group of the circulant graph [4].

Moreover, if we destroy the symmetry to reflection by defining
NG :={i,i+1,i+2,--- ,i+wmodn} fori =1,2,--- ,n, (89)

with w < L”T’IJ — 1, we get a transformer that is C,,-equivariant and satisfies the C,,-UAP. For the
proof, we only need to check that Aut(N') = C,,, which can be done following the same approach as
D,.

For architecture with C,, symmetry For token-mixing layer defined by the convolution in (23),
we first notice that it satisfies the C),-equivariance. In fact, this follows from the fact that the
convolutional operation is equivariant to translation.

Therefore, to prove the C,,-UAP, we only need to check the token distinguishability condition under
C,, action. Specifically, suppose the condition in Theorem 2] fails. Then, there exists X and Y that
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are in general positions, and i1, 7> € [n] such that the composition of token mixing layers cannot
distinguish the ¢ -th token of X and the 72-th token of Y.

Considering using single layers, we have that for all ¢y € R'*, it holds

[w*X]h = [w*X}Zé? (90)
ie.
l 1
ij [X](Ll +j) mod n — Z wj [Y](i2+j) mod n>s (91)
=0 =0
which indicates that l
ij ([X](’L;[Jr]) mod n — [Y](i2+j) mod n) =0 (92)
=0
Since v is arbitrary, this indicates that
I:X}(ZlJrj) mod n — [Y](ingj) mod n> fOI'j 20717"' 7l- (93)

Then, we takethe indicices i; + [ mod n and i3 + [ mod n of X, Y respectively, and consider using
two layers. The process is essentially the same as the proof of Corollary 2] We can finally deduce that

[X](i1+j) mod n — [Y](i2+j) mod n> fOI‘j :07]-7"' , 1. (94)

That is, X and Y differs only a cyclic action on tokens, meaning that they are from the same C),
orbit, which is a contradiction, and completes the proof.
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violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: We provide exact and complete assumptions and proofs for all theoretical
results in the paper and the appendix.

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

e Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.
* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

¢ The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

¢ The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.
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It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CIL, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: This paper does not include experiments.
Guidelines:

» The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research conducted in this paper conforms with the NeurIPS Code of
Ethics.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]
Justification: This is a theoretical paper and does not discuss societal impacts.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: The paper does not release any data or models that have a high risk for misuse.
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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16.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

* The answer NA means that the paper does not release new assets.

» Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: This paper does not involve LLMs as any important, original, or non-standard
components.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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